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Abstract

This document collects the proceedings of the “Parton Radiation and Fragmentation from

LHC to FCC-ee” workshop (http://indico.cern.ch/e/ee jets16) held at CERN in Nov. 2016.

The writeup reviews the latest theoretical and experimental developments on parton radiation

and parton-hadron fragmentation studies –including analyses of LEP, B-factories, and LHC

data– with a focus on the future perspectives reacheable in e+e− measurements at the Future

Circular Collider (FCC-ee), with multi-ab−1 integrated luminosities yielding 1012 and 108 jets

from Z and W bosons decays as well as 105 gluon jets from Higgs boson decays. The main top-

ics discussed are: (i) parton radiation and parton-to-hadron fragmentation functions (splitting

functions at NNLO, small-z NNLL resummations, global FF fits including Monte Carlo (MC)

and neural-network analyses of the latest Belle/BaBar high-precision data, parton shower MC

generators), (ii) jet properties (quark-gluon discrimination, e+e− event shapes and multi-jet

rates at NNLO+NnLL, jet broadening and angularities, jet substructure at small-radius, jet

charge determination, e+e− jet reconstruction algorithms), (iii) heavy-quark jets (dead cone ef-

fect, charm-bottom separation, gluon-to-bb splitting); and (iv) non-perturbative QCD phenom-

ena (colour reconnection, baryon and strangeness production, Bose-Einstein and Fermi-Dirac

final-state correlations, colour string dynamics: spin effects, helix hadronization).
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News), M. Selvaggi (CERN), T. Sjöstrand (Lund U.), P.Z. Skands (Monash U.),

G. Soyez (IPhT CEA-Saclay), J. Talbert (DESY), S. Todorova (CNRS),
S. Tokar (Comenius U.), M. Vos (IFIC València), A. Vossen (U. Indiana)
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1 Introduction

The workshop “Parton Radiation and Fragmentation from LHC to FCC-ee” was held at CERN,
Nov. 22–23, 2016, as part of the FCC-ee QCD and γ-γ physics working group activities in the
context of the preparation of the FCC-ee Conceptual Design Report in 2017. The meeting brought
together experts from several different fields to explore the latest developments on our theoretical
and experimental understanding of parton radiation and fragmentation, organized along four broad
sessions:

1. Parton-to-hadron fragmentation functions, covering splitting functions at NNLO, small-
z NNLL resummations, global FF fits including Monte-Carlo and neural-network analyses of
the latest Belle/BaBar high-precision measurements;

2. Parton radiation and jet properties, including talks on parton showers, quark-gluon
discrimination, precision e+e− event shapes and multi-jet rates, jet substructure and small-
radius jets, jet charge determination; determination, and e+e− jet reconstruction algorithms;

3. Heavy-quark jets, with talks on the dead-cone effect, charm-bottom separation, and gluon-
to-bb splitting;

4. Non-perturbative QCD phenomena, with talks on colour reconnections, baryon and
strangeness production, Bose-Einstein and Fermi-Dirac and final-state hadron correlations,
and colour string dynamics: spin effects, helix hadronization.

About 65 physicists took part in the workshop, and 30 talks were presented. Slides as well as
background reference materials are available on the conference website

http://indico.cern.ch/e/ee jets16

These proceedings represent a collection of extended abstracts and references for the presentations,
plus a summary of the most important results and future prospects in the field. Contents of these
proceedings will be incorporated into the FCC-ee Conceptual Design Report under preparation.

CERN, January 2017

Peter Skands
David d’Enterria
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Towards a Neural Network determination of Pion Fragmentation Functions

Valerio Bertone1,2, Stefano Carrazza3, Emanuele R. Nocera4,
Nathan P. Hartland1,2, and Juan Rojo1,2

1 Department of Physics and Astronomy, VU University Amsterdam,
De Boelelaan 1081, NL-1081, HV Amsterdam, The Netherlands,

2 Nikhef, Science Park 105, NL-1098 XG Amsterdam, The Netherlands,
3 Theoretical Physics Department, CERN, Geneva Switzerland,
4 Rudolf Peierls Centre for Theoretical Physics, 1 Keble Road

University of Oxford, OX1 3NP, Oxford, United Kingdom.

Abstract: We present a first preliminary determination of a set of collinear fragmentation func-
tions of charged pions based on the NNPDF methodology. This determination is based on a wide
set of single-inclusive annihilation data, including the most recent and precise measurements from
B-factory experiments. Our analysis is performed at leading, next-to-leading and next-to-next-
to-leading order in quantum chromodynamics. We discuss the result of our fits, highlighting the
quality of their description of the data and their stability upon inclusion of higher-order corrections.

Introduction

In the framework of quantum chromodynamics (QCD), fragmentation functions (FFs) encode the
information on how quarks and gluons are turned into hadrons [1]. They are an essential ingredient
in the factorisation theorems which allow for a quantitative description of hard-scattering processes
involving identified hadrons in the final state [2]. Because of their nonperturbative nature, FFs
are typically determined from the data in a global QCD analyses combining results from a variety
of processes. These include hadron production in electron-positron single-inclusive annihilation
(SIA), in lepton-nucleon semi-inclusive deep-inelastic scattering (SIDIS), and in proton-proton (pp)
collisions (see e.g. Ref. [3]).

In this contribution, we present some recent progress towards a first determination of FFs and their
uncertainties based on the NNPDF methodology. Within this methodology, FFs are represented
as a Monte Carlo sample, from which the central value and the uncertainty can be computed
respectively as a mean and a standard deviation, and they are parametrised by means of neural
networks with a very large number of parameters (for details see e.g. Ref. [4] and references
therein). As compared to the approach used in all the determinations of FFs achieved so far, the
NNPDF methodology aims at reducing potential biases related to the procedure used to extract
FFs. The NNPDF framework has proven to be robust, and has been extensively used to extract
unpolarised [4] and polarised [5] parton distribution functions (PDFs) of the proton.

It looks then sensible to employ the NNPDF methodology to determine also FFs. The aim of this
contribution is to begin such a program. To start with, here we limit our analysis to the FFs of
charged pions, π±, based on SIA data only. A dedicated forthcoming publication [6] will discuss
these results for the pion FFs in more detail, as well as present results for the FFs of other light
hadrons, namely charged kaons, K±, and protons/antiprotons, p/p̄, which constitute the largest
fraction in frequently measured yields of hadrons. The discussion is organised as follows. First,
we describe the dataset considered. Then, we discuss the theoretical framework and the settings
adopted in our analysis. Finally, we present our set of pion FFs.
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Experimental dataset

This determination of FFs is based on a comprehensive set of cross section data from electron-
positron annihilation into charged pions. We include measurements from the experiments performed
at CERN (ALEPH [7], DELPHI [8] and OPAL [9]), DESY (TASSO [10,11,12]), KEK (BELLE [13]
and TOPAZ [14]), and SLAC (BABAR [15], HRS [16], TPC [17] and SLD [18]). On top of the
inclusive measurements, we also include flavour-tagged SIA data from DELPHI [8], TPC [19] and
SLD [18]. Specifically, we consider cross section measurements for the sum of light quarks (u, d, s)
and for individual charm and bottom quarks (c, b).
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Figure 1: The kinematic coverage in the (z,
√
s) plane

of the SIA data in Tab. 1. The data is from DESY

(black), KEK (green), SLAC (blue) and CERN (red).

The dataset included in this analysis is sum-
marised in Tab. 1, where we specify the name
of the experiments, their corresponding publica-
tion reference, the energy of the centre-of-mass
system (c.m.s.)

√
s, the relative normalisation

uncertainty (r.n.u.), and the number of data
points included in the fit. The kinematic cov-
erage of the dataset is displayed in Fig. 1.

The bulk of the dataset comes from the CERN-
LEP and the SLAC-SLC experiments at the
scale of the Z-boson mass,

√
s = MZ (ALEPH,

DELPHI, OPAL and SLD), and from the B-
factory experiments at a significantly lower
c.m.s energy,

√
s ≃ 10.5 GeV (BELLE and

BABAR). All these experiments provide very
precise data, with relative uncertainties at the
few percent level, which account for about two
thirds of the total dataset. The remaining data
points settle at intermediate energy scales and
are typically affected by larger uncertainties.

In this analysis, we retain only the data which falls in the range [zmin, zmax], with zmin = 0.05 for
the experiments at

√
s = MZ and zmin = 0.1 for all the other experiments, and zmax = 0.9 for all

the experiments. These cuts are meant to exclude kinematic regions where resummation effects,
not taken into account in our fixed-order analysis, may become relevant. The number of data points
before kinematic cuts is reported in parentheses in Tab. 1.

We gather all the information on statistical and systematic uncertainties, including their correla-
tions, whenever available, and construct the covariance matrix for each experiment accordingly.
Possible normalisation uncertainties, given as a percentage correction to the measured observable
(see Tab. 1), are assumed to be fully correlated. Because of their multiplicative nature, which
would lead to a systematically biased result [20], they are included through an iterative procedure
(the so-called t0 method [21]). As usual in the NNPDF framework, the covariance matrix is used
to sample the probability distribution defined by the data, by generating a Monte Carlo pool of
Nrep = 100 pseudodata replicas according to a multi-Gaussian distribution. A different fit to each
pseudodata replica is then performed as described in the next section.
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Exp. Ref.
√
s [GeV] r.n.u. [%] Ndat χ2/Ndat (LO) χ2/Ndat (NLO) χ2/Ndat (NNLO)

BELLE [13] 10.52 1.4 70 (78) 0.54 0.13 0.12

BABAR [15] 10.54 0.098 37 (45) 1.04 1.28 1.37

TASSO12 [10] 12.00 20 2 (5) 0.71 0.88 0.84

TASSO14 [11] 14.00 8.5 7 (11) 1.54 1.60 1.68

TASSO22 [11] 22.00 6.3 7 (13) 1.28 1.65 1.62

TASSO34 [12] 34.00 6.0 8 (16) 1.09 1.08 0.99

TASSO44 [12] 44.00 6.0 5 (12) 1.96 2.00 1.85

TPC (incl.) [17] 29.00 — 12 (25) 0.79 1.02 1.13

TPC (uds tag) [19] 29.00 — 6 (15) 0.70 0.66 0.62

TPC (c tag) [19] 29.00 — 6 (15) 0.74 0.75 0.76

TPC (b tag) [19] 29.00 — 6 (15) 1.59 1.58 1.57

HRS [16] 29.00 — 2 (7) 2.91 4.77 4.22

TOPAZ [14] 58.00 — 4 (17) 1.03 0.94 0.81

ALEPH [7] 91.20 3.0 - 5.0 22 (39) 0.78 0.64 0.68

DELPHI (incl.) [8] 91.20 — 16 (23) 2.63 2.62 2.59

DELPHI (uds tag) [8] 91.20 — 16 (23) 1.99 2.00 1.93

DELPHI (b tag) [8] 91.20 — 16 (23) 1.13 1.00 1.14

OPAL [9] 91.20 — 22 (51) 1.87 1.79 1.77

SLD (incl.) [18] 91.20 1.0 29 (40) 0.71 0.71 0.70

SLD (uds tag) [18] 91.20 1.0 29 (40) 0.81 0.78 0.80

SLD (c tag) [18] 91.20 1.0 29 (40) 0.61 0.65 0.65

SLD (b tag) [18] 91.20 1.0 29 (40) 0.45 0.60 0.46

Total 380 (602) 0.995 0.963 0.958

Table 1: The dataset included in this analysis of charged pion FFs. The experiment, the publication

reference, the c.m.s. energy
√
s, the relative normalisation uncertainty (r.n.u.), the number of data points

after (before) kinematic cuts, and the χ2 per data point for the LO, NLO and NNLO analyses are displayed.

Theoretical framework and analysis settings

The leading observable in our analysis is the SIA cross section involving the production of a charged
pion π± in the final state. This is usually defined in terms of the fragmentation (structure) function
F π±

2 as:

dσ±

dz
(z,Q2) =

4πα2(Q2)

Q2
F π±

2 (z,Q2) , (1)

where z = Eπ±
/Eb = 2Eπ±

/
√
s is the energy of the observed pion, Eπ±

, scaled by the energy of
the beam, Eb, and Q2 > 0 is equal to the c.m.s. energy squared, s. At leading twist, the factorised
expression of the inclusive F π±

2 is given as a convolution between FFs and coefficient functions, by:

F π±

2 = 〈e2〉
[
Dπ±

Σ ⊗ CS
2,q + nfD

π±

g ⊗ CS
2,g +Dπ±

NS ⊗ CNS
2,q

]
, (2)

where nf is the number of active flavours, 〈e2〉 = n−1
f

∑nf
q êq (with êq the effective electroweak

charges, see e.g. Ref. [22] for their definition), Dπ±

Σ =
∑nf

q (Dπ
q + Dπ

q̄ ) is the singlet FF, Dπ±

NS =∑nf
q (ê2q/〈e2〉 − 1)(Dq + Dq̄) is a nonsinglet combination of FFs, Dπ±

g is the gluon FF, and CS
2,q,

CNS
2,q , and CS

2,g are the corresponding coefficient functions (the explicit dependence on the scales has
been omitted for brevity). From Eq. (2), it is apparent that inclusive SIA data can constrain only
three independent distributions, namely Dπ±

Σ , Dπ±

g , and Dπ±

NS . However, in the case of tagged data,
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the sums on q inside Eq. (2) run only over tagged quarks. As a consequence, considering charm-
and bottom-tagged data allows us to single out two more independent combinations of FFs.

In our analysis, we parametrise five independent FFs. On top of the singlet and the gluon FFs,
Dπ±

Σ and Dπ±

g , we choose the following nonsinglet combinations of FFs:

Dπ±

T3+
1
3
T8

=
2

3
(2Dπ±

u+−Dπ±

d+ −Dπ±

s+ ) , Dπ±

T15
=

∑

q=u,d,s

Dπ±

q+ −3Dπ±

c+ , Dπ±

T24
=

∑

q=u,d,s,c

Dπ±

q+ −4Dπ±

b+ , (3)

where Dq+ = Dq + Dq̄. The contribution of heavy quarks fragmenting into light hadrons is
not well described by perturbative DGLAP evolution, and thus heavy-quark FFs need to be
extracted from data. Each FF in our basis is parametrised as Dπ

i (z,Q0) = NNi(z) − NNi(1),
i = g,Σ, T3 + 1

3T8, T15, T24, where NNi(z) are five independent neural networks (multi-layer feed-
forward perceptrons) with 37 free parameters each. The subtraction of the term NNi(1) ensures
that Dπ

i (z = 1, Q0) = 0, as it should.

The FFs are evolved from the initial parametrisation scale Q0 to the scale of the data by solving
time-like DGLAP equations. We use the zero-mass variable-flavour-number (ZM-VFN) scheme,
with up to nf = 5 active flavours, in which heavy-quark mass effects in the partonic cross sections
are not taken into account. We choose Q0 = 5 GeV, above the charm and bottom masses, but
below the lowest value of

√
s for which SIA data is available. This way, we avoid to deal with cross

sections near the heavy-quark thresholds, which would instead be better described in a matched
general-mass VFN scheme [24], especially in the presence of intrinsic heavy-quark components.

Our analysis is performed at leading, next-to-leading and next-to-next-to-leading order (LO, NLO
and NNLO) accuracy in perturbative QCD. The computation of the cross sections and the evolution
of the FFs is performed with the APFEL program [25], and has been extensively benchmarked in
Ref. [26]. We use the value αs(MZ) = 0.118 as a reference for the running of strong coupling at
the mass of the Z boson, MZ = 91.1876 GeV, and the values mc = 1.51 GeV and mb = 4.92 GeV
for the charm and bottom masses. We also take into account running effects of the fine-structure
constant α to LO, taking α(MZ) = 1/127 as a reference value.

Our FFs are fitted to the data by means of a Covariance-Matrix-Adaptation Evolution-Strategy
(CMA-ES) learning algorithm [23], which ensures an optimal exploration of the parameter space
and an efficient χ2 minimisation. In order to make sure that our fitting strategy provides a faithful
representation of FFs and their uncertainties, we have validated it by means of closure tests. As
discussed in detail in Ref. [4], closure tests are meant to quantify the robustness of the training
methodology by fitting pseudodata generated using a given set of input FFs and checking whether
the result of the fit is compatible with the input set. The successful outcome of our closure
tests ensures that, in the region covered by the data included in the fit, procedural uncertainties
(including those related to the parametrisation) are negligible, and that our extraction of FFs
provides a faithful representation of the experimental uncertainties.

Results

We now present the results of our FF fits to charged pion data. In Tab. 1, we report the values of the
χ2 per data point for each experiment and for the whole dataset included in the fits corresponding
to our LO, NLO, and NNLO analyses. We achieve a very good fit quality at all perturbative
orders considered, with the global χ2 being close to one in all cases. The inclusion of higher-order
corrections improves the global description of the data noticeably when going from LO to NLO,
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Figure 2: Data/theory comparison for BELLE (left), BABAR (center), and ALEPH, DELPHI, OPAL, and

SLD (right) experiments. Predictions are obtained using our NNLO set of FFs. For BELLE and BABAR, we

show both the original distributions (upper panel) and the data/theory ratio (lower panel); for the remaining

experiments we show only the data/theory ratio. Shaded areas correspond to regions excluded by our cuts.

while only mildly when going from NLO to NNLO. In particular, the description of the BELLE
measurements, which represent the most abundant and precise sample in our dataset, improves by a
substantial amount. Simultaneously, the χ2 to the BABAR data deteriorates as more higher-order
corrections are included in the fit. This points to a possible tension between BELLE and BABAR
measurements, as also suggested in a previous dedicated analysis [27].

In Fig. 2 we compare predictions obtained with our NNLO fit with the bulk of our dataset, namely
the low-energy measurements (

√
s ≃ 10.5 GeV) from BELLE (left plot) and BABAR (central plot),

and the measurements at
√
s = MZ from ALEPH, DELPHI, OPAL, and SLD (right plot). We

display both the original distributions (upper panels) and the data/theory ratios (lower panels) for
BELLE and BABAR, while only the ratio plots for the other experiments. In all plots, shaded
areas indicate the kinematic regions excluded by our cuts.

In general, our predictions provide a fairly good description of all datasets, indicating that (N)NLO
QCD is able to bridge low- and high-energy data without significant tension. As expected, the
agreement between data and predictions in the region allowed by our cuts is particularly good with
the only exception of DELPHI, whose large-z measurements tend to overshoot our predictions. This
is reflected in the relatively poor χ2 reported in Tab. 1. Remarkably, most of the measurements
falling in the regions excluded by our kinematic cuts are compatible with our predictions that,
however, are affected by larger uncertainties there. This suggests that, especially at small values of
z, NNLO QCD is able to catch most of the beyond-fixed-order effects that our cuts are meant to
keep under control (see also Ref. [28]). Consequently, our cuts might be unnecessarily restrictive
at NNLO.

Finally, we turn to show the FFs resulting from our fits. From left to right, the plots in Fig. 3
show the singlet, Dπ±

Σ , the gluon, Dπ±

g , the total charm ,Dπ±

c+ , and the total bottom, Dπ±

b+ , FFs
at Q = 10 GeV. The upper panel of each plot shows our FFs at LO, NLO, and NNLO, while
the lower panel displays the ratio to the corresponding LO distributions. The bands represent the
one-σ uncertainty. These plots confirm our conclusions on the perturbative stability of our fits.
In particular, we observe that in all cases the difference between LO and NLO is sizeable and the
respective distributions are not compatible within uncertainty over most of the considered range in
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Figure 3: Comparison among our LO, NLO, and NNLO FFs at Q = 10 GeV. From left to right, the plots

show the singlet Dπ±

Σ , the gluon Dπ±

g , the total charm Dπ±

c+
, and the total bottom Dπ±

b+
FFs. The upper

inset of each plot displays the FFs, while the lower inset displays their ratio to the corresponding LO FFs.

z. Conversely, the difference between NLO and NNLO is significantly smaller and the distributions
are in much better agreement. We also note that the uncertainty band of the LO FFs is larger
than that of the NLO and NNLO ones. A broadening of the uncertainties is indeed necessary to
accommodate the absence of significant higher-order corrections. This effect, in conjunction with
the deterioration of the χ2, emphasises the inadequacy of the LO approximation.

Summary and outlook

We presented preliminary results of a determination of collinear FFs for charged pions based on
the NNPDF methodology. The analysis was performed at LO, NLO, and NNLO in QCD and
based SIA data only. We achieved a very good description of the data included in the fits and
demonstrated perturbative convergence upon inclusion of higher-order corrections.

Our present results represent the first step towards a wider program. In the future, we plan to
enlarge the fitted dataset by including hadron-production multiplicities in SIDIS and cross sections
in pp collisions. This will allow for a separation between favoured and unfavoured FFs and for
a clearer investigation of the flavour dependence of the FFs, aspects not directly accessible from
SIA data. Further theoretical sophistications might include the assessment of heavy-quark and
resummation effects, which might be significant [24,28].
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