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ARTICLE INFO ABSTRACT

Keywords: Introduction: This study presents MiEmo, a multi-modal digital platform designed to improve emotion recognition

ASC in children with Autism Spectrum Condition (ASC). The platform integrates serious games with music and color

Autism intervention as feedback mechanisms to strengthen emotion understanding in addition to traditional visual interventions such

Em?tlon recognition as pictures and videos. The study aims to assess the usability and potential effectiveness of MiEmo in supporting

Serious game . . . . Lo

Fxergame therapy for children with medium- and high-functioning ASC.

Social skills Methods: A pilot usability study was conducted in two rehabilitation centers involving 19 children, 8 with me-

Multi-modal feedback dium and 11 with high functioning ASC. Participants engaged with six training activities, or exergames, on the
MiEmo platform that implemented multi-modal feedback (music pieces and colored animations associated to the
emotion). The System Usability Scale (SUS) and qualitative feedback from therapists were used to evaluate the
platform’s usability.
Results: The average SUS scores were 86.88 for children with medium-functioning ASC and 96.75 for those with
high-functioning ASC, indicating positive usability. Therapists noted that while the platform was well-received,
further updates are needed for better adaptation to medium-functioning children. Multi-modal feedback,
particularly music and color, was found to enhance emotion recognition, with children responding well to the
integration of these sensory cues.
Conclusion: The study demonstrates that MiEmo has significant potential as a tool for socio-emotional training,
particularly for high-functioning children. However, limitations such as the small sample size, short intervention
duration, and lack of a control group suggest that future studies with larger participant groups are necessary to
validate these findings and assess long-term effects.

1. Introduction them in others, has a strong social value: it allows us to co-construct an

emotional space to share information with others and to establish social

The primary aim of this study is to describe the design, imple-
mentation and field testing of a novel multi-modal intervention tool,
MiEmo, to increase ASC children socio-emotional competences. At its
core is an innovative multi-modal feedback and rendering, based on
music and colors attuned to emotions, in addition to videos and pictures
adopted by classical digital platforms, aimed to largely enhance emo-
tions perception and feeling.

The capacity to effectively communicate emotions, and to recognize

* Corresponding author.

links and relationships (Scherer, 2005). According to Darwin (Ekman,
2009), humans have developed emotions in the evolution process to
better address adaptation problems by selecting the most appropriated
reaction (fight or fly) upon interpreting others’ emotions.

In this context, Theory of Mind (ToM) plays a fundamental role. It
defines to the capacity to understand other people’s intentions by
ascribing mental and emotional states to them. ToM allows a person to
understand if other people are positively approaching him/her or if they
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have bad intentions (Baron-Cohen et al., 1985). People with Autistic
Spectrum Condition (ASC) often lack a ToM and have a reduced ability
to recognize and understand other’s emotional and mental states.
Indeed, emotion competence is at the core of a successful interaction in
life. Difficulties in processing emotions can cause in ASC children a
reduced ability to show empathy in social contexts (Baron-Cohen et al.,
1985), which can interfere with their learning and negatively impact the
development of cognitive functions and social interactions with peers
(Jaswal & Akhtar, 2019). This may lead to isolation and potential health
issues, such as depression (Bauminger & Kasari, 2000).

As the prevalence of ASC diagnosis is rapidly increasing with a
diagnosis of 1 in 36 children in United States in 2020 (Maenner et al.,
2020), ASC treatment is becoming a high priority of Health Service
Providers and a lot of effort has been put in designing effective habili-
tation protocols.

In the last years, leveraging the natural propension of children to
games, several approaches based on serious games have been proposed
to improve social skills of ASC children (Serret et al., 2014),
(Fridenson-Hayo et al., 2017), (Zoerner et al., 2016). In fact, one of the
difficulties in training ASC children is the stress that they may feel
during therapy, caused by the direct interaction with the therapist.
Digital applications attenuate this, since they shift attention from the
therapist to the videogame, possibly played with the therapist on the
side to guide the child (Mehlenbacher, 2010). Moreover (Baron-Cohen,
2006), demonstrated that ASC children feel comfortable to interact with
a system that has a clear pattern of events that develops over time, and
that is based on logical rules.

Such serious games (Tang et al., 2019) are based on pictures, videos
and/or graphical animations aimed at eliciting emotions and are largely
based on the Facial Action Coding Systems (FACS) (Ekman & V Friesen,
1978) that defines the face micro-movements associated to each
emotion. In FACS, emotions are organized into discrete categories
(Fig. 1), where primary emotions: joy, sadness, anger and fear, are
particularly relevant as they have a survival value for human species.
Positive and negative feedback is provided at the end of each game,
through standard in-game feedback (Schell, 2019), mainly visual: text,
animations, gamification.
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Fig. 1. Representation of emotions inside the 2D space of Valance and Arousal
(Russell, 1980), where Valence describes the extent to which an emotion is
positive or negative, and Arousal refers to its intensity. The discrete emotions
provided by FACS are identified by labelled points: primary emotions of
happiness, sadness fear and anger are in capital letters.
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However, one of the greatest difficulties is engaging ASC children
into therapy, as they tend to distract, and more powerful feedback may
help capturing more their attention, that is critical for a successful
therapy (Zhang et al., 2021). We resort to recent studies on music
(Janzen & Thaut, 2018) and colors (Ismail et al., 2021) perception to
improve ASC intervention.

Starting from Ekman’s studies, Juslin and Laukka (Juslin & Laukka,
2004), (Juslin, 2019) have shown that similar acoustic patterns are
shared by the expression of emotions in music and speech prosody
(Koelsch, 2014). To derive a classification of music pieces according to
discrete emotions, music is analyzed in terms of tempo variability,
dissonance or consonant harmony, minor or major mode, sound level
and sharpness, repetitions, number of instruments (Panda et al., 2023),
(Cowen et al., 2020) (cf. Section 3.3.1). Recent studies have shown that
ASC children do have a music emotional perception similar to neuro-
typical ones, and that they can easily associate emotional meaning to
music pieces (Gebauer et al., 2014), (Quintin et al., 2011). Several
studies have also demonstrated that music music-therapy could help to
regulate emotions, to reduce stress and to leverage cooperation with
peers in free play sessions (Ke et al., 2022). Moreover (Katagiri, 2009),
showed that background music can enhance emotional understanding
during socio-emotional therapy.

Colors have also been linked to emotions. The studies (Takahashi &
Kawabata, 2018), (Nakajima et al., 2017) proposed an association be-
tween colors and emotions, that has been used in different fields: it has
been explored in human-robot interaction to convey emotions in robotic
agents (Casiddu et al., 2021) and it is largely used in educational
research for children, in which different colors shown on book pages
elicit different emotional reactions congruent with the current scene of
the story read (Chang et al., 2018). The different colors are perceived by
ASC and neurotypical children as associated to the same emotions
(Franklin et al., 2008), although this association is less sharp. Indeed,
ASC children benefit from colored overlays in their learning materials
(Ludlow et al., 2008).

To the best of our knowledge, the emotional content of music and
colors has not been explored yet in serious games for ASC socio-
emotional training. We leverage music and color perception to pro-
vide here innovative multi-modal feedback inside the serious games to
train socio-emotional competences by playing specific music pieces
associated to each emotion synchronous with its representation through
video, pictures and animation. We complement this also with a color
change of the scene and of the game avatar, tuned to that emotion. This
novel multi-modal feedback would provide a stronger feeling of the
emotion on one side, and more engagement inside the activity on the
other, that are key elements for a successful training.

The paper is organized as follow. In Section 2 state-of-the-art is
analyzed. In Section 3 method is described, here co-design with ASC
therapists is reported, and the guidelines derived are translated into
digital activities implementing multi-modal feedback. Results on pilot
testing are reported in Section 4 and discussed in Section 5. Conclusions
are drawn in Section 6.

2. State of the art

ASC socio-emotional therapy is traditionally based on showing pic-
tures of faces of an actor expressing an emotion and training the child to
recognize that emotion (Zhang et al., 2021). Therapists use also stripes
portraying stories by which emotions are elicited (Karkhaneh et al.,
2010), and Picture Communication Symbol (PCS)," visual pictograms
representing emotions with stylized faces that contain only eyebrows,
eyes and mouth (c.f. Fig. 4). Training starts with the four primary
emotions of anger, sadness, happiness and fear (Zhang et al., 2021) and
we will focus upon these emotions in this work. The other primary

1 Creative Commons PCS available at https://arasaac.org.
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emotions of surprise and disgust are not considered here. ASC people
process disgust in a different manner, since its expression deeply de-
pends on motor reactions, altered in ASC people (Jayashankar &
Aziz-Zadeh, 2023). The recognition of surprise needs capability of un-
derstanding misbeliefs, often lacking in ASC children (Baron-cohen
et al., 1993).

Emotions can be represented as points inside a 2D continuous space,
the circumplex model by Russell (Russell, 1980), spanned by Valence
(x-axis) and Arousal (y-axis), Fig. 1. Although a strong debate exists on
the nature and the role of emotions and their representation, the discrete
representation adopted by FACS is considered a good starting point for
designing interventions for ASC children (Zhang et al., 2021).

Among the existing interventions based on serious games, Emoti-
play is one of the most successful (Fridenson-Hayo et al., 2017). This is a
web platform that includes interactive lessons, each targeted to one of
the primary emotions. Two additional modules address emotions of
kindness/unkindness and pride and are devoted to more competent
children. Each lesson contains activities such as drawing and videos of
actors portraying situations of daily life associated to an emotion, for
instance enjoying playing cards or coloring, or getting sad when losing a
game. These are accompanied by detailed verbal recorded explanations.
At the end of a session, quizzes are provided in written digital form to
evaluate the child competence. Positive reinforcement is provided with
gamification: the child earns virtual money with which s/he can unlock
digital prizes. Here emotion representation is mainly provided through
visual information.

Zirkus Empathico (Zoerner et al., 2016) consists of modules of
increasing difficulty. Training starts with recognition and verbalization
of the avatar emotion. It then asks to recognize emotions portrayed by
videotaped facial expressions, shown alone or inside a context. Transfer
to daily life is provided through naturalistic video stimuli (facial ex-
pressions and context videos) in the app. Evaluation of the emotion by
the child is provided by a virtual doll shown on the screen with two
sliders on the side one for valence and one for arousal: valence is rep-
resented through the shape of the doll’s mouth and arousal through the
doll upper limbs position. Also, in this situation emotions are repre-
sented mainly through visual information.

JeStimule (Serret et al., 2014) targets all the six primary emotions. It
is a 3D life-simulator game, in which an adult avatar, controlled by the
player through a joypad, lives in a small city and interacts with NPCs
(Non-Playable-Characters) inside the game. Every time the avatar in-
teracts with a NPC, a video is played that shows the NPC experiencing a
particular emotion in that area of the city. When the video ends, buttons
appear in the lower part of the screen and the child is asked to answer
which emotion is the NPC feeling in that situation. Before starting to
play the user can select what to show on the button: the face of the NPC
expressing the emotion or a color that is arbitrary chosen. Colors are
therefore exploited as if they were symbols, associating one color with
each emotion. The authors exploited also tactile feedback associated to
the controller, to help the user to memorize the selected emotion.
Different vibration patterns associated to the different emotions were
also provided to the user. This is the first study exploring a possible use
of color patterns associated to emotions. However, in this case, the aim
of the authors is not to implement multimodal feedback with an
emotional color encoding, but to give a set of buttons, limiting possible
discoveries on emotion-colors association.

Even if all these studies have different limitations, all of them share
an important common feature: these activities show to children, in a
different manner, the context in which an emotion can be felt. This helps
the children to contextualize emotions inside daily life experiences,
helping them to recognize emotions expressed by others in daily life,
that is the generalization of skills (Zhang et al., 2021). Overall, results
obtained in these studies suggest that digital games can be an effective
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support to ASC socio-emotional therapy, reporting a high level of
acceptance and engagement.

3. Method
3.1. Co-design process

We co-designed the application with five therapists: three from the
Dosso Verde Rehabilitation Center in Milan, referred to as center 1, and
two from the Sacra Famiglia Rehabilitation Center in Cesano Boscone,
referred to as center 2. We performed three pairs of workshops, one in
each center, following the iterative design process described in (Nielsen,
1993). The first pair of workshops was aimed at defining the re-
quirements of the platform, while the additional two pairs of workshops
were aimed at co-designing the platform. In each pair of these latter
workshops, we showed the prototype developed up to that time and we
collected feedback on how to improve the design of the activities, and on
how to improve the interface of the application to be simple and effec-
tive to be used during therapy sessions.

In the first pair of workshops, we have also identified the children
population that could most benefit from MiEmo intervention: children
between 5 and 13 years old (primary and high school), from low-verbal
with medium-functioning to verbal ones with high-functioning ASC,
keen to use technology. It was also required that children were already
involved in a socio-emotional therapy.

The key elements of the platform identified (also capitalizing on the
experience reported in (Pirovano, Mainetti, et al., 2016)) were the
following.

(i) The application should support the generalization of skills.
Generalization is the ability to apply learned skills in new con-
texts. To achieve this, in traditional interventions therapists vary
the content of an exercise, session by session, while maintaining
the same aim of the exercise. In this way, the child faces a similar
challenge with different content. The activity may vary for
instance in the number and type of activity elements. This allows
to prevent the child from hacking activities by learning what s/he
is expected to do without any learning of the mechanisms that
should lead to the answer. This approach is well in line with the
principles of good exergames design (Pirovano et al., 2016b).

(ii) The application should offer a clean and reusable setting.
Children with ASC face difficulties in keeping their attention; the
mediation of a digital device is not enough to engage them
(Belmonte & Yurgelun-Todd, 2003). The application should be
conceived to facilitate focusing on the activity. To this aim, the
interface of the digital application should not show/play ele-
ments that are not useful for learning purposes. This requirement
is perfectly in line with the User Interface design rules described
in (Windl & Constantine, 2003): avoid unnecessary elements in
the interface.

(iii) Avoid the risk of sensory overload (SO). Keeping the interface
and feedback system simple is fundamental to avoid the risk of
SO. In-game feedback (as well as multi-modal feedback) should
be appropriately balanced (Cermak et al., 2010). In particular,
jingle should be preferred to loud noises, like an applause, that
are poorly tolerated by ASC children (Baron-Cohen, 2006).

(iv) Personalization. Each child has his/her own level of competence
on emotions. Different levels of difficulty should be implemented
to match the capacity of each child. Besides making the treatment
most effective, it allows also maximizing engagement. When an
application turns out to be too easy, the user becomes easily
bored, while when it is too difficult, frustration enters into play.
Therefore, a proper level of difficulty allows also to keep the child
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inside what has been defined as the flow channel (Kiili et al.,
2012), where the child gets absorbed by the activity and provides
his/her maximum improvement.

We relied on the taxonomy from (Rego et al., 2010) to develop the

first prototype of the application.

Table showing the design choiches for MiEmo.

Item of taxonomy (Rego et al., 2010)

Design decision for MiEmo

(i) domain area
(ii) interaction technology

(iii) the serious games level of difficulty
should be appropriated to not frustrate
and to not bore the user

(iv) the serious game should include
appropriate feedback to engage and
motivate the player

(v) the system should contain a module
to monitor the patient’s progresses

(vi) identify the context in which the
platform will be used

(vii) design appropriate game interface

Socio-emotional training for ASC
children

Tablet or PC through touch screen or
mouse

Several difficulty levels implemented

In-game and multi-modal feedback
implemented

A separate therapist module to see logs
was included in the application.
During the daily training on social
training

Simple interface implemented (taking

into account the guidelines we received
from the therapists, avoiding
unnecessary elements and balancing
visual stimulus (Cermak et al., 2010))
Puzzle-like (see Subsection 3.4 for
activities description)

1 child with the therapist nearby

(viii) choose game genre

(ix) choose number of players

The system has been developed to train children on the four primary
emotions. Upon therapists’ feedback we have introduced in the last
prototype the calm emotion as a neutral state, in which valence is pos-
itive and arousal is at a minimum, and the joyful emotion, that is close to
happiness with higher arousal, to have a better balance between emo-
tions with positive and negative valence. Calm emotion is used in
animated stories before the event that elicits a particular emotion and in
all the activities when pictures representing a person with a neutral
facial expression is shown. Joyful emotion is used only in the activity
that require the child to say what emotion s/he is feeling.

The activities were designed with an increasing level of difficulty in
mind ((iii) of (Rego et al., 2010)): first, the child has to understand
others’ emotions, focusing on the primary ones, and afterwards his/her
own emotions including the more complex ones. Moreover, we have
started from stylized faces that express emotions in a simplified way; we
resorted to faces from PCS that allow to focus on the face elements of
eyes, mouth and eyebrows, and then move towards real faces (cf. the
study by De Capitani, 2019).

3.2. System description

MiEmo has been developed in C# programming language with Unity
3D Game Engine version 2021.2.16f1. The robot virtual avatar was
modeled with Blender v.3 and imported in the Unity project. MiEmo is
meant to be used with smartphones, tablets or PCs and the interaction
can be carried out with mouse or touch screen. Software compatibility
among the different devices is enforced by Unity APIs. The application is
standalone, and it does not require internet connection. The speech
sentences pronounced by the virtual assistant were pre-generated using
Speech Synthesis Markup Language (SSML) and Google text-to-speech
(TTS)? to generate male and female voices. These sentences were
generated and stored in the application during the development phase,

2 https://cloud.google.com/text-to-speech/docs/ssml.
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Fig. 2. Shows the MiEmo’s structure. The two main modules are shown: one for
the therapist and one for the child. The latter allows choosing among six
different activities.

so that none of them has to be generated at runtime avoiding the
requirement of an internet connection to make MiEmo working. No
external library was used.

MiEmo comprises a module for the child that provides six activities
developed for socio-emotion training and a module for the therapist,
that allows having an inside out view on the player performance. Fig. 2
shows the application structure. All the activities are accessible from the
main menu.

To support an increasing level of difficulty, we have identified
different visual supports: (i) stylized pictograms faces; (ii) pictures of
Human faces expressing emotions, (iii) videos of a Human face
expressing an emotion, (iv) animations of stylized faces, (v) recon-
struction of the stylized faces expressing an emotion. For a contextual-
ization, at the end of the level are shown animations of a virtual assistant
expressing an emotion in a daily life situation. The activities will be
described in more details in Section 3.4.

For all the activities we have designed multi-modal feedback that
incorporates also music, color and gestures.

3.3. Design of multi-modal feedback

Feedback is provided in association to the result of each action. Such
feedback should be as clear as possible and it is positive when the action
is correct or negative when it is not. In classical in-game feedback
specific sounds associated to these two outcomes are played at the end of
the action. Additional feedback elements used can be symbols for suc-
cess or failure, or voice (compliments or encouragement) (Johnson
et al., 2017).

We aim here to go one step further on feedback leveraging the nature
of the learning domain, that of emotions. We resort to specific music
pieces and colors to stress the emotion that is the current target of
learning. We will call this advanced multi-modal feedback.

Upon success, classical in-game feedback is played as: a happy jingle,
a PCS graphical symbol of “well done”, appraisal through voice by the
virtual assistant, and a festive animation with confetti (Fig. 4c). A happy
jingle was preferred to other classical feedback like applauses or other
kinds of “noisy” sounds (Boyd, 2019, pp. 446-451), to match sensory
preferences of ASC children. The virtual assistant provides positive
feedback through voice, selecting randomly among a set of predefined
sentences (“compliments”, “well done”, “great” and so forth) to avoid
stereotypes interaction on one side and to avoid the risk of echolalic
speech in the child (Xie et al., 2023).

Upon incorrect action the sound of a buzzer is played, followed by
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the virtual assistant encouraging to try again through voice (Fig. 4b). A
brief sound of buzzer (a typical game-show buzzer sound) was selected
to respect sensory preferences as it was done for the positive feedback
(Boyd, 2019, pp. 446-451). Moreover, we resorted to this sound as it is
widely used in both rehabilitation centers of the pilot for negative
feedback indicating errors during traditional training, so it was already
familiar for the children.

Upon success, advanced multi-modal feedback based on music,
colors and animations with gestures are also provided (Fig. 4d). We
describe hereafter the advanced multi-modal feedback components.

3.3.1. Music feedback

The music features associated to the primary emotions and to Clam
and Joy, according to (Juslin & Laukka, 2004), (Juslin, 2019), are re-
ported in Table 1

In particular, we have considered here classical instrumental music
pieces, since they do not have the complexity of the songs with words
and can respect sensory preferences of ASC children helping them to
focus on the activity during learning sessions as suggested by (Katagiri,
2009). Moreover, such type of music is generally well accepted by ASC
children who attend music therapy sessions (Ke et al., 2022). After
analyzing several different music pieces, we have chosen the following
music pieces selected from the Disney movies Fantasia 1940 and Fan-
tasia 2000, which are particularly appreciated by all children including
ASC (Smagorinsky and Smagorinsky, 2016), and that nicely fit the
above-mentioned characteristics.

o Happiness: The Nutcracker Suite, Op. 71A, Chinese Dance (Fantasia
1940) °

e Anger: Tin soldier, Piano Concerto No. 2, Allegro Op.102 by Shos-
takovich (Fantasia 2000) *

e Sadness: Firebird Suite by Stravinsky (Fantasia 2000) s

e Fear: Rite of Spring 2/3 (Fantasia 1940) °

e Joyful: Symphony No. 6 (“Pastoral”), (Fantasia 1940) Op. 68, g

e Calm: Nutcracker Suite, Op. 71A, Dance of The Sugar Plum Fairy
(Fantasia 1940).°

We have also identified a music piece to be played when the outcome
of an activity is not a valid emotion, such when the child reconstructs an
PCS face with angry eyes and a smiling mouth. In this case, we play the is
Rite of Spring 1/3 of Fantasia 1940°, a music piece as close as possible to
a neutral emotional state, with valence and arousal close to zero.

Table 1
Musical features correlated with discrete emotions in musical expression.

Emotion Music Features

Fear Fast tempo, large tempo variability, minor mode, dissonance

Anger Fast tempo, small tempo variability, minor mode, atonality, dissonance,
high sound level

Sadness Slow tempo, minor mode, dissonance, low sound level

Happiness  Fast tempo, small tempo variability, major mode, medium-high sound
level, small sound level variability

Calm Slow tempo, consonant harmony, repetition, use of few instruments

Joyful Fast tempo, small tempo variability, major mode with a bright tone,

medium-high sound level, small sound level variability, features
instruments with a bright timbre as trumpets

3 https://youtu.be/jfos4IXFqvU from time 0:00

# https://youtu.be/SKOtmJLFIN0?t—152 from time 2:40

5 https://youtu.be/cmOBFalOHVE?t=287 from time 4:47
https://youtu.be/Wylr8g5nyrc?t=304 from time 5:00
https://youtu.be/06spmjjO-zM from time 0:00
https://youtu.be/xUxma9gKAzc from time 0:00
https://youtu.be/4HfvWp9W3nQ from tine 0:00
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3.3.2. Design of the virtual assistant

Three main characteristics of the virtual assistant emerged from the
workshops with the therapists: (i) the character should show the facial
expressions in the same stylized way of the pictograms not to confuse the
child, (ii) the character should express the emotions with face and body
movements and (iii) the child can easily feel empathy with the virtual
assistant.

After the first round of workshops, we opted for a robotic shape
(Fig. 3), inspired by (Chevalier et al., 2017) which reported that children
with ASC appreciate to interact with robotic entities, better than with
humanoid virtual representations. Other studies report also a preference
of children for robotic shapes, since robots can convey emotions in a
simplified way (and not with all the multi-modal complexity of human
agents) and are perceived as predictable agents that behave following
rules and standard patterns (Cabibihan et al., 2013).

We have designed a male and female robot and named them Tino and
Tina (in Italian language the diminutive of the word robot is “robot-tino”
for male and “robot-tina” for female) to foster children empathy. From
the main menu the child can choose the preferred gender of the avatar.
The robot has mostly white parts, with blue or pink mechanical parts,
respectively for male and female versions. We opted for male and female
versions to facilitate a possible identification of the child, or one of him/
her parent, with the robot. This helps the child to empathize with the
avatar that could facilitate socio-emotional learning (Huggins et al.,
2020). The robotic avatar expresses the emotions through its stylized
face (consistent with PCS), with gestures and with the change of its color
(Fig. 3).

Simple gestures associated to the emotions (Mazzoni et al., 2020)
have also been implemented (Fig. 3). In the calm state the robot slightly
levitates lifting up and down its arms. Happiness is similar to calm with
the upper limbs that tend outwards when moving up and down. Anger is
shown with a rapid lowering of the arms outstretched with closed fists,
and sadness is represented with a slow lowering of the arms at the side of
the trunk and collapsed open hands. Fear is represented with arms raised
up quickly and stretched. These gestures have been shown to be linked
to emotions perception (Della-Torre et al., 2021), (Actis-Grosso et al.,
2015).

3.3.3. Color feedback

Based on previous studies (Takahashi & Kawabata, 2018), (Nakajima
et al., 2017), (Casiddu et al., 2021), we have associated two colors to
each the primary emotion considered: yellow and orange to happiness,
two different blue nuances (same hue and saturation, different lightness
value) to sadness, two different red nuances to anger, two different
purple nuances to fear (cf. Table 2). We associated two different colors
since otherwise the face parts would not be easily visible: we choose a
darker color for the body and the face parts (eyes, mouth and eyebrows),

%
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A) Calm Female

C) Happiness
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D) Fear

Fig. 3. Tina and Tino expressing the primary emotions with gestures and
colors. Video available at https://tinyurl.com/AvatarEmotions.
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Fig. 4. Example of the Activity “What emotion does Tino/a feel?”: (a) On the left part of the screen Tino is expressing anger with gestures and face expression, and on
the right part PCSs of happiness, sadness, anger and fear are shown. The child has to click on the correct PCS. (b) Upon incorrect choice a red frame appears around
the chosen PCS and negative in-game feedback is provided: a buzzer is sound followed by the virtual assistant voice encouraging to try again. (c) Upon success, a
green frame appears around the chosen PCS and positive in-game feedback is played: a happy jingle is played along with the congratulation by the virtual assistant.
The text corresponding to the assistant’s statement is shown at the bottom of the screen with the PCS of “well done” nearby. (d) Just after the jingle ends, the multi-
modal feedback is provided: the assistant is shown in the center of the screen next to the correct pictogram, expressing anger with face expression and gestures. The
face and body also gradually change color into red and the Tin soldier music associated to anger is played.

Table 2

Colors coded as hue; saturation lightness used for emotion feedback
Emotion Body color (including eyes, eyebrows and mouth) Head color
Happiness H:40, S:100, L:55 H:60, S:100, L:80
Anger H:350, S:78, L:40 H:350, S:78, L:90
Sadness H:231, S:77, L:38 H:231, S:77, L:90
Fear H:283, S:62, L:42 H:283, S:62, L:90

and a lighter color for the head. Colors have been selected in the HSL
(Hue, Saturation and Lightness) space so that different nuances could be
easily identified keeping the same value of Hue and Saturation and
changing the value of lightness. The colors selected are part of the colors
positively accepted by ASC children, to respect their sensory preference
(Wardani & Mustikasari, 2023). Regarding colors selected, often black
and dark are associated to fear in addition to purple, but in accordance
with therapists we opted for one color, the purple, to support children’s
memorization (Wardani & Mustikasari, 2023).

It is here worth noticing that, although colors are largely considered
in interfaces to support ASC people to memorize information (Ludlow
et al., 2008), (Wardani & Mustikasari, 2023), their use as a reinforce-
ment element (particularly in association with emotions) has not been
used yet. Thus, this study is the first attempt to investigate the possible
role of colors in reinforcing emotional feedback.

3.4. Description of the activities

Activities are structured for an increasing difficulty: the simplest
exercises make use of PCS, afterwards pictures of real faces are shown;
these have been extracted from the pictures provided by the FACES
dataset (Ebner et al., 2010) that offers a large choice of different actors
and emotions. Moreover, the pictures have been taken all from the same
point of view and background, reducing variability.

We designed the interface of each activity with a well-defined
structure: the interacting elements are located always in the same po-
sition of the User Interface to not disorient the child. Every time an

activity is loaded the elements are randomly chosen and located in one
of a set of predefined positions. In this way the child is confronted each
time with a different disposition of the elements on the screen. This is
implemented to prevent from “cheating”, i.e., to avoid that the child
learns where the winning element is positioned in each game instead of
what the correct answer is and it promotes generalization of acquired
abilities (Zhang et al., 2021). Finally, MiEmo implements accessibility
with both text to speech voice audio and PCS symbols that are paired
with each text statement (including the title of the activity) to facilitate
visual learning of children with ASC that prefer visual feedback to
written instructions (Grandin, 2018).

To offer the most suitable challenge, each activity implements three
levels of difficulty: easy, medium, and hard, according to the number
of elements proposed. We neither offer levels of difficulty for the first
and the last activities and neither for the animated stories in which the
child has the role of observer (a screen capture of a full play session is
available at https://tinyurl.com/MiEmoGameplay). A detailed descrip-
tion of the activities is reported hereafter.

3.4.1. ”What emotion does tina/tino feel?” activity

This activity is mandatory, and it is performed once for each ac-
tivities’ training session. The robot avatar is shown on the left part of the
screen and expresses an emotion from the set with both gestures and face
expression. On the right part four buttons appear showing the four
primary emotions through PCS, and the child has to click on the correct
PCS (Fig. 4a). Notice the sprite besides the activity title (common to all
activities) that is the PCS representation of the current activity. The aim
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of this exercise is to help the child understanding which face micro-
movements are associated to a given emotion.

Upon incorrect choice, the negative classical in-game feedback is
provided: a buzzer sound is played, the avatar spells the emotion
selected by the child and then says that it is not the correct answer and
then encourages the child to play again. (Fig. 4b).

When the child picks-up the correct PCS face, the classical positive
in-game feedback is provided (Fig. 4c). Just afterwards, multi-modal
feedback is presented to the child for the first time: the assistant ex-
presses the correct emotion with gestures and face expression, while the
corresponding music piece is played and the body and face of the virtual
assistant change the color (Fig. 4d). The child can click on the skip
button if annoyed by feedback. Video available at: https://tinyurl.com
/MiEmoWhatEmotionDoesTinaFeel.

3.4.2. Matching activity

One or more pictures of the face of an actor, portraying an emotion,
is shown on the right part of the screen while the PCS pictograms
associated to those emotions are shown on the left part. The child should
drag and drop each picture of the actor’s face below the correct PCS. In
this activity the child learns which parts of a real face to look at to
identify an emotion (associating the facial features of the pictogram with
those of a human face). At the easy level a single picture and a single
PCS are shown on the screen (no possibility of error); at the medium
level two pictures of the same actor expressing two different emotions
and the corresponding two PCSs are shown (Fig. 5a); at the hard level
two pictures of different actors are shown.

Upon success, classical positive in-game feedback is provided fol-
lowed by the multi-modal one (Fig. 5b): the pairs PCS-picture are
highlighted in sequence (with an arrow indicating the current pair),
while the music piece, corresponding to the current pair, is played.
When the wrong choice is made by the child, classical in-game negative
feedback is played (Fig. 5c). Just afterwards, the two pictures are
automatically moved back to their initial position, the assistant says that
the answer was not correct and that “the correct answer is”, then the two
pictures are moved automatically under the correct PCS, and afterwards
the multi-modal one is played (as after victory). The forward button
appears only at the end of the multi-modal feedback. The child can also
decide to repeat the exercise by clicking on the reload arrow in the
center-bottom of the screen. Video available at: https://tinyurl.com
/MiEmoMatching.

3.4.3. Visual Search activity

The PCS of an emotion is shown on the top of the screen, and the
child has to click on the correct picture of a Human face expressing that
emotion, among several pictures shown on the bottom.

We designed this exercise to offer a level of difficulty higher than
matching, since in this activity the child has to look at the facial features
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in each picture to find the correct one. At the easy level three different
pictures of the same actor are shown (Fig. 6a); at the medium level
three pictures of different actors; at the hard level a set of five pictures
of different actors are shown.

If the picture chosen is wrong, a red frame appears around the chosen
picture, a buzzer sound is played, and the virtual assistant spells the
emotion chosen by the child, and the music associated to the emotion
selected by the child is played. Afterwards the virtual assistant encour-
ages the child to try again. Upon success, classical positive in-game
feedback is provided. Just afterwards, the multi-modal feedback is
played: the PCS of the emotion is shown centered on top of the screen,
the video of the actor from a neutral expression to that of the correct
emotion is shown under the PCS (Fig. 6b) while the virtual assistant
spells the emotion name, and the associated music piece is played. The
video of the actor expressing an emotion is obtained by morphing his/
her picture of the neutral expression with that expressing the emotion
considered. Morphing was created through the Face-morph library
(Campbell, 2018). The forward button appears only after the correct
picture has been chosen. Video available at: https://tinyurl.com/MiEmo
VisualSearch.

3.4.4. Features Unveil activity

Only the outline of a PCS face is shown in the center of the screen
without eyes and mouth and the child has to fill it with the correct eyes
and mouth of a given emotion. To this aim s/he has to drag and drop the
correct components, displayed at the side of the face, in their proper
place (Fig. 7a). When done, the child will push the Check button to
verify the built PCS face. The goal of this activity is to show what shape
the various parts of the face take in the expression. It offers a higher level
of difficulty than previous activities, as the child needs memory and the
abstraction abilities to imagine the stylized version of mouth and eyes of
a face expressing an emotion. At the easy level: eyes and mouth of three
possible emotions are provided (one is the correct emotion and the other
two are randomly chosen); at the medium level, the elements of the
four primary emotions are shown; at the hard level, a pair of eyes
associated to neutral face and a pair that is not congruent with any
emotion are added. In the latter case, the not congruent pair has one eye
associated to sadness and the other to anger.

Upon success the positive reinforcement is played, and afterwards
the animation of the PCS moving from a neutral expression to that of the
correct emotion is shown, while the virtual assistant names the emotion,
and the associated music piece is played (Fig. 7c).

If the wrong emotion is reconstructed, the virtual assistant spells the
name of the emotion reconstructed by the child and the associated music
piece is played. If the reconstructed PCS does not represent any emotion,
the virtual assistant says, “no emotion”, the buzzer sound is provided,
and the music piece associated to the neutral emotional state is played.
As this is the most difficult exercise, a hint is provided to the child upon
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Fig. 5. Example of the “Matching” activity at the medium level (a) The child will drag&drop each picture under the corresponding PCS, sad and scared in in this
example. (b) Afterwards, positive in-game feedback is played: compliments by the avatar, jingle and confetti animation. Afterwards, the pairs of PCS-picture are
highlighted in sequence (with an arrow indicating the current pair), the avatar names the emotion, and the corresponding music piece is played. (¢) If the child makes
an error placing both pictures under the wrong PCS, the buzzer sound is played. Afterwards, the pictures are moved under the correct PCS; they are then highlighted
in sequence (with an arrow indicating the current pair), the avatar names the correct emotion, and the corresponding music piece is played. No classical positive in-
game feed-back is played as it was in (b). The child can also decide to repeat the exercise by clicking on the reload arrow in the bottom center of the screen.
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Fig. 6. Example of “the Visual Search” activity at the easy level (a) The child has to click on the picture of the actor expressing the same emotion of the PCS. If the
answer is correct, positive in-game feedback is played: a green frame appears around the correct picture, the confetti animation is shown, and a jingle is played. (b)
After positive feedback, the video of the actor moving from the neutral expression to that of the correct emotion is shown under the PCS, while the virtual assistant
names the emotion, sadness in this case, and the associated music piece, “Firebird suite” is played. The child can click on the button with a camera to watch the
video again.
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Fig. 7. Example of “Feature Unveil” activity at the hard level. (a) The child has to choose the scared eyes among the six possible pairs of eyes and the scared mouth
among the four possible mouths to reconstruct the PCS of Fear. When the child is satisfied, s/he can click on the check button to receive feedback. (b) Here the child
has chosen happy instead of scared: the music piece associated to happiness is played while the assistant names “happy”, and a buzzer sound is played. Afterwards,
the afraid mouth is framed in green, followed by the voice of the virtual assistant that encourages to try again and to look at the hint given. Just afterwards, the eyes
and the mouth of happiness are relocated in their original position and the child can try again. (c) Upon success, after the classical-in-line positive feedback, the
animation of the PCS from the neutral expression to fear is shown in the center of the screen, the virtual assistant names the emotion and the congruent music piece is

played. The child can click on the button with the camera to watch the animation again.

error: one correct element randomly chosen between mouth and eyes
-pair is highlighted in green, the virtual assistant encourages the child to
look for the hint and to try again (Fig. 7b). The child has a maximum of
three attempts to build the right face. Afterwards, the assistant says that
the attempts are finished, the eyes and the mouth are located again in
their starting position, and an animation starts in which eyes and mouth
in sequence move into the correct position. Afterwards the virtual as-
sistant says “the correct answer is” and the multi-modal feedback asso-
ciated to the correct answer is played. Video available at: https://t
inyurl.com/MiEmoFeatureUnveil.

3.4.5. Animated stories activity

We designed them as situations that the children could have expe-
rienced in everyday life and that can be easily associated to an emotion.
We have realized four short animations designed to elicit a given
emotion; these stories represent four situations in which the child will
observe the emotions felt by the 3D virtual assistant.

At the end of each story, the 3D assistant expresses the emotion felt
with advanced multi-modal feedback. This requires that the child put
him/herself in other’s shoes, that is the basis of ToM (Baron-Cohen et al.,
1985) and it supports the generalization of the acquired skills to
everyday life. We structured the stories following Vollm’s strips struc-
ture (Vollm et al., 2006), composed of the three basic sequential states:
initial state (calm or happy depending on the story), event and final
emotion. We designed (i) a story of happiness, in which Tina brings a gift
to Tino (or vice versa) Fig. 8a, (ii) a scaring story, in which Tina/Tino is
scared by a spider coming down from the ceiling Fig. 8b, (iii) a sad or
angry story, in which in which Tina/Tino drops an ice cream on the
floor, and another (iv) sad or angry story, in which Tina/Tino accidently
breaks a toy car. Stories iii) and iv) can evolve dynamically with a
variable ending (Fig. 9, Fig. 10): the child can attribute to the robot

either the angry or sad emotion through a pop-up with two buttons, each
one with a PCS of one of the two emotions.

The animations are without speech since this distract the child, but
they are accompanied by the music piece associated to the emotion felt
by the robot (Katagiri, 2009). When the transition between the initial
emotion and the final one takes place, music transition between the two
pieces associated to the two emotions is achieved through fading. In
same time interval, the color of the face and of the body of the virtual
assistant change color according to Table 2, and so does the virtual
furniture of the scene. Finally, the virtual assistant produces the gestures
congruent with the animation.

To drive the attention of the child on the virtual character, all the
moving elements of the scene are concentrated around the avatar. To
this aim, we have computed the Saliency Maps of the scene'” that have
demonstrated that the player does focus on the avatar.

3.4.6. “How do I feel?” activity

This activity is meant as the last activity in a habilitation session. The
aim of this exercise is to help the child to name her own emotion and
associate it with a PCS. This activity is different from the initial one as it
requires the child to express the emotion felt by him/her. This activity
does not have correct or wrong answers, so in-line classical positive and
negative feedback here are avoided. A set of buttons with the PCS of the
emotions are shown on screen (Fig. 11a). The emotions are balanced:
three with positive valence: calm, happiness, joy and three with negative
valence: sadness, anger and fear. Once the child selects the emotion, the
corresponding PCS is shown on the center of the screen, the virtual as-
sistant names the emotion and the music piece is played (Fig. 11b).

10 https://github.com/ivanred6/image_saliency_opencv
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Fig. 8. (a) Happy story: Tina/o receives a gift. When Tina sees the gift brought by Tino, colors start to change: Tina color changes to yellow and the same happens to
the assets in the scene. Moreover, Tina expresses happiness with gestures and face expression, and “The nutcracker suite - Chinese Dance”, associated to happiness, is
played. (b) Scaring story: a spider comes down from the ceiling at night. When Tina looks up and notices the spider, colors start to change: Tina color changes to

purple and the same happens to the assets in the scene. Moreover, Tina expresses fear with gestures and face expression. Tina also runs in a scattered manner from a
part to the other of the room, and “Rite of spring”, associated to fear, is played.

Fig. 9. Anger and sad possible endings for the story of Ice Cream Falls (a). The child has to click either on the PCS of the anger emotion (b) or on that of sadness (c).

Just after, the animation starts: the avatar expresses that emotion with gesture and face, at the same time the avatar changes its color together with the assets in the
scene and the corresponding music piece is played.

ANGRY

e ia

Fig. 10. Anger and sad possible endings for the story of Toy Car Broken (a). Also in this case the child will click on the PCS of the emotion chosen to end the story:
between anger (b) and sadness (c).
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Fig. 11. Screenshots of How do I Feel? activity

(a) The child can push on the PCS or on the label under it to select the emotion s/he is feeling, from left top to bottom right: happy, joyful, calm, angry, scared, sad.

(b) Once selected the emotion felt: the corresponding PCS appears in the center of the screen with the button to go back to the main menu under it, in this case the
assistant names “happy” and the music piece associated is played.
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Video available at: https://tinyurl.com/MiEmoHowDolFeel.
4. Results: a first test of playing with MiEmo as a case study

A pilot study involved 19 children; it was carried out with at least one
therapist present along with one experimenter. The study was aimed at
testing the usability (Sanchez et al., 2012) of MiEmo and the accept-
ability of it by ASC children, with the possibility to collect from the
therapists’ further suggestions and possible criticisms.

The study was run in two rounds (i.e. R1 and R2). R1 was held in the
rehabilitation center n.1, with 8 children, two females and six males
diagnosed with low-verbal, medium-functioning autism (Mean age =
8.875, SD = 3.218, cf. Table 3). R2 was held in rehabilitation center n.2,
with 11 children, 1 female and 10 males diagnosed with verbal, high-
functioning autism (Mean age = 7.818, SD = 1.336, cf. Table 3). The
study was approved by the Ethical Committee with identification
“University of Milan, ID 98/22”.

The inclusion criteria were set such that children who could
maximally benefit from the platform could be included; they were: (i)
Age>5 years and<13; (ii) Appreciation to use digital technology
(defined by the therapist); (iii) Attending Social skills therapy sessions;
(iv) Diagnosis of medium or high functioning autism based on DSM-
2013 (DSM-5, 2013) (iv) Children with basic reading skills, since
MiEmo does not require high level of reading skills as it implements
accessibility with both text to speech voice audio and PCS symbols along
with written text. The exclusion criteria were: (i) Diagnosis of a severe
form of autism; (ii) Being not comfortable with the use of technology;
(iii) Children who do not use verbal communication at all.

The children were chosen by therapists involved in the study. Each
therapist selected among the children s/he was training the ones that fit
inclusion and exclusion criteria. Once the children were selected, their
parents were informed on the possibility to participate to the study with
both informed consent and a meeting with the therapists and the com-
puter scientist to full inform them. Also, children were informed on the
study with a simplified version of the informed consent with images
appropriated for their age. The informed consent versions, for parents
and for children, were approved in the Ethics Committee session. All the
parents and children contacted agreed to participate.

4.1. Testing procedure

19 children were involved (CH1 ... CH19). Table 3 shows de-
mographic data of the children participating in the study. The MiEmo
platform was tested inside a slot of 1 h of regular therapy session, one
child at a time with one therapist and the experimenter present in the
room. Two A7 Samsung tablets with Android 12 were distributed with
MiEmo installed on, one for each center. The application trial lasted no
more than 20 min of play, during which the child played all the activities
of a chosen level in sequence.

Three therapists participated in R1 and five in R2. In both R1 and R2
each therapist cared for a maximum of three of the children involved in
the study. The pilot with MiEmo lasted a week and every day different
children played with the application. Every child involved played with
MiEmo once.

All the children played at the level of difficulty their therapist
considered suitable for them. After this, each child could continue
playing up to 20 min selecting the preferred difficulty level, in case s/he
wanted to do it, to explore freely the application. The testing procedure
is described in Fig. 12. At the end of the 20 min session the child returns
to participate in the regular training session, and once concluded the
session the therapist filled the questionnaires in paper forms, the ther-
apists were also given with blank paper for notes to be used in the
debriefing. The objective of the study was to deepen usability of the
application, leaving as most as possible the children to explore use of the
application to collect their acceptance and their perception of MiEmo.

The application was integrated inside daily sessions of training, and
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Fig. 12. Flowchart describing the usability study procedure, each child will
play a session of 20 min maximum with the therapist nearby.

to reduce possibility of bias between the two rounds in both R1 and R2,
all the child played with the therapist in a separated area for 20 min with
MiEmo, and the therapist observed the behavior of the child filling us-
ability questionnaires described below. A low bias can be reasonably
ascribed to the therapists’ opinion in filling out the questionnaires, given
the low number of children associated to each therapist, who knew very
well the children s/he cared. In fact, the therapists had already built a
relationship of play and trust with each child, and they knew their
unique tastes, behaviors (to signal something stressful or something
appreciated) and needs. Each therapist’s opinion on MiEmo usability
focused primarily on the individual child’s perception and the suitability
of the application to be used during sessions with her/him. Most of the
children involved had basic reading abilities with exception of the two
children aged 5 in R1 (CH3 and CHS5), since MiEmo does not require
profound reading skills as it implements accessibility with both text to
speech voice audio and PCS symbols that accompany each written
statement.

All the children involved both in R1 and R2 attended social skills
training with the therapist also involved in the study Mi Emo was in-
tegrated in these social skills sessions. The socio-emotional training was
held with a similar protocol in both the rehabilitation centers, and it
included a phase of socialization and play with other children and a
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phase on emotion recognition training from pictures. However, each
protocol was personalized and tailored to the child needs. In R1 all the
children did a session of singular training with the therapist, it could
happen that different therapists along with their child shared large
common spaces such as the gym. In R2 training was similarly organized,
except for children CH14 - CH15 that were trained in pair, but each child
was followed by her/him personal therapist. In this case, to ensure low
bias and to avoid that a child could influence the other one, the two
children played with MiEmo in turn, sequentially: while a child
continued traditional therapy in the usual room, the other one (along
with her/him therapist) moved far away in a separated area for the 20
min training with MiEmo and vice versa.

4.2. Evaluation methodology

Evaluation has been carried out through questionnaires adminis-
tered at the end of each trial. Each questionnaire has two different
sections: one for the therapists (questions 1-30) and one for the children
(questions 31-48); for the latter the therapist compiled the question-
naires for the children. Qualitative observations were collected through
a brief debriefing with the therapists after each session in the form of a
free format interview. The debriefing stars soon after the therapist filled
the questionnaires: s/he will use questionnaire answers and paper notes
to report in free form to the computer scientist all the observations
noticed during the use of MiEmo with the child. The free format in-
terviews always started with questions to the therapist on open items
Q37-Q40, that were used as a starting point to begin the debriefing.
Fig. 13 shows the testing and evaluation procedure phases.

Each item of the questionnaires, except open questions, was scored
with a Likert scale from 1-(“strongly disagree”) to-5 “strongly agree”.
The questionnaires were administrated in Italian Language. The
following questionnaires were used (specific questions are given in the
Appendix).

1. (Q1-Q10) System Usability Scale SUS (Brooke, 1996), that was already
positively evaluated in the ASC domain (Junaidi et al., 2022).

. (Q11-Q16) to assess the Perceived Usefulness (PU) of the application
(Holden & Karsh, 2010).

. (Q17-Q22) for the Perceived Ease of Use (PEU) to assess the
perceived mental/physical effort while using the application
(Holden & Karsh, 2010).

. (Q23-Q30) on the evaluation of the activities included in the
application.

. (Q31- Q36) on children’s acceptance of the application.

. (Q37-Q39) Three open questions on the evaluation of advanced
multi-modal feedback.

. (Q40) One open question to collect more in-depth feedback: “Do you
have feedback on the application?”.

We added a small questionnaire (Q41-Q52) on children’s acceptance
of multi-modal feedback only for R2, so that we could collect specific
information from high-functioning verbal children, in particular their

Preliminary and testing phases

Distribution of
questionnaires
to the therapists

session, including
20 minutes of play
with MiEmo

1h traditional training \ Therapist filled the
questionnaire and
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impressions on music and color feedback.

At the end of the study, we had different sets of data. First, we
analyzed quantitative data from questionnaires. We used a non-
parametric U Mann Whitney test to compare the results of R1 and R2,
and to assess differences between the two populations. Secondly, we
analyzed qualitative data, which included both the data obtained during
the debriefing at the end of each individual session and those collected
by on-field observations of the child while playing. Given that ques-
tionnaires were filled by the therapist also for the sake of the child, the
therapist had the chance to ask the child a qualitative evaluation on the
quality of the interaction during each session. These qualitative data
helped us to better understand the quantitative scores given in each
session.

Finally, the debriefing after each session gave very valuable feed-
back, together with the on-field observation made by the experimenter.
These resulted in the feedback reported in Table 4 which summarizes
both the main outcomes and directions for future development.

4.3. Questionnaire analysis

In general, the application was well accepted by all the children
(Q31: R1 - IQR = 0.25, Median = 4.0, Mean = 4.125 | IQR = 0.0, Me-
dian = 5.0, Mean = 5.0, see next paragraph). One child of R2 was
excluded from the analysis because he was showing anxiety already
before the application was launched on the tablet saying that he did not
want to see the “blue color of sadness” and “the face of anger”. The
therapist insisted on playing the game together, to show to the child that
anger can be faced and that there was nothing to be scared about.
However, this behavior, which is interesting from a qualitative point of
view, resulted in an incongruent compilation of the questionnaires by
the therapist. For this reason, data from this child were not included in
the analysis.

No particular issue was collected for the following activities: “What
emotion does Tina feel?”, “Matching”, “Visual Search”, “How do I feel?”.
Children in R1 found “Feature unveiled” activity very challenging.

Regarding the difficulty level, in R1, the 4 youngest children (CHI1,

Table 3
SUS score.

R1 - Medium functioning ASC R2 - High functioning ASC

Child  Age Sex SUS score Child Age Sex  SUS score
CH1 7 M 75 CH9 7 M 90
CH2 12 M 92.5 CH10 6 M 97.5
CH3 5 M 82.5 CH11 8 M 95
CH4 11 M 90 CH12 8 F 95
CH5 5 F 97.5 CH13 7 M 97.5
CH6 12 M 85 CH14 8 M 95
CH7 13 M 92.5 CH15 6 M 97.5
CH8 6 F 80 CH16 8 M 100
CH17 11 M 100
CH18 8 M 100
CH19 9 M 72.5 - outlier score
Evaluation phases

Therapist and compute
scientist had
the debriefing on
what observed in
the training session

a blank paper
for free notes

Therapist and
computer scientist
were present

Therapist's notes on paper
and questionnaire were collected
by the computer scientist

Fig. 13. Graph showing phases of the Evaluation Procedure from preliminary preparation to data collection.
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Table 4
Lessons learned.

Feedback collected Action required to improve MiEmo

Under-representation of positive
emotions

It would be appropriate to add a larger
number of positive emotions to balance the
negative ones.

More animated stories should be added, in
particular on positive emotions. Also, a story
on the calm state should be included.

The therapist could upload pictures of the
child and use them in the activities instead of
the pictures of the actor.

Low-medium autistic children should have a
single interaction mode: either through drag

More animated stories

Ability to upload pictures to the
app

Single interaction mode

& drop or click. The application may also
allow to choose the preferred modality of
interaction for all the activities.

For low-medium autistic children, the
therapist should personalize for each child the
speech speed of the virtual assistant and of its
animation.

For low-medium autism, the therapist should
personalize positive and negative sound
feedback.

For low and medium autism, PCS positive/
negative feedback should be played
automatically (removing the verify button).

Personalization of speech speed
and of animation speed

Sound Feedback customization

Feature Unveil activity update

CH3, CH5 and CHS8) played at the easy level, CH2 played at the medium
level and 3 children (CH4, CH6, CH7) at the difficult level, the therapists
choose the difficulty level most appropriated for children’s age and their
current training. The 10 children of R2 all started at the easy level and
progressed up until the most difficult one.

As can be seen from Table 3, the application has been considered
very easy to be used in both rounds. The SUS average score was 86.88 for
R1 and 96.75 for R2, well above the minimum score of 68, above which
the system usability is evaluated positively (Lewis & Sauro, 2018). We
did first compute the results pooling together the children of the two
groups. This way we obtained very high values (for example the SUS
score for the full group was 92.21 + 7.32). However, we noticed that we
were losing the differences between the two populations. For instance,
children in R1 had some difficulties in switching from Drag&Drop
interaction modality to Click and vice versa and they found the activity
of Feature Unveil very challenging because of many distracting elements
(cf. Table 4).

Given the small sample size and the likelihood that the data may not
be normally distributed, we opted for the Mann-Whitney U test, which
does not require normality and is suitable for ordinal data. Moreover,
each child involved in the study completed the tasks independently.

5 +n
—+ R2
()
g 4
c3
©
22
1
0 Ql Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Ql0

Fig. 14. Mean and Standard Deviation of SUS scores, R1 is plotted in blue and
R2 in red.

Null hypothesis: There is no difference in scores between the two
groups. The Mann-Whitney U test on SUS scores (U = 8.0, p = 0.00468)
demonstrates a statistically significant difference between the two
populations, with R1 showing a lower mean (Figs. 14 and 15). Mann-
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80 1

65

60
R1 R2
Fig. 15. Distribution of SUS scores for R1 and R2 described by violin plots:
mean is plotted in red and median in yellow.

Whitney U was computed using SciPy function .'' This difference is
mainly attributed to Feature Unveil activity, that was considered too
difficult by children of R1, who, being at a lower functioning level with
respect to those in R2, found the game stressful (this is consistent with
the answer to Q14 in Fig. 16a that assesses the change in stress level of
the child using MiEMO). Consequently, the therapist gave a lower score
for children CH1, CH3 and CH6. Moreover, this exercise required the
therapist to intervene helping the child in the interaction.

The scores given to the other usability questionnaires are consistent
with the SUS ones (Fig. 16). Indeed, in R2 a score, averaged on all
children, greater or equal 4 to each positive item and lower or equal to
1.5 to each negative item was given. In R1 although the system was rated
as useable, scores were lower with average scores to positive items in the
range [3-4.5] and on negative scores in the range [1-2.5]. All the Mean
and Standard deviation values were computed using Numpy'” and
plotted with Matplotlib,'® as well as the violin'* and box plot.'”

Both in R1 and in R2 the therapists gave a low score to the
appropriateness of the difficulty levels (item 30, Fig. 16¢), for two
different reasons (R1 - IQR = 2.0, Median = 3.0, Mean = 3.0 |R2 - IQR =
1.0, Median = 4.0, Mean = 4.1). If in R1, the low score was mainly due
to Feature Unveil being considered too difficult, in R2, this was due to
the terminology used: one therapist gave score 1 as she considered
inappropriate the levels’ denomination: “easy, medium, hard” as this
could induce performance anxiety to the child. She suggested to
denominate the three levels simply “level 1, level 2 and level 3”.

Finally, regarding children’s acceptance (Fig. 16d), in R1 few ther-
apists gave a low score to specific items: three therapists scored 3 to the
complexity of use (Q32) leading to an overall score of Mean = 2.125,
Median = 2.0, IQR = 1.25. These therapists would have liked that, as
soon as the child chooses the correct answer, the positive reinforcement
is played without pressing the verify button. In R2 all the items,
including Q32, received positive scores, suggesting that the children
found the application simple to use.

The 10 children of R2, after completing the easy level, decided to
continue to play, feeling comfortable in using the app (Q36: IQR = 0.0,
Median = 5.0, Mean = 5.0). 8 children could complete the hard level
inside the time allocated for free play, and 2 children could reach the

11 https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.mannwh
itneyu.html.

12 https://numpy.org/doc/stable/reference/generated/numpy.mean.html.

13 https://matplotlib.org/stable/api/_as_gen/matplotlib.pyplot.errorbar.html.
14 https://matplotlib.org/stable/api/_as_gen/matplotlib.pyplot.violinplot.
html.

15 https://matplotlib.org/stable/api/_as_gen/matplotlib.pyplot.boxplot.html.
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https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.mannwhitneyu.html
https://numpy.org/doc/stable/reference/generated/numpy.mean.html
https://matplotlib.org/stable/api/_as_gen/matplotlib.pyplot.errorbar.html
https://matplotlib.org/stable/api/_as_gen/matplotlib.pyplot.violinplot.html
https://matplotlib.org/stable/api/_as_gen/matplotlib.pyplot.violinplot.html
https://matplotlib.org/stable/api/_as_gen/matplotlib.pyplot.boxplot.html
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b) Perceived Ease of Use
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Fig. 17. Plot of the scores on Multi-modal feedback evaluation collected in R2.

end of the medium level. CH12, decided to spend the final part of her
free session, rewatching all the Animated Stories first with Tina and then
switching to Tino. Multi-modal feedback (i.e., color and music) was
evaluated very positive (Q41-52) by all children of R2, who had the
chance to experience it (Fig. 17). Only the answers to Association of
color to emotion (Q49) exhibits a large dispersion: CH12 and CH15
correctly associated anger, fear and sadness to the corresponding color
but could not associate happiness, and CH14 did not noticed colors at
all.

4.4. Qualitative analysis

The use of the tablet turned out to be particularly useful for the
children with medium-low functioning as they could bring the tablet
around while playing. Moreover, some of these children were already
accustomed to tablet as they were already using it in traditional training,
as some non-verbal autistic children often use it to communicate (for
example with applications such as Voca). Reports suggest providing a
single modality of interaction with all the activities for children with
low-verbal medium-functioning autism as using Drag&Drop (for
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Matching and Feature Unveil) and click (for all the other activities) may
frustrate these children who may try to interact with the application
using the wrong modality. All children appreciated “Animated Stories”
activities very much, requiring a richer set of stories.

The therapists reported that personalization might improve compli-
ance especially for children with medium-functioning ASC. This could
be obtained displaying pictures of the child him/herself instead of pic-
tures of the actor in all the activities, modulating the avatar speech and
gesture and personalizing feedback sound effects, since in the pilot CH3
and CHS5 liked so much the buzzer sound that they deliberately made
mistakes during the play.

The therapists reported high acceptance of music feedback and in
particular music feedback associated to change of color in the animated
stories. The general impression was that these elements facilitated
capturing child’s attention, in particular of the youngest children.
Colored animations and music feedback were assessed by the therapists
in R2 asking to children with verbal high-functioning ASC questions like:
“Did you noticed the [current color of Tino]”? or “What do you think
about this music?”. Most of the children recognized the association be-
tween the music, colors and emotion portrayed; for example, one child
reported that "this is really the music of anger", other children noticed
that “Tino is blue as he is sad now”, another one noticed how even the
curtains assumed the color of fear in the spider animated story. More-
over, children perceived with great emotional intensity the video of the
actor’s face expressing an emotion accompanied by the music in Visual
Search exercise.

Two children were hyperacustic CH17 and CH14. CH17 asked to turn
off the music (with low scores on music items: Fig. 17). The therapist
asked if he preferred another music, but he answered "no music".
Nevertheless, he did not have any problem with color feedback in
automated stories. CH14 was not annoyed by music as he was engaged
while playing but later on, when he heard another child playing with the
music turned on (in another area of the same room), he asked to turn his
music down or to move away. Only one child was not engaged by the
colors and barely noticed them (which explain the low scores on color
items, Fig. 17); he was instead engaged by music and correctly associ-
ated each music piece with the emotion.

The possibility of choosing the dynamic ending of animated stories
was appreciated by the therapists, so that each child was able to choose
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between anger and sadness, which emotion s/he considered most
pertinent. Interestingly, CH14 commented that animations were similar
to commercials since both are short and attention-catching. For all the
children the catchiest animation was the one with a spider falling from
the ceiling that scares Tina/o (Fig. 8b). This animation elicited two
different reactions: amusing or scaring. For example, one CH9 was
amused, and he decided to turn on the music at high volume and to show
this animation to the therapist to scare her, while another child found
the gestures that Tino was making while running away with its arms
raised engaging, saying that “Tino is very scared”. CH17 said that he was
afraid to look at this animation because he fears spiders and did un-
derstand why Tino ran away. Indeed, therapists found that this anima-
tion represented an opportunity to talk with all children about what
makes them scared. In general, the animated stories have been an
important starting point to allow children to talk about themselves to the
therapist, leading them to tell more naturally what makes them angry at
school or what makes them sad, making new confidences. CH10 said
that he felt angry and sad sometimes because his classmates treated him
badly and make him angry. CH18, after watching the story of the ice-
cream falling (that he considered a sad ending), said that he felt like
Tino, because he had to change the school class (which implies no longer
seeing his best friend) and he thought that it was all his fault. The same
child had difficulty also seeing the video of the actor expressing anger in
the Visual Search (Fig. 6b) and he skipped the video: the therapist
explained that the child tried to ignore the bad emotions instead to
elaborate them. This therapist took the opportunity to deepen this topic
with the child and work on it. He also suggested him to go out and have
an ice cream with his best friend and that he will see the friends outside
school.

The animation on happiness was very enjoyed by making the chil-
dren dream about what makes them happy. CH10 said that he likes to
make jokes and that playing with jack-in-the-box makes him happy
(Fig. 8a). CH18 dreamed on what could be in the gift represented in the
animation that Tina gives to Tino as “a Maserati car” or a “brand new
iPhone”. All the children asked to see more animations on positive
emotions. As animated story express three emotions with negative
valence (anger, fear or sadness) and only one with positive valence (joy),
it was suggested by therapists of both R1 and R2 to increase the number
of stories expressing positive emotions.

Two children, CH3 and CHS5, 5 and 6 years old respectively, were
making the same face expression of the protagonist of the animated
stories (for example they frowned when Tino became sad).

Finally, most of the children in R2 focused on the morphing ani-
mations in the Visual Search (Fig. 6b) for a long time, reloading them
and commenting with phrases such as “this guy expresses fear with great
intensity” or “this is the face of when you for the first time see all 4 in the
school report card [fear] (cf., Fig. 18) and you have to tell to the par-
ents“, instead “this is the face of when you see all nine on the school
report card [happiness]“. CH9 said he liked reloading the morphing
animation to see it again the expression of emotions since “it’s my fa-
vorite thing”.

This kind of intervention can also have a role in improving children
socialization. CH8 (aged 6) was playing with the application on a gym-
mat while a peer was doing gymnastics in a distant area of the gym.
When the girl started watching the Animated Stories, the other child
attracted by the music, approached the girl curious. When he saw that

Fig. 18. Example of fear animation of a male actor with morphing (subset
of frames).
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she was watching an Animated Story, he asked her if he could watch it
with her. She agreed and they both sat on the gym-mat, sharing the
tablet and watching all the animations together.

5. Discussion

We have explored the usability strengths and weaknesses of digital
training with MiEmo application, evaluating the usability of with novel
digital exercises designed for emotion recognition, combined with
multi-modal feedback.

In fact, music perception is currently investigated in ASC domain,
providing evidence that music is highly appreciated by children with
ASC, that benefit from music therapy (Ke et al., 2022). We show here
how integration of music tuned to emotions inside ICT mediated inter-
vention has the potentiality to largely increase the feedback, making the
intervention more effective. This was even more increased by inte-
grating also change in ambient colors tuned to current emotions and
gestures of the avatar (Ludlow et al., 2008).

Finally, different studies on school children demonstrated that short
video could enhance learning (e.g. (Altinpulluk et al., 2020),), reducing
the cognitive load, with respect to the long-lasting video lessons. In line
with these results, we kept the duration of animated stories inside less
than 1:30 min realizing the equivalent of short animation-pills, similar
to animations on television, as also stated by a CH14 that compared
Animated Stories to engaging commercial spots. This approach differs
from that of (Fridenson-Hayo et al., 2017) where the video was designed
as lesson to explain how to recognize social cues.

5.1. Emotion representation in MiEmo

The difference in children population in R1 and R2 produced slightly
different outcomes in terms of usability, acceptability, and engagement.
The application was deemed useable and effective for children with
high-functioning autism, with activity difficulty rated as appropriate for
this group. However, therapists of children with medium-functioning
autism suggested updates to better suit their needs. Some activities,
like “Feature Unveil” were considered too difficult, even at the easiest
level. Over time, the use of other people’s photos could be introduced.
Therapists also emphasized the importance of incorporating negative
emotions like anger, fear, and sadness to help children navigate these
feelings. However, they suggested a better balance of positive and
negative emotions, as the current version underrepresents positive
emotions, which may increase stress in some children, as seen with
CH19, who found the training too intense after an argument with his
mother.

5.2. Music feedback

Indeed, studies on the role of music in both videogames and serious
games have demonstrated the importance of music in (a) enhancing the
emotion felt by the user (e.g. enjoyment or shock, (Millet et al., 2021),
(Klimmt et al., 2019)) and (b) improving learning skills. Different
pedagogical studies (Holmes, 2017), (Green, 2017) have established
that music (both with and without words) improve intellectual perfor-
mance (especially memory), and spatial-temporal abilities. Here, the
emotional content of music is aligned to learning focus, that is emotion
itself, that is an innovative use of musing feedback.

This was used here in two modalities. In the first modality, it is aimed
at increasing feedback provided in all the activities except the Animated
Stories. Indeed, children recognized the match between the emotion
portrayed on screen and the specific music piece by naming the emotion
to the therapist. In particular, high functioning children in R2 perceived
easily the emotion portrayed by the video of the actor’s face accompa-
nied by the music at the end of the Visual Search. This result is inter-
esting because usually ASC children have a difficulty in recognizing
faces with emotions (Uljarevic & Hamilton, 2012), especially when
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those are very realistic. Even though this is a simple experimental
observation (which should be supported by a dedicated study) it
somehow fits with previous studies demonstrating similarities between
visual and acoustical structures in music and the visual arts
(Actis-Grosso et al., 2017), (Limbert & Polzella, 1998). As second mo-
dality, the same music piece tuned to the portrayed emotion is played as
soundtrack in Animated Stories (Section 4.4).

This study preliminary findings fits with studies on emotion recog-
nition in music that is often not impaired in ASC. Indeed, the intro-
duction of music during socio-emotional can be powerful tool to support
children in the recognition of emotions from traditional social cues such
as face and gestures, opening new possibilities of training with music.

5.3. Colored animations

Not only music, but also colors can enhance memory abilities (cf.
Boyd, 2019): a colored design supports learners to process materials
cognitively, and influences readers’ emotions by motivating them. The
process to induce learners to look at particular colored content (Plass
et al., 2014) may be even more important in autism, as is it amply
documented that autistic people memorize information mainly through
visual thinking.

We have introduced color changes in “What does Tina/o feel?” and
Animated Stories activities that are most suitable to this. Indeed, some
children verbalize this explicitly: for instance, CH10 stated that he did
not like blue as Tino is sad when it becomes blue. Our results are
consistent also with the studies in literature in the domain of robotic
agents on how colored LEDs can enhance emotion recognition (Casiddu
et al., 2021), in particular with studies on the relation between colors
and the emotions, e.g., the participants to the study (Johnson et al.,
2013) recognized the colored patterns of red-anger, yellow-happiness
and blue-sadness.

No child was found insensitive to both colors and music. Only one
child did not associated colors with the perception of emotions, but he
was not even bothered by the presence of the colored elements on the
screen, he simply barely noticed them. Nevertheless, this child was
engaged by music pieces. A second child was annoyed by music, but he
appreciated the colored animations. Indeed, as shown by (Cermak et al.,
2010), children with ASC had variable sensory preferences: some chil-
dren may not be engaged by colors or by music. Indeed, providing both
color and music feedback we can match the different preferences of ASC
children and thus provide multi-modal feedback to a larger part of ASC
children. Following their different sensorial preferences, only colored
animations can be selected by children who dislike music and only music
feed-back by children who do not notice or dislike colors. These pre-
liminary observations should be deepened in future studies involving
more children to access if sensory preferences of all ASC children are
respected, and to deepen on how we can improve the application to
maximize efficacy and to personalize feedback to fit preferences of all
the children.

5.4. Animated stories

Music soundtrack in films indeed enhances the emotion perception
as well as the positive/negative role of actors (Marshall & Cohen, 1988).
In the same way different studies demonstrated that the selection of
colors in movies influence audience’s emotions, attitudes, reactions, and
interpretations of the plot (Bellantoni, 2012). We introduce this inside
Animated Stories to help children feeling emotions of the virtual char-
acter. This feedback allowed also to improve the child’s understanding
of the short plot, that was built with three main sections: (i) avatar’s
initial state (calm or happy depending on the story), (ii) event and (iii)
avatar’s emotional reaction. In fact, most of children not only recog-
nized the emotions portrayed but they empathized with Tino/a and
instinctively expressed with their own face of the same emotion
expressed by Tino/a. This reinforcement by music and colors, was
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expressed even more vividly by verbal children as most of them started
to talk with the therapist about their private experiences when they felt
the same emotion portrayed on the screen (Section 4.4). The confidences
on negative emotions were intimate and deep.

We can assume that the animations with Tino/a deeply involved the
children that identified with the protagonist, helping them to remember
and tell the therapist when they feel a certain emotion in daily life, this
allowed the therapist to explain the child how to manage these emotions
and how to react properly.

Finally, music soundtrack has also the potentially to improve so-
cialization: a child not participating in this study (that was doing gym-
nastic) got close to CHS, attracted by music, and watched animated
stories together. We can assume that it happened due to the engagement
of the music pieces, as expressed in literature by (Millet et al., 2021),
(Klimmt et al., 2019). Since this child was engaged by the music listened
from another area of the gym. Then the animated stories captured the
attention of both children that seated together nearby enchanted by the
animations. This is an interesting result since it shows that our tool could
also help improving socialization for those children with a more severe
level of autistic condition.

Further studies should be performed focusing on the potentials of
social interaction of animated stories on emotions: as first step more
stories should be developed on both negative and positive primary
emotions, in this way the child would have access to a wider set of an-
imations to watch together with peers during training; second a study
should be held to observe children’s behavior and engagement in
watching animated stories with peers, exploring if effectively these an-
imations can enhance also socialization, and if adaptations to MiEmo are
needed to support socialization.

6. Conclusion

MiEmo has shown to be highly useable and, in line with the current
research, it reinforces the view that digital platforms have a large po-
tentiality to support ASC intervention. Children with high-functioning
ASC, were easily engaged in the activities, while children with
medium-functioning ASC required occasional therapist support, partic-
ularly with most challenging tasks like Feature Unveil.

The innovative combination of classical emotion training with multi-
modal feedback (music, colors and gestures) was well-received:
Animated Stories, in particular, revealed to be a potentially powerful
tool to enhance emotion perception for most children; moreover, it can
be an instrument to help children express their personal emotional ex-
periences and to foster socialization, with children interacting together
while watching animated stories.

While this study provides valuable insights into the potential of the
MiEmo platform for improving socio-emotional training, in children
with Autism Spectrum Condition (ASC), several limitations must be
acknowledged. First, the relatively small sample size of 19 participants
limits the generalizability of the findings. On the other side, this pre-
liminary study focuses on the usability of the platform, exploring its fit
with the sensory preferences of children and the training needs of the
therapists. Future studies with larger, more diverse participant groups
are necessary to assess long-term effects and determine whether
improvement is sustained over time. The absence of a control group also
limits causal conclusions about the platform’s effectiveness at this stage.
Finally, while the study offers promising short-term outcomes, longitu-
dinal studies are essential to evaluate the MiEmo platform’s impact on
emotion recognition and social skills in everyday life.
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obtain explicit permission. Any unauthorized use will be addressed
appropriately to protect the authors’ rights.

Appendix A. Supplementary data

Supplementary data to this article can be found online at https://doi.
org/10.1016/j.chbr.2024.100549.

Data availability

Data will be made available on request.
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