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Chapter 1

Introduction

In the previous century, it was observed from calculations
that most galaxies would not move as they do if they did
not contain a large amount of unseen matter, nowadays
called Dark Matter (DM), which composes almost 27% of
the entire universe. Since then, the quest for DM par-
ticles started with many indirect evidences of DM being
reported, including the observation of gravitational lens-
ing, the cosmic microwave background radiation, bary-
onic acoustic oscillations, and the formation and evolu-
tion of galaxies. Despite all of these evidences, DM has
not been observed yet and its search is still ongoing. In
addition to direct detection experiments, which search for
the scattering of DM particles off atomic nuclei within a
detector, there are indirect detection experiments, which
look for the products of dark matter particle annihilations
or decays. At the Large Hadron Collider (LHC), the search
for the indirect detection of DM particles is performed
in larger and larger datasets of proton-proton collisions,
which are used to both measure more and more accurately
the properties of the known natural phenomena as well to
try to unravel the mystery of the nature of DM.

From a theoretical point of view, the current framework
of particle physics, the so-called Standard Model (SM), does
not provide a sufficient explanation of all the natural phe-
nomena, e.g. the presence of dark matter in the universe,
the mass of neutrinos, and the asymmetry between matter
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2 Chapter 1 Introduction

and antimatter in the universe. Many alternative theories
to the SM have been proposed, among which Supersym-
metry (SUSY) seems to be the most promising and well
motivated, foreseeing the presence of a light neutral par-
ticle, the so-called neutralino χ̃0, which represents a valid
candidate as DM constituent. SUSY predicts that universe
is governed by a more fundamental symmetry than the
one assumed by the SM, so that for every boson it exists a
partner, called a superpartner, which has a fermionic na-
ture, and, conversely, for every fermion there is a bosonic
superparter. A new set of particles with different spins is
so introduced, all to be discovered. If these particles were
observed, we could solve the problems left behind by the
SM. In the SM, for example, the mass of the Higgs bo-
son should be of the same order as the maximum energy
in the theory, however it has been measured to be just 125
GeV. SUSY particles are involved in loop corrections to the
Higgs boson mass and they cancel out SM contribution in
a natural way, leaving a mass that is compatible with the
one measured.

In this thesis, two supersymmetric searches are presented,
both assuming that the supersymmetric particles are pro-
duced through the electroweak interaction: the chargino
analysis, targeting the pair production of charginos χ̃±1 χ̃

∓
1

decaying into SM W bosons and neutralinos, and the dis-
placed track analysis, searching for mildly displaced charged
tracks arising from the decays of charginos χ̃±1 and neu-
tralinos χ̃0

2 into pions. These searches target a compressed
phase space, where the mass difference between the next-
to-lightest and lightest supersymmetric particle is rela-
tively small. In the chargino search, the targeted differ-
ence in mass between charginos and neutralinos is close
to the mass of the W boson. In such phase space, the
chargino pair production is kinematically similar to the
WW background, which makes it particularly interesting
to be searched for, as the produced supersymmetric par-
ticles can be hiding behind a looking-alike SM process,
but also experimentally challenging, as it is hard to dis-
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criminate the supersymmetric signal from the WW back-
ground. In the displaced track search, the difference in
mass between the produced supersymmetric particles and
the lightest neutralinos goes down to 0.3 GeV and the
tracks associated to pions from the decays of charginos
and neutralinos are reconstructed as a few millimetres away
from the primary vertex.

The ability to detect supersymmetric particles clearly
depends on the detector performance, and in particular
on the performance of the pixel detector, which is used for
the measurement of the displacement of the tracks. The
pixel detector is the closest one to the interaction point
and so the most affected by the effects of radiation dam-
age, which deteriorate the performance of the detector
and its ability to correctly identify and reconstruct parti-
cles. The modelling of the effects of the radiation damage
to the ATLAS pixel detector is presented.

The current ATLAS pixel detector has been exposed to a
significant amount of radiation since the start of the LHC,
and cannot be operated anymore for the next phase of
LHC. Indeed, the whole inner detector will be replaced
with a new one made of silicon pixels and strips. The fu-
ture Inner Tracker (ITk) of the ATLAS detector will also be
able to cope with the higher luminosity of proton-proton
collisions that will be recorded. In this context, a work car-
ried out at CERN and involving the assembly and quality
control of the pixel modules for ITk is presented. Sev-
eral key activities are conducted to ensure sustained and
reliable production rate of hybrid pixel modules. These
start from the reception of the hardware components to
the shipment to the loading sites and mainly focus on the
quality control of the modules through visual inspection,
metrology, flex to bare module assembly and electrical
tests.
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Chapter 2

Beyond the SM:
Supersymmetry

In this Chapter, a brief description of the main limitations
and unsolved problems of the SM is reported. Supersym-
metry is presented as a theoretical framework able to solve
these problems, both in terms of the new particle con-
tents and of the Lagrangians that describe the model. Spe-
cial attention is devoted to the minimal SUSY extension
to the SM, the Minimal Supersymmetric Standard Model
(MSSM) and its phenomenology.
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2.4.4 Electroweak symmetry breaking . . . . . . . . . . . . . . 32

2.4.5 The Higgs bosons . . . . . . . . . . . . . . . . . . . . . . . 34

2.5 The MSSM phenomenology . . . . . . . . . . . . . . . . . . . . 37

2.5.1 The sparticle spectrum . . . . . . . . . . . . . . . . . . . . 37

2.5.2 Sparticle production . . . . . . . . . . . . . . . . . . . . . 45

2.5.3 Sparticle decay . . . . . . . . . . . . . . . . . . . . . . . . 49

2.1 The limitations of the SM

The SM [1, 2] is the theoretical framework that describes
the elementary particles and their interactions. The SM is
a quantum field theory based on the SU(3)C × SU(2)L ×U(1)Y
symmetry group. Its success culminated with the discov-
ery of the Higgs boson by the ATLAS [3] and CMS [4] ex-
periments in 2012. More and more precise tests are con-
firming the SM predictions.
Despite all of these achievements, the SM has still differ-
ent unsolved problems. It does not provide any suitable
candidate for the DM [5], which is believed to compose al-
most 27% of the universe [6], and does not account for the
Dark Energy (DE), which makes up almost 70% of the uni-
verse. Other problems include the mass of the Higgs bo-
son, the mass of the neutrinos [7], the matter/anti-matter
asymmetry in the universe [8], the fermion mass hierar-
chy, the inclusion of gravity, and the unification of the
other forces.
All these hints suggest that the SM is only an effective de-
scription of the natural phenomena at low energies, and
it breaks if extended to higher energies. A limit of va-
lidity can be taken to be the scale where the couplings
are closer to unification, the Grand Unified Theory (GUT)
scale (ΛGUT ≈ 1016 GeV), or where the gravity effects can
not be ignored anymore, the Planck scale (ΛPlanck ≈ 1019

GeV). However, this introduces the hierarchy problem: these
scales are so different from the electroweak scale (ΛEWK ≈
102 GeV) where the SM has been tested.
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2.1.1 The presence of dark matter
Precise cosmological measurements based on gravitational
lensing, cosmic microwave background radiation, bary-
onic acoustic oscillations, and the formation and evolu-
tion of galaxies in the universe are compatible with the
assumption that DM composes almost 27% of the uni-
verse. It is called dark because it is non-luminous and non-
absorbing, while matter is because its cosmological state
equation is the same as for the ordinary matter (ω = P /ρ =
0). The DE, instead, has the same cosmological state equa-
tion for energy (ω = P /ρ = −1) and it accounts for cosmic
inflation.
While the presence of DM is established, its nature is not
known. A very plausible scenario is that it is a stable par-
ticle, or at least with a lifetime longer than the age of the
universe, massive and neutral. There is no possible DM
candidate in the SM, and the neutrinos, which are neu-
tral stable and massive particles, would not be sufficient
to account for all the DM presence. Neutrinos are always
relativistic (p/m� 1) and this would make them a candi-
date for the so-called hot DM, opposed to cold DM, where
p/m� 1. However, hot DM is generally considered not to
be a good solution (at least as the only component of DM)
since it does not fit models of galaxies formation. There-
fore, an extension of the SM is needed in order to account
for the DM.
Interesting candidates that could explain the current den-
sity of DM are the Weakly Interacting Massive Particles
(WIMPs). It is possible to express the relative DM abun-
dance (ΩDM) in terms of the DM annihilation cross-section
(σann),

ΩDM ≈
6 · 10−27cm3s−1

< σannv >
(2.1)

where < σannv > is the averaged cross-section with the
thermal velocity. Considering ΩDM ≈ 0.25, a O(100) GeV
DM candidate is needed with an electroweak cross-section.

Other DM candidates are the Axion-Like Particles (ALPs),
pseudo-scalar particles which are generally very light, very
weakly interacting and have a coupling to electromagnetism.



8 Chapter 2 Beyond the SM: Supersymmetry

They are abundant in string theory and are also predicted
in many other Beyond SM (BSM) models.

2.1.2 The naturalness problem

The SM expected value of the Higgs boson mass mh is re-
lated to the vacuum expectation value (v) and the Higgs
self-coupling (λ),

m2
h = −2v2λ. (2.2)

The ATLAS and CMS experiments have found that the
Higgs boson has a mass of around 125 GeV, a value close
to the electroweak scale. When considering one-loop cor-
rections, the mass gains terms from each particle the Higgs
boson couples with, directly or indirectly, and in partic-
ular the biggest contribution comes from the top quark,
which has the highest mass. The dominant corrections
come from fermions and are

∆m2
h = −

|λ2
f |

8π2Λ
2
UV + · · · (2.3)

where ΛUV is the ultraviolet cut-off energy, the largest en-
ergy scale for which the SM is valid. The ∆m2

h contribu-
tion diverges quadratically with the energy scale, there-
fore when considering higher scales (like the Plank Scale)
all contributions must cancel out to avoid the correction
exceeding the physical value of the Higgs mass observed
at the electroweak scale. For this cancellation to happen,
all the parameters must be finely tuned, to a level of around
1 part in many orders of magnitude according to the cut-
off energy. The precise choice by nature of these particu-
lar values of the theory is called fine-tuning. The fact that
these parameters have these exact values is not a problem
of internal consistency, but it is considered quite unnatu-
ral and could be a hint to the presence of an underlying
structure, where the new logic imposes the observed val-
ues: in a natural theory no fine-tuning would be neces-
sary. Naturalness can be considered as a guiding principle
of a theory, which ’t Hooft formulated as a condition for
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which a quantity in nature should be small only if the un-
derlying theory becomes more symmetric as that quantity
tends to zero [9]. In other words, a small quantity going
to zero increases the internal symmetry, thus protecting
this parameter from getting increasingly large as the en-
ergy scale increases. Contrary to the fields of fermions
and gauge bosons that benefit from the protection of the
chiral and gauge symmetries, the Higgs boson is tied to
the scale at which the symmetry of the electroweak theory
is broken and receives radiative corrections that diverge
quadratically with the energy cut-off [10]. The presence
in the SM of the Higgs boson with a mass of the observed
value poses a naturalness problem, representing a warn-
ing signal that the model might not be correct or have an
underlying structure.

2.1.3 Evolution of strength couplings

In the SM, the three fundamental forces of the SM have
different coupling constants. While at high energy the
electromagnetic interaction and weak interaction unify into
a single electroweak interaction, the unification does not
happen with the strong force. This failure may suggest
that the SM is only an effective description of the inter-
actions at low energy while some new physics may hap-
pen at high energies, being able to match the experimen-
tal values at low energy. In many BSM theories, instead,
the three fundamental forces of the SM appear after the
breaking of some more general symmetry, e.g. a SU(5)
symmetry, as proposed in the Georgi-Glashow model [11].
These theories predict that at high enough energies, e.g.
the GUT energy, all the fundamental forces are merged
into a single force with the same coupling constants. Uni-
fying also gravity with the electronuclear interaction would
provide a more comprehensive theory of everything rather
than a GUT.

2.1.4 The g − 2 anomaly

In the SM, muons, like electrons, act as if they have a
tiny internal magnet. In a strong magnetic field, the di-
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rection of the magnet of the muon precesses similarly to
the axis of a spinning top or gyroscope. The strength of
the internal magnet, the so-called g-factor, determines the
rate that the muon precesses in an external magnetic field.
This number has been calculated with ultra-high preci-
sion, and it is measured experimentally by making the
muons to circulate in a circular orbit. Muons interact with
the sea of subatomic particles continuously generated from
the vacuum. Interactions with these short-lived particles
affect the value of the g-factor, causing the precession of
the muons to speed up or slow down very slightly. But if
the vacuum sea of particles contains additional forces or
particles not accounted for by the SM, that would tweak
the muon g-factor further. The SM predicts the g-factor
to be very close to 2, and the difference aµ = (g − 2)/2 is
the so-called anomalous magnetic moment. Fermilab and
Brookhaven have provided very precise measurements of
the g-factor. The predicted values and the experimental
average from Fermilab and Brookhaven are (uncertainty
in parenthesis) [12]:

gtheory = 2.00233183620(86) aµ
theory = 0.00116591810(43)

gexp−av. = 2.00233184122(82) aµ
exp−av. = 0.00116592061(41)

and shown in Fig. 2.1. The combined result from Fermilab
and Brookhaven shows a 4.2σ deviation from the SM pre-
diction. The combination considers the Fermilab Run 1
dataset while a new analysis of the data from Run 2 and
Run 3 (amounting to ≈ 3 times the Run 1 data) is expected
to be completed within the next few years. The uncer-
tainty from this new analysis is expected to be roughly
half of the Run 1.

2.1.5 Other problems in the SM
There are other problems arising from the sole descrip-
tion of the SM. One is the observed asymmetry between
matter and anti-matter in the universe, with matter being
dominant over anti-matter. The baryon asymmetry of the
universe ηBB̄ can be defined as the difference between the
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Figure 2.1: Comparison between experimental values and theoretical prediction
of the anomalous magnetic moment.

number of baryons nB and antibaryons nB̄ divided by their
sum,

ηBB̄ =
nB −nB̄
nB +nB̄

. (2.4)

While there was an initial balance between matter and
anti-matter in the primordial universe just before antipro-
tons disappeared from the primordial plasma with ηBB̄ ≈
10−10 [13], matter largely dominates over antimatter in
the universe today. Baryon number violation and a CP-
violating term are needed to explain the observed asym-
metry. In the SM, there is only one source of CP-violation,
the CKM matrix, which does not account for all the ob-
served asymmetry. New sources of CP violation are then
needed to explain this phenomenon.
Furthermore, neutrinos are predicted to be massless in the
SM but it has been observed from various measurements
that the neutrinos oscillate implying a nonzero neutrino
mass and neutrino flavour mixing [14–16]. Differences in
masses have been measured but absolute values are still
not known, even if these masses must be smaller than 1
eV. This also implies that either the neutrino (anti-neutrino)
has a Dirac right-handed (left-handed) partner or the neu-
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trino is a Majorana spinor. No evidence has been found
yet. Either way, the SM needs an extension to account for
this.
Finally, the formulation of the gravitational theory is an-
other problem. A renormalizable quantum field theory of
gravity is not included in the SM, and gravity itself is not
compatible with the theory of relativity. At the energies of
TeV, however, gravity is negligible since its coupling con-
stant is many orders of magnitude smaller, but its contri-
bution becomes significant at ΛPlanck. This energy corre-
sponds to the mass of a particle with its Compton wave-
length smaller than its Schwarzchild radius. Then, when
approaching these energies, gravity has to be considered
and every theory shall consider it. Different theorists have
proposed many solutions, like String Theory or Quantum
Loop Gravity. However, experiments allowing to prove
these theories are still out of reach for now.

2.2 Supersymmetry

At present, the most promising way to extend the SM and
overcome the limitations of the SM described in Section 2.1
is to introduce supersymmetry. Supersymmetry can natu-
rally explain the origin of the DM and solves the problem
of quadratic divergences in the Higgs sector by introduc-
ing a new symmetry that connects different-spin particles.
It also predicts a light Higgs boson (with the Higgs quartic
coupling fixed by gauge couplings) and makes the mea-
sured couplings at the electroweak scale consistent with a
GUT model. Additionally, it can explain the g−2 anomaly
and the neutrinos being massive. To achieve this, super-
symmetry doubles the particle spectrum of the SM and
improves the properties of convergence of the correspond-
ing field theory.
Supersymmetric particles are organized into irreducible
representations of the supersymmetry algebra, called su-
permultiplets [17, 18], which can be either chiral or gauge
supermultiplets and contain SM particles and their super-
partners with spin differing by 1/2 unit.
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2.2.1 Chiral supermultiplets
The chiral supermultiplets contain the quarks and lep-
tons and their scalar spin-0 superpartners, called squarks
and sleptons, respectively, and generically referred to as
sfermions. The left-handed and right-handed components
of the quarks and leptons are separate two-component
Weyl fermions with different gauge transformation prop-
erties in the SM, each of them having its own complex
scalar partner. The symbols for the squarks and sleptons
are the same as for the corresponding fermion, but with
a tilde used to denote the superpartner of a SM particle.
The chiral supermultiplets are summarized in Table 2.1.

Names spin 0 spin 1/2 SU (3)C , SU (2)L, U (1)Y

squarks, quarks Q (ũL d̃L) (uL dL) ( 3, 2 , 1
6 )

(×3 families) ū ũ∗R u†R ( 3, 1, −2
3 )

d̄ d̄∗R d†R ( 3, 1, 1
3 )

sleptons, leptons L (ν̃ ẽL) (ν eL) ( 1, 2 , −1
2 )

(×3 families) ē ẽ∗R e†R ( 1, 1, 1)

Higgs, higgsinos Hu (H+
u H0

u ) (H̃+
u H̃0

u ) ( 1, 2 , + 1
2 )

Hd (H0
d H−d ) (H̃0

d H̃−d ) ( 1, 2 , −1
2 )

Table 2.1: Chiral supermultiplets. The spin-0 fields are complex scalars, and the
spin-1/2 fields are left-handed two-component Weyl fermions.

In the second column of Table 2.1, a symbol for each
of the chiral supermultiplets is given. Q stands for the
SU (2)L-doublet chiral supermultiplet containing ũL,uL (with
weak isospin component T3 = 1/2), and d̃L,dL (with T3 =
−1/2), while ū and d̄ stand for the SU (2)L-singlet super-
multiplets containing ũ∗R,u

†
R and d̃∗R,d

†
R, respectively. The

left- and right-handed components of the sleptons ẽL and
ẽR are the superpartners components of the left-handed
and right-handed leptons, while sneutrinos have only left-
handed components since neutrinos are only left-handed
in SM.

There are two chiral supermultiplets for the Higgs bo-
son, Hu and Hd , with Y = 1/2 and Y = −1/2 respectively.
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H+
u and H0

u are the weak isospin components of Hu with
T3 = (1/2, −1/2) while H0

d and H−d are the weak isospin
components ofHd with T3 = (1/2, −1/2). The neutral scalar
that corresponds to the physical SM Higgs boson is in a
linear combination of H0

u and H0
d . It can be shown that,

if there were only one Higgs chiral supermultiplet instead
of two, the electroweak gauge symmetry would suffer a
gauge anomaly and would be inconsistent as a quantum
theory. The fermionic superpartners of the Higgs boson
with spin-0 are denoted higgsinos and are denoted by H̃u
and H̃d with weak isospin components H̃+

u , H̃0
u and H̃0

d ,
H̃−d .

Last column of Table 2.1 shows chiral supermultiplets
classified according to their transformation properties un-
der the SM gauge group SU (3)C × SU (2)L ×U (1)Y , which
combines uL,dL and ν,eL degrees of freedom into SU (2)L
doublets. As standard convention, all chiral supermulti-
plets are defined in terms of left-handed Weyl spinors, so
that the conjugates of the right-handed quarks and leptons
(and their superpartners) appear in Table 2.1. This proto-
col for defining chiral supermultiplets turns out to be very
useful for constructing supersymmetric Lagrangians.

2.2.2 Gauge supermultiplets
The vector bosons of the SM and their fermionic super-
partners, generically referred to as gauginos, reside in gauge
supermultiplets. The gluino g̃ is the superpartner of the
gluon g which mediate the strong interaction. The super-
partners of spin-1 gauge bosonsW +,W 0,W − and B0 of the
SU (2)L ×U (1)Y electroweak interaction are the spin-1/2
superpartners W̃ +, W̃ 0, W̃ − and B̃0, called winos and bino.
TheW 0, B0 gauge eigenstates mix to give mass eigenstates
Z and γ . The corresponding gaugino mixtures of W̃ 0 and
B̃0 are called zino (Z̃) and photino (γ̃). Table 2.2 summa-
rizes the gauge supermultiplets of a minimal supersym-
metric extension of the SM.
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Names spin 1/2 spin 1 SU (3)C , SU (2)L, U (1)Y

gluino, gluon g̃ g ( 8, 1 , 0)

winos, W bosons W̃ ± W̃ 0 W ± W 0 ( 1, 3 , 0)

bino, B boson B̃0 B0 ( 1, 1 , 0)

Table 2.2: Gauge supermultiplets.

2.3 Supersymmetric Lagrangians

In this Section, a description of the construction of the su-
persymmetric theory through a Lagrangian description is
presented. The Lagrangian for chiral supermultiplets is
presented in Section 2.3.1, while the Lagrangian for the
gauge supermultiples is presented in Section 2.3.2. Fi-
nally, the full Lagrangian for both supermultiplets is pre-
sented in Section 2.3.3.

2.3.1 Lagrangian for chiral supermultiplets

The discussion is divided into steps. First, a simple su-
persymmetric model in which there is only one super-
multiplet, assumed to be massless and non-interacting,
is presented. Then, the Lagrangian for free chiral super-
multiplets is constructed, and the corresponding interac-
tions for the chiral supermultiplets are added in the La-
grangian. Finally, the full Lagrangian for chiral supermul-
tiplets is presented.

Lagrangian for a massless, non-interacting chiral super-
multiplet

The simplest supersymmetric model is called Wess-Zumino
model and corresponds to a single massless, non-interacting
chiral supermultiplet. If ψ denotes a left-handed two-
component Weyl fermion and φ its superpartner which
has to be a complex scalar field, the corresponding kinetic
energy terms can be written are Lscalar = −∂µφ∗∂µφ and
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Lfermion = iψ†σ̄µ∂µψ. The action S can be written as

S =
∫

d4x (Lscalar +Lfermion). (2.5)

A supersymmetry transformation should turn the scalar
field φ into the fermion field ψα. If an infinitesimal, anti-
commuting, two-component Weyl fermion constant, εα is
introduced, the transformations of the scalar field can be
written as

δφ = εψ, δφ∗ = ε†ψ†, (2.6)

while the transformation of the fermion field can be writ-
ten as

δψα = −i(σµε†)α ∂µφ, δψ†α̇ = i(εσµ)α̇ ∂µφ
∗. (2.7)

It can be shown that the transformations of the two kinetic
terms cancel against each other,

δS =
∫

d4x (δLscalar + δLfermion) = 0. (2.8)

Supersymmetry algebra shall also close, e.g. the com-
mutator of two supersymmetry transformations parame-
terized by two different spinors ε1 and ε2 is another sym-
metry of the theory. Using Eq. (2.7) in Eq. (2.6), one sees
that this is true for the scalar field,

(δε2
δε1
− δε1

δε2
)φ = i(−ε1σ

µε†2 + ε2σ
µε†1)∂µφ, (2.9)

as the commutator of two supersymmetry transformations
gives back the derivative of the original field. Instead the
fermion field, ψ, using Eq. (2.6) in Eq. (2.7) we get

(δε2
δε1
− δε1

δε2
)ψα = −i(σµε†1)α ε2∂µψ + i(σµε†2)α ε1∂µψ

(2.10)
which can be recast as

(δε2
δε1
− δε1

δε2
)ψα = i(−ε1σ

µε†2 + ε2σ
µε†1)∂µψα+

+ iε1α ε
†
2σ̄

µ∂µψ − iε2α ε
†
1σ̄

µ∂µψ.
(2.11)
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The first term is exactly the same spacetime translation
found for the scalar field, but there are two additional
terms that only vanish on-shell, e.g. if the equation of mo-
tion σ̄µ∂µψ = 0 is satisfied.

For the supersymmetry algebra to also close off-shell, a
complex scalar field F is introduced. This “auxiliary” term
does not have a kinetic term and can be combined with its
complex conjugate into a Lagrangian density term

Lauxiliary = F∗F . (2.12)

The transformations of F can be chosen to be
δF = −iε†σ̄µ∂µψ, δF∗ = i∂µψ

†σ̄µε. (2.13)

so that the auxiliary part of the Lagrangian density trans-
forms as

δLauxiliary = −iε†σ̄µ∂µψ F∗ + i∂µψ†σ̄µε F. (2.14)

If an extra term is now added to the transformation law
for ψ and ψ†:

δψα = −i(σµε†)α∂µφ+εαF, δψ†α̇ = i(εσµ)α̇∂µφ
∗+ε†α̇F

∗,
(2.15)

δLfermion receives an additional contribution which can-
cels with δLauxiliary up to a total derivative term, so that
L = Lscalar +Lfermion +Lauxiliary is still invariant under su-
persymmetry transformations. For a generic field X =
φ,φ∗,ψ,ψ†,F,F∗,

(δε2
δε1
− δε1

δε2
)X = i(−ε1σ

µε†2 + ε2σ
µε†1)∂µX (2.16)

both on-shell and off-shell.

Free Lagrangian for chiral supermultiplets

The Lagrangian density for a collection of free chiral su-
permultiplets can be constructed with each supermulti-
plet containing a complex scalar φi , a left-handed Weyl
fermion ψi and a complex auxiliary field Fi ,

Lfree = −∂µφ∗i∂µφi + iψ†iσ̄µ∂µψi +F∗iFi , (2.17)
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where the index i runs over all gauge and flavour degrees
of freedom. The free Lagrangian is invariant under the
supersymmetry transformations

δφi = εψi , δφ∗i = ε†ψ†i

δ(ψ†i)α̇ = i(εσµ)α̇ ∂µφ
∗i + ε†α̇F

∗i ,

δ(ψ†i)α̇ = i(εσµ)α̇ ∂µφ
∗i + ε†α̇F

∗i ,

δFi = −iε†σ̄µ∂µψi , δF∗i = i∂µψ
†iσ̄µε .

(2.18)

Interactions for chiral supermultiplets

The chiral supermultiplets have both gauge and non-gauge
interactions. The general set of interactions for chiral su-
permultiplets to be consistent with supersymmetry and
keep the theory renormalizable by power counting (each
term in Lint must have field content with total mass di-
mension ≤ 4). These conditions are satisfied by choosing
Lint as

Lint =
(
−1

2
W ijψiψj +W iFi

)
+ c.c. (2.19)

Lint needs to be invariant under the supersymmetry trans-
formations. For this to happen, it is possible to chooseW ij

as

W ij =M ij + yijkφk (2.20)

where M ij is a symmetric mass matrix for the fermion
fields, and yijk is a Yukawa coupling of a scalar φk and
two fermions ψiψj that must be totally symmetric under
interchange of i, j,k. W ij can be also written as

W ij =
δ2

δφiδφj
W (2.21)

where W is called superpotential and it is given by

W =
1
2
M ijφiφj +

1
6
yijkφiφjφk. (2.22)
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The superpotential is a holomorphic function of the scalar
fields φi treated as complex variables. It is possible to in-
clude a linear term Li in the superpotential without alter-
ing its validity:

W = Liφi +
1
2
M ijφiφj +

1
6
yijkφiφjφk. (2.23)

Such linear terms are only allowed when φi is a gauge sin-
glet, and there are no such gauge singlet chiral supermul-
tiplets in the MSSM with minimal field content.

Eq. (2.21) implies that

W ij∂µφj = ∂µ

(
δW
δφi

)
(2.24)

and

W i =
δW
δφi

=M ijφj +
1
2
yijkφjφk . (2.25)

Full Lagrangian for chiral supermultiplets

The full Lagrangian for chiral supermultiplet is constructed
from the sum of the free and interacting Lagrangians,

Lchiral = Lfree +Lint. (2.26)

This sum contains terms involving the auxiliary fields, FiF∗i+
W iFi+W ∗i F

∗i , which can be expressed algebraically in terms
of the scalar fields using their classical equations of mo-
tion, Fi = −W ∗i and F∗i = −W i . By doing so, Lchiral can be
expressed as

Lchiral = ∂µφ∗i∂µφi + iψ†iσ̄µ∂µψi + (2.27)

−1
2

(
W ijψiψj +W ∗ijψ

†iψ†j
)
−W iW ∗i .

Now that the non-propagating fields Fi ,F∗i have been elim-
inated, it follows from Eq. (2.28) that the scalar potential
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for the theory is just given in terms of the superpotential
by

V (φ,φ∗) =W kW ∗k = F∗kFk =

M∗ikM
kjφ∗iφj + 1

2M
iny∗jknφiφ

∗jφ∗k + (2.28)

+1
2M
∗
iny

jknφ∗iφjφk + 1
4y

ijny∗klnφiφjφ
∗kφ∗l .

This scalar potential is automatically bounded from be-
low; in fact, since it is a sum of squares of absolute val-
ues (of the W k), it is always non-negative. If we substi-
tute the general form for the superpotential Eq. (2.22) into
Eq. (2.28), we obtain the full Lagrangian density

Lchiral = ∂µφ∗i∂µφi −V (φ,φ∗) + iψ†iσ̄µ∂µψi −
1
2
M ijψiψj

−1
2
M∗ijψ

†iψ†j − 1
2
yijkφiψjψk −

1
2
y∗ijkφ

∗iψ†jψ†k. (2.29)

Now we can compare the masses of the fermions and
scalars by looking at the linearized equations of motion:

∂µ∂µφi = M∗ikM
kjφj + ..., (2.30)

iσ̄µ∂µψi = M∗ijψ
†j + ..., iσµ∂µψ

†i = M ijψj + ... .(2.31)

One can eliminateψ in terms ofψ† and viceversa in Eq. (2.31),
obtaining (after use of the Pauli identities):

∂µ∂µψi =M∗ikM
kjψj + ..., ∂µ∂µψ

†j = ψ†iM∗ikM
kj + ... .

(2.32)
Therefore, the fermions and the bosons satisfy the same
wave equation with exactly the same squared-mass ma-
trix with real non-negative eigenvalues, namely (M2)i

j =
M∗ikM

kj .

2.3.2 Lagrangian for gauge supermultiplets
In order to construct the Lagrangian for gauge supermul-
tiplets, let us first denote the propagating degrees of free-
dom of the gauge massless gauge boson field with Aaµ and
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the two-component Weyl fermion gaugino with λa, where
the index a runs over the adjoint representation of the
gauge group. These fields transform as

Aaµ → Aaµ −∂µΛa + gf abcAbµΛ
c, (2.33)

λa → λa + gf abcλbΛc, (2.34)
where Λa is an infinitesimal gauge transformation param-
eter, g is the gauge coupling, and f abc are the structure
constants that define the group. The two bosonic and two
fermionic helicity states of Aaµ and λaα give on-shell de-
grees of freedom, but there are four off-shell fermionic
degrees of freedom from λaα and three real bosonic de-
grees of freedom from Aaµ, with only one degree of free-
dom removed by the inhomogeneous gauge transforma-
tion Eq. (2.33). Similarly to the chiral supermultiplets, we
need an auxiliary field for supersymmetry to be consis-
tent off-shell. We can denote with Da the gauge auxiliary
fields. The Lagrangian density for a gauge supermultiplet
Lgauge can be written as

Lgauge = −1
4
FaµνF

µνa + iλ†aσ̄µ∇µλa +
1
2
DaDa, (2.35)

where
Faµν = ∂µA

a
ν −∂νAaµ − gf abcAbµAcν (2.36)

is the usual Yang-Mills field strength, and

∇µλa = ∂µλ
a − gf abcAbµλc (2.37)

is the covariant derivative of the gaugino field. It can be
checked that

(δε2
δε1
− δε1

δε2
)X = i(−ε1σ

µε†2 + ε2σ
µε†1)∇µX (2.38)

for X equal to any of the gauge-covariant fields Faµν , λa,
λ†a, Da, as well as for arbitrary covariant derivatives act-
ing on them. This ensures that the supersymmetry algebra

{Qα,Q†α̇} = −2σ
µ
αα̇Pµ, (2.39)

{Qα,Qβ} = 0, {Q†α̇,Q
†
β̇
} = 0, (2.40)
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is realized on gauge-invariant combinations of fields in
gauge supermultiplets, as they were on the chiral super-
multiplets Eq. (2.16).

2.3.3 Lagrangian for chiral and gauge supermulti-
plets

Now that the Lagrangian for chiral and gauge supermul-
tiples is defined, we can construct a general Lagrangian
density for supermultiplets.

First, we can arrange the scalar, fermion and auxiliary
fields, Xi = φi ,ψi ,Fi , in the same representation of the
gauge group

Xi → Xi + igΛa(T aX)i , (2.41)

where (T a)i
j are hermitian matrices satisfying [T a,T b] =

if abcT c. Then, the ordinary derivatives in Eq. (2.17) need
to be replaced with covariant derivatives:

∇µφi = ∂µφi − igAaµ(T aφ)i (2.42)

∇µφ∗i = ∂µφ
∗i + igAaµ(φ∗T a)i (2.43)

∇µψi = ∂µψi + igAaµ(T aψ)i . (2.44)

Finally, we have to consider that there are other interac-
tions allowed by gauge invariance and involving the gaug-
ino and Da fields. Indeed, λa and Da couples to φi and ψi
as well as Aaµ couples to φi and ψi . The three other pos-
sible interaction terms keeping the theory renormalizable
(meaning of field mass dimension ≤ 4) are

(φ∗T aψ)λa, λ†a(ψ†T aφ), and (φ∗T aφ)Da. (2.45)

After some algebra for the terms of Eq. (2.45), the ex-
pression for the Lagrangian density for supermultiplets is

L = Lchiral +Lgauge −
√

2g(φ∗T aψ)λa

−
√

2gλ†a(ψ†T aφ) + g(φ∗T aφ)Da (2.46)
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where Lchiral and Lgauge are the chiral and gauge super-
multiplet Lagrangians of Eq. (2.29) and Eq. (2.46), respec-
tively, the first two terms in the second line are the direct
coupling of gauginos to matter fields, and the last term
provides an equation of motion for Da = −g(φ∗T aφ).

The complete scalar potential contained in Eq. (2.46) is

V (φ,φ∗) = F∗iFi +
1
2

∑
a

DaDa

=W ∗iW
i +

1
2

∑
a

g2
a (φ∗T aφ)2 (2.47)

where the F-term and D-term are expressed algebraically
in terms of the scalar fields and the gauge groups with
their respective couplings ga. The F-terms are fixed by
Yukawa couplings and fermion mass terms, and the D-
terms are fixed by the gauge interactions.

2.4 The Minimal Supersymmetric Standard Model

In the supersymmetric field theory, the interactions and
masses of all particles are determined just by their gauge
transformation properties and by the superpotential W .
In this Section, the superpotential is specified for the MSSM
case. The soft supersymmetry breaking is also introduced
and specified for the MSSM case. Finally, the particle spec-
trum, including the Higgs bosons in the MSSM, is also
presented and the phenomenology involving the particle
production and decay is reported.

2.4.1 The superpotential
As we have seen in Eq. (2.23), the superpotential W is
a function of the complex scalar fields φi , which trans-
form into left-handed Weyl fermions under supersymme-
try. We could arrange all of the bosonic, fermionic, and
auxiliary fields within the corresponding supermultiplet
into a single object that we name superfield, Φi ⊃ (φi ,ψi ,Fi).
If we proceed this way, W is a function of chiral super-
fields [19, 20]. The gauge quantum numbers and the mass
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dimension of a chiral superfield are the same as that of
its scalar component. In the superfield formulation, one
writes instead of Eq. (2.23)

W = LiΦi +
1
2
M ijΦiΦj +

1
6
yijkΦiΦjΦk. (2.48)

In the superfield formulation, the invariance under su-
persymmetry transformations is manifest by defining the
Lagrangian in terms of integrals over a superspace with
fermionic as well as ordinary commuting coordinates, and
implying exactly the same physics at the same time.

The MSSM superpotential

Now that we have introduced the superpotential for a generic
supersymmetric theory, we can specify it for the MSSM
case. This can be written as

WMSSM = ūyuQHu − d̄ydQHd − ēyeLHd +µHuHd (2.49)
where

• Hu, Hd , Q, L, ū, d̄, ē are chiral superfields correspond-
ing to the chiral supermultiplets in Table 2.1.

• yu,yd,ye are 3×3 matrices containing to the dimen-
sionless Yukawa coupling parameters.

• µ is the supersymmetric version of the Higgs boson
mass in the SM. It is unique because terms H ∗uHu or
H ∗dHd are forbidden in the superpotential, which must
be holomorphic in the chiral superfields (or equiv-
alently in the scalar fields) treated as complex vari-
ables. We can also see from the form of Eq. (2.49) why
both Hu and Hd are needed to give Yukawa couplings,
and thus masses, to all of the quarks and leptons.

Since the top quark, bottom quark and tau lepton are
the heaviest fermions in the SM, we can make the approx-
imation that only the (3,3) family components of each of
yu, yd and ye are non-negligible:

yu ≈
0 0 0
0 0 0
0 0 yt

 , yd ≈
0 0 0
0 0 0
0 0 yb

 , ye ≈
0 0 0
0 0 0
0 0 yτ

 .(2.50)
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In this limit, only the third family and Higgs fields con-
tribute to the MSSM superpotential,

WMSSM ≈ yt(t̄tH
0
u − t̄bH+

u )− yb(b̄tH−d − b̄bH
0
d ) +

−yτ(τ̄ντH
−
d − τ̄τH

0
d ) +µ(H+

uH
−
d −H

0
uH

0
d ), (2.51)

where we made explicit the separate SU (2)L weak isospin
components Q3 = (t b), L3 = (ντ τ), Hu = (H+

u H
0
u ), Hd =

(H0
d H
−
d ), ū3 = t̄, d̄3 = b̄, ē3 = τ̄ .

Since the Yukawa interactions yijk in a general super-
symmetric theory must be completely symmetric under
the interchange of i, j,k, we know that yu, yd and ye imply
not only Higgs-quark-quark and Higgs-lepton-lepton cou-
plings as in the SM, but also squark-Higgsino-quark and
slepton-Higgsino-lepton interactions. To illustrate this,
Figs. 2.2 (a), (b), (c) show some of the interactions involv-
ing the top-quark Yukawa coupling yt:

Figure 2.2: The top-quark Yukawa coupling (a) and its “supersymmetrizations"
(b), (c), all of strength yt .

• Figure 2.2 (a) shows the SM-like coupling of the top
quark to the neutral complex scalar Higgs boson, which
follows from the first term in Eq. (2.51). Here tL and
t†R are used in place of their synonyms t and t̄.

• Figure 2.2 (b) shows the coupling of the left-handed
top squark t̃L to the neutral higgsino field H̃0

u and right-
handed top quark.

• Figure 2.2 (c) the right-handed top anti-squark field
couples to H̃0

u and tL.

There are also scalar quartic interactions with strength
proportional to y2

t , from the last term in Eq. (2.29). Three



26 Chapter 2 Beyond the SM: Supersymmetry

of them are shown in Fig. 2.3, while five more can be ob-
tained by replacing t̃L→ b̃L and/or H0

u →H+
u .

Figure 2.3: Some of the (scalar)4 interactions with strength proportional to y2
t .

Scalar quartic interactions in the MSSM are allowed from
the last term in Eq. (2.47). Among them are (Higgs)4 terms
proportional to g2 and g ′2 in the scalar potential. These
are the direct generalization of the last term in the SM
Higgs potential to the case of the MSSM. Using the gen-
eral result of Eq. (2.29), µ provides for higgsino fermion
mass terms

−Lhiggsino mass = µ(H̃+
u H̃
−
d − H̃u

0H̃0
d ) + c.c., (2.52)

as well as Higgs squared-mass terms in the scalar poten-
tial

−LHiggs mass = |µ|2
(
|H0
u |2 + |H+

u |2 + |H0
d |

2 + |H−d |
2
)
. (2.53)

From a phenomenological point of view, the most im-
portant interactions involve gauge-coupling strength with
the gauge invariance of the kinetic terms in the Lagrangian
giving their couplings to the MSSM particles. These are
shown in Fig. 2.4:

Figure 2.4: Couplings of the gluino, wino, and bino to MSSM (scalar, fermion)
pairs.
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• Fig. 2.4 (a) shows the squark-quark-gluino coupling
given by

√
2g3(q̃ T aqg̃ +c.c.) where T a = λa/2 (a = 1...8)

are the matrix generators for SU (3)C . The (lepton,
slepton) and (Higgs, higgsino) pairs of course do not
couple to the gluino.

• Fig. 2.4 (b) shows the couplings of (squark, quark),
(lepton, slepton) and (Higgs, higgsino) pairs to the
winos. The winos only couple to the left-handed squarks
and sleptons.

• Fig. 2.4 (c) shows the couplings of (squark, quark),
(lepton, slepton) and (Higgs, higgsino) pairs to the bi-
nos. The bino coupling to each (scalar, fermion) pair is
also proportional to the weak hypercharge Y as given
in Table 2.1.

The µ-term and the Yukawa couplings in the superpo-
tential Eq. (2.49) combine to yield (scalar)3 couplings. Some
of these are shown in Fig. 2.5.

Figure 2.5: Some of the supersymmetric (scalar)3 couplings proportional to µ∗yt ,
µ∗yb, and µ∗yτ . When H0

u and H0
d get VEVs, these contribute to (a) t̃L, t̃R mixing,

(b) b̃L, b̃R mixing, and (c) τ̃L, τ̃R mixing.

They are proportional to µ∗yt, µ∗yb, and µ∗yτ respec-
tively:

L(scalar)3 = µ∗( ˜̄uyuũH
0∗
d + ˜̄dydd̃H

0∗
u + ˜̄eyeẽH

0∗
u

+ ˜̄uyud̃H
−∗
d + ˜̄dydũH

+∗
u + ˜̄eyeν̃H

+∗
u ) + c.c. (2.54)

and they play an important role in determining the mix-
ing of top squarks, bottom squarks, and tau sleptons.
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2.4.2 R-parity conservation

In the MSSM, it is useful to define for each particle in
the theory a multiplicatively conserved quantum number
called matter parity PM [21–24] defined as

PM = (−1)3(B−L). (2.55)

The chiral supermultiplets have baryon number B = +1/3
for Qi , B = −1/3 for ūi , d̄i , and B = 0 for all others. The to-
tal lepton number is L = +1 for Li , L = −1 for ēi , and L = 0
for all others. Therefore, the quark and lepton supermul-
tiplets have PM = −1, while the Higgs supermultiplets Hu
and Hd have PM = +1. The gauge bosons and gauginos do
not carry baryon number or lepton number, so they are
assigned matter parity PM = +1.

Matter parity can be recast in terms of R-parity [25],
defined for each particle as

PR = (−1)3(B−L)+2s (2.56)

where s is the spin of the particle. All of the SM particles
and the Higgs bosons have even R-parity (PR = +1), while
all of the sparticles (squarks, sleptons, gauginos, and hig-
gsinos) have odd R-parity (PR = −1).

Assuming matter parity conservation or R-parity con-
servation is equivalent, since the product of (−1)2s for the
particles involved in any interaction vertex in a theory
that conserves angular momentum is always equal to +1.
However, particles within the same supermultiplet do not
have the same R-parity.

In the MSSM case, a candidate term in the Lagrangian
(or in the superpotential) is allowed only if the product of
PM for all of the fields in it is +1, corresponding to the con-
servation of B and L. It would be possible, in fact, to add
other terms to the superpotential of Eq. (2.49) which are
still gauge-invariant and holomorphic in the chiral super-
fields but violate either B or L. The most general gauge-
invariant and renormalizable superpotential would include
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not only Eq. (2.49) but also the terms

W∆L=1 =
1
2
λijkLiLj ēk +λ′ijkLiQj d̄k +µ′iLiHu (2.57)

W∆B=1 =
1
2
λ′′ijkūi d̄j d̄k (2.58)

where family indices i = 1,2,3 have been restored. The
terms in Eq. (2.57) violate total lepton number by 1 unit
(as well as the individual lepton flavours) and those in
Eq. (2.58) violate baryon number by 1 unit.

It is easy to see that each of the terms in Eqs. (2.57) and
(2.58) is forbidden assuming R-parity, while the good and
necessary terms in Eq. (2.49) are allowed. The existence
of such terms allows B- and L-violating processes which
have not been observed experimentally, such as the pro-
ton decay, which would violate both B and L by 1 unit.
Allowing non-zero values for λ′ and λ′′ would result in a
finite lifetime of the proton.
R-parity conservation leads to no mixing between the

sparticles and the PR = +1 particles, and every interac-
tion vertex in the theory contains an even number of PR =
−1 sparticles. This has three extremely important phe-
nomenological consequences:

• The Lightest Supersymmetric Particle (LSP) is stable and,
if neutral, can be considered as a candidate of dark
matter constituent [26, 27].

• Sparticles can only be produced in pairs (or in even
numbers).

• Each sparticle other than the LSP decays into one LSP
or an odd number of LSPs.

2.4.3 Soft supersymmetry breaking interactions
From a phenomenological point of view, we expect super-
symmetry to be an exact symmetry that is spontaneously
broken, so that the Lagrangian density is invariant under
supersymmetry, but has a vacuum state that is not. In this
way, supersymmetry is hidden at low energies similarly to
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the electroweak symmetry in the SM. The SUSY-breaking
couplings should be soft in order to be able to naturally
maintain a hierarchy between the electroweak scale and
the Planck mass scale, and dimensionless SUSY-breaking
couplings should be absent.

The possible soft SUSY-breaking terms in the Lagrangian
of a general theory are

Lsoft = −
(1
2
Maλ

aλa +
1
6
aijkφiφjφk +

1
2
bijφiφj + tiφi

)
+ c.c.

− (m2)ijφ
j∗φi ,

(2.59)

where Ma are gaugino masses for each gauge group, aijk

are (scalar)3 couplings, (m2)ji and bij are scalar squared-
mass terms, and ti represent tadpole couplings. The term
with ti requiresφi to be a gauge singlet and does not occur
in the MSSM.

The terms in Lsoft break supersymmetry because they
involve only scalars and gauginos and not their respective
superpartners. In fact, the soft terms in Lsoft are capable
of giving masses to all of the scalars and gauginos in a
theory, even if the gauge bosons and fermions in chiral su-
permultiplets are massless or relatively light. The Feyn-
man diagram interactions corresponding to the allowed
soft terms in Eq. (2.59) are shown in Fig. 2.6.

Figure 2.6: Soft supersymmetry-breaking terms: (a) Gaugino mass Ma; (b) non-
holomorphic scalar squared mass (m2)ij ; (c) holomorphic scalar squared mass bij ;

and (d) scalar cubic coupling aijk .

For each of the interactions in Figs. 2.6 (a), (c), (d) there
is another with all arrows reversed, corresponding to the
complex conjugate term in the Lagrangian.
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The MSSM Soft supersymmetry breaking terms

The soft supersymmetry breaking Lagrangian term in the
MSSM can be written as

LMSSM
soft = −1

2

(
M3g̃ g̃ +M2W̃ W̃ +M1B̃B̃+ c.c.

)
−
(

˜̄u au Q̃Hu − ˜̄d ad Q̃Hd − ˜̄eae L̃Hd + c.c.
)

−Q̃†m2
Q Q̃ − L̃

†m2
L L̃− ˜̄um2

ū ˜̄u† − ˜̄dm2
d̄

˜̄d
†
− ˜̄em2

ē ˜̄e†

−m2
Hu
H ∗uHu −m2

Hd
H ∗dHd − (bHuHd + c.c.) (2.60)

where
• M3, M2, and M1 are the gluino, wino, and bino mass

terms, respectively;

• au, ad, ae are the (scalar)3 couplings corresponding to
aijk in Eq. (2.59)

• m2
Q, m2

ū, m2
d̄
, m2

L, m2
ē are the squark and slepton mass

terms of the (m2)ji type in Eq. (2.59);

• m2
Hu

andm2
Hd

are squared-mass terms of the (m2)ji type;

• b is the only squared-mass term of the type bij in Eq. (2.59)
that can occur in the MSSM.

The expression Eq. (2.60) is the most general soft SUSY-
breaking Lagrangian of the form Eq. (2.59) that is compat-
ible with gauge invariance and matter parity conservation
in the MSSM. Unlike the supersymmetry-preserving part
of the Lagrangian, the above LMSSM

soft introduces many new
parameters that were not present in the ordinary SM. We
expect these parameters to be

M1, M2, M3, au, ad, ae ∼ msoft, (2.61)
m2

Q,m
2
L,m

2
ū,m

2
d̄,m

2
ē, m

2
Hu
, m2

Hd
, b ∼ m2

soft, (2.62)

with a characteristic mass scalemsoft that is not much larger
than 103 GeV. There is a total of 105 masses, phases and



32 Chapter 2 Beyond the SM: Supersymmetry

mixing angles in the MSSM Lagrangian that cannot be ro-
tated away by redefining the phases and flavour basis for
the quark and lepton supermultiplets, and that have no
counterpart in the SM [28].

2.4.4 Electroweak symmetry breaking

In the MSSM, there are two complex Higgs doublets Hu =
(H+

u , H
0
u ) and Hd = (H0

d , H
−
d ) rather than just one in the

SM. The general expression of the scalar potential for the
Higgs scalar fields is given by

V = (|µ|2 +m2
Hu

)(|H0
u |2 + |H+

u |2) + (|µ|2 +m2
Hd

)(|H0
d |

2 + |H−d |
2)

+[b (H+
uH
−
d −H

0
uH

0
d ) + c.c.]

+
1
8

(g2 + g ′2)(|H0
u |2 + |H+

u |2 − |H0
d |

2 − |H−d |
2)2

+
1
2
g2|H+

uH
0∗
d +H0

uH
−∗
d |

2, (2.63)

where the terms proportional to |µ|2 come from F-terms
in Eq. (2.53), the terms proportional to g2 and g ′2 are the
D-term contributions in Eq. (2.47), and the terms propor-
tional to m2

Hu
, m2

Hd
, and b are a rewriting of the last three

terms of Eq. (2.60).
From observation, the minimum of this potential should

break electroweak symmetry down to electromagnetism,
SU (2)L × U (1)Y → U (1)EM. From the freedom to make
SU (2)L gauge transformations and rotate a possible VEV
for one of the weak isospin components of one of the scalar
fields, we can choose H+

u = 0 at the minimum of the po-
tential. Then, the minimum of the potential satisfying
∂V /∂H+

u = 0 must also have H−d = 0. The scalar potential
with the condition H+

u =H−d = 0 reduces to

V = (|µ|2 +m2
Hu

)|H0
u |2 + (|µ|2 +m2

Hd
)|H0

d |
2 − (bH0

uH
0
d + c.c.)

+
1
8

(g2 + g ′2)(|H0
u |2 − |H0

d |
2)2. (2.64)
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The phases of the fields only depend on the b-term and
a redefinition of the phase of Hu or Hd can absorb any
phase in b, so we can take b to be real and positive. A con-
dition on b can be also established to ensure the potential
is bounded from below. Then, a minimum of the potential
V requires thatH0

uH
0
d is also real and positive, so 〈H0

u〉 and
〈H0

d 〉must have opposite phases.
Furthermore, H0

u and H0
d need to be compatible with

the observed phenomenology of electroweak symmetry break-
ing, SU (2)L ×U (1)Y →U (1)EM. Denoting these as VEVs,

vu = 〈H0
u〉 vd = 〈H0

d 〉, (2.65)

they result related to the Z boson mass and the couplings
of the electroweak interaction:

v2
u + v2

d = v2 = 2m2
Z/(g

2 + g ′2) ≈ (174 GeV)2. (2.66)

The ratio of the VEVs is traditionally written as

tanβ ≡ vu/vd . (2.67)

The value of tanβ is not a fixed value known by present
experiments and depends on the other parameters of the
MSSM. In fact, imposing the conditions ∂V /∂H0

u = ∂V /∂H0
d =

0 so that the potential Eq. (2.64) has a minimum satisfying
Eqs. (2.66) and (2.67), and recalling that vu = v sinβ and
vd = v cosβ are taken to be real and positive, we can write

sin(2β) =
2b

m2
Hu

+m2
Hd

+ 2|µ|2
, (2.68)

m2
Z =

|m2
Hd
−m2

Hu
|√

1− sin2(2β)
−m2

Hu
−m2

Hd
− 2|µ|2 (2.69)

where |µ|2, b, m2
Hu

and m2
Hd

are taken as input parameters.
Additionally, we can expect from Eqs. (2.68) and 2.69 that
all of the input parameters are within an order of magni-
tude or two of m2

Z .
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2.4.5 The Higgs bosons

The Higgs scalar fields in the MSSM consist of two com-
plex SU (2)L doublets, or eight real, scalar degrees of free-
dom. When the electroweak symmetry is broken, three of
them are the would-be Nambu-Goldstone bosons G0, G±,
which become the longitudinal modes of the Z and W ±
massive vector bosons. The remaining five Higgs scalar
mass eigenstates consist of two CP-even neutral scalars
h0 and H0, one CP-odd neutral scalar A0, and a charge
+1 scalar H+ and its conjugate charge −1 scalar H−. The
gauge-eigenstate fields can be expressed in terms of the
mass eigenstate fields as:(

H0
u

H0
d

)
=

(
vu
vd

)
+

1
√

2
Rα

(
h0

H0

)
+
i
√

2
Rβ0

(
G0

A0

)
(2.70)

(
H+
u

H−∗d

)
= Rβ±

(
G+

H+

)
(2.71)

where the orthogonal rotation matrices

Rα =
(

cosα sinα
−sinα cosα

)
, Rβ0

=
(

sinβ0 cosβ0

−cosβ0 sinβ0

)
,

,

Rβ± =
(

sinβ± cosβ±
−cosβ± sinβ±

)
, (2.72)

are chosen so that the quadratic part of the potential has
diagonal squared-masses:

V =
1
2
m2
h0(h0)2 +

1
2
m2
H0(H0)2 +

1
2
m2
G0(G0)2 +

1
2
m2
A0(A0)2

+m2
G± |G

+|2 +m2
H± |H

+|2 + ... . (2.73)
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Then, provided that vu ,vd minimize the tree-level poten-
tial, one finds that β0 = β± = β, and m2

G0 =m2
G± = 0, and

m2
A0 = 2b/ sin(2β) = 2|µ|2 +m2

Hu
+m2

Hd
(2.74)

m2
h0,H0 =

1
2

(
m2
A0 +m2

Z ∓
√

(m2
A0 −m2

Z)2 + 4m2
Zm

2
A0 sin2(2β)

)
, (2.75)

m2
H± = m2

A0 +m2
W . (2.76)

The mixing angle α is determined, at tree-level, by

sin2α
sin2β

= −
m2

H0 +m2
h0

m2
H0 −m2

h0

 , tan2α
tan2β

=

m2
A0 +m2

Z

m2
A0 −m2

Z

 , (2.77)

and is traditionally chosen to be negative; it follows that
−π/2 < α < 0 (provided mA0 > mZ).

The naturalness of the mass of the lightest Higgs boson

The masses of A0, H0 and H± can be arbitrarily large, in
principle, since they all grow with b/ sin(2β). In contrast,
the mass of h0 is bounded above. From Eq. (2.75), one
finds at tree-level [29, 30]:

mh0 < mZ |cos(2β)|. (2.78)

However, from this inequality, the lightest Higgs boson
mass could not approach the observed value of 125 GeV.
The tree-level formula for the squared mass of h0 is sub-
ject to quantum corrections that can accommodate the ob-
served value of mh0, with the largest such contributions
coming from top and stop loops, as shown in Fig. 2.7.

In the limit of top-squark masses mt̃1 and mt̃2 much
greater than the top quark mass mt, the largest radiative
correction to m2

h0 in Eq. (2.75) is

∆(m2
h0) =

3
4π2 cos2α y2

t m
2
t

[
ln(mt̃1mt̃2/m

2
t ) +∆threshold

]
, (2.79)

where ∆threshold comes from the finite threshold correction
to the supersymmetric Higgs quartic coupling via the first



36 Chapter 2 Beyond the SM: Supersymmetry

Figure 2.7: Contributions to the MSSM lightest Higgs squared mass from top-
quark and top-squark one-loop diagrams. Incomplete cancellation, due to soft
supersymmetry breaking, leads to a large positive correction to m2

h0 in the limit
of heavy top squarks.

three diagrams shown in Fig. 2.8 and is given by

∆threshold = c2
t̃ s

2
t̃ [(m2

t̃2
−m2

t̃1
)/m2

t ] ln(m2
t̃2
/m2

t̃1
)

+c4
t̃ s

4
t̃

[
(m2

t̃2
−m2

t̃1
)2 − 1

2
(m4

t̃2
−m4

t̃1
) ln(m2

t̃2
/m2

t̃1
)
]
/m4

t ,

(2.80)

with ct̃ and st̃ equal to the cosine and sine of a top-squark
mixing angle θt̃. The term with ln(mt̃1mt̃2/m

2
t ) in Eq. (2.79)

comes from the renormalization group running of the Higgs
quartic coupling to the quark top as shown in the last di-
agram in Fig. 2.8.

Figure 2.8: Contributions to the low-energy SM effective Higgs quartic interac-
tion. Integrating out the top quark and top squarks yields threshold contribu-
tions to the quartic Higgs coupling in the low-energy effective theory from the
first three one-loop diagrams. The last diagram, involving the top quark, pro-
vides renormalization group running of the low-energy effective Higgs quartic
coupling proportional to y4

t .

Considering the corrections of Eq. (2.79), themh0 is bounded
from above in the MSSM,

mh0 . 135 GeV. (2.81)

It is common to associate h0 to the Higgs boson of the SM
with a mass of 125 GeV. However, in order for this predic-
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tion to be valid, the sparticles that can contribute to m2
h0

in loops shall have masses that do not exceed 1 TeV.

Masses and CKM mixing angles

In the MSSM, the masses and CKM mixing angles are de-
termined not only by the Yukawa couplings of the super-
potential but also the parameter tanβ. The mass matrix
for up-type quarks is proportional to vu = v sinβ and for
down-type quarks is proportional to vd = v cosβ thus, at
tree-level,

mt = ytv sinβ, mb = ybv cosβ, mτ = yτv cosβ. (2.82)

These relations hold for the running masses rather than
the physical pole masses, which are significantly larger
for t,b [31–33]. Including those corrections, one can re-
late the Yukawa couplings to tanβ and the known fermion
masses and CKM mixing angles. To a first approximation,
yb/yt = (mb/mt) tanβ and yτ /yt = (mτ /mt) tanβ, so that yb
and yτ cannot be neglected if tanβ is much larger than 1.
In fact, there are good theoretical motivations for consid-
ering models with large tanβ. Models based on the GUT
gauge group SO(10) can unify the running top, bottom
and tau Yukawa couplings at the unification scale, requir-
ing requires tanβ to be very roughly of order mt/mb [34–
43].

2.5 The MSSM phenomenology

2.5.1 The sparticle spectrum
In the MSSM, there are 32 distinct masses correspond-
ing to undiscovered particles, not including the gravitino.
The mass eigenstates of the MSSM are listed in Table 2.3,
assuming only that the mixing of first- and second-family
squarks and sleptons is negligible.

Neutralinos and charginos

The higgsinos and electroweak gauginos mix with each
other because of the effects of electroweak symmetry break-
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Names Spin PR Gauge Eigenstates Mass Eigenstates

Higgs bosons 0 +1 H0
u H

0
d H

+
u H

−
d h0 H0 A0 H±

ũL ũR d̃L d̃R (same)

squarks 0 −1 s̃L s̃R c̃L c̃R (same)

t̃L t̃R b̃L b̃R t̃1 t̃2 b̃1 b̃2

ẽL ẽR ν̃e (same)

sleptons 0 −1 µ̃L µ̃R ν̃µ (same)

τ̃L τ̃R ν̃τ τ̃1 τ̃2 ν̃τ

neutralinos 1/2 −1 B̃0 W̃ 0 H̃0
u H̃0

d χ̃0
1 χ̃

0
2 χ̃

0
3 χ̃

0
4

charginos 1/2 −1 W̃ ± H̃+
u H̃−d χ̃±1 χ̃±2

gluino 1/2 −1 g̃ (same)

goldstino
(gravitino)

1/2
(3/2) −1 G̃ (same)

Table 2.3: The undiscovered particles in the MSSM (with sfermion mixing for the
first two families assumed to be negligible).

ing. In particular:

• Neutralinos are the four mass eigenstates formed from
the combination of the neutral higgsinos (H̃0

u and H̃0
d )

and the neutral gauginos (B̃, W̃ 0). They are denoted
by χ̃0

i (i = 1,2,3,4), with the convention that mχ̃0
1
<

mχ̃0
2
< mχ̃0

3
< mχ̃0

4
.

• Charginos are the four mass eigenstates formed from
the combination of the charged higgsinos (H̃+

u and H̃−d )
and winos (W̃ + and W̃ −). They are denoted by χ̃±i (i =
1,2), with the convention that mχ̃±1 < mχ̃±2 .
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Neutralino masses

The Lagrangian for the neutralino mass term is written in
the gauge eigenstate basis ψ0 = (B̃, W̃ 0, H̃0

d , H̃
0
u ) as

Lneutralino mass = −1
2

(ψ0)TMχ̃0ψ0 + c.c., (2.83)

where the neutralino mass matrix is

Mχ̃0 =


M1 0 −g ′vd/

√
2 g ′vu/

√
2

0 M2 gvd/
√

2 −gvu/
√

2
−g ′vd/

√
2 gvd/

√
2 0 −µ

g ′vu/
√

2 −gvu/
√

2 −µ 0

 , (2.84)

with M1 and M2 representing the mass terms introduced
in Eq. (2.60), −µ the supersymmetric higgsino mass terms
of Eq. (2.52), and the terms containing the g,g ′ couplings
deriving from the Higgs-higgsino-gaugino vertexes of Eq. (2.46)
with the Higgs scalars replaced by their VEVs. The matrix
can also be rearranged as

Mχ̃0 =


M1 0 −cβ sW mZ sβ sW mZ
0 M2 cβ cW mZ −sβ cW mZ

−cβ sW mZ cβ cW mZ 0 −µ
sβ sW mZ −sβ cW mZ −µ 0

 (2.85)

with sβ = sinβ, cβ = cosβ, sW = sinθW , and cW = cosθW .
The physical mass eigenstates χ̃0

i are obtained by diago-
nalizing the neutralino mass matrix by a unitary matrix
N,

N∗Mχ̃0N−1 =


mχ̃0

1
0 0 0

0 mχ̃0
2

0 0

0 0 mχ̃0
3

0

0 0 0 mχ̃0
4


, (2.86)



40 Chapter 2 Beyond the SM: Supersymmetry

and applying it to the gauge eigenstate neutralino basis

χ̃0
i = Nijψ

0
j . (2.87)

Chargino masses

A similar procedure can be followed for the chargino sec-
tor. The Lagrangian for the chargino mass term is written
in the gauge-eigenstate basis ψ± = (W̃ +, H̃+

u , W̃
−, H̃−d ) as

Lchargino mass = −1
2

(ψ±)TMχ̃±ψ
± + c.c. (2.88)

where the chargino mass matrix can be conveniently or-
ganized in the 2× 2 block form,

Mχ̃± =
(

0 XT

X 0

)
, (2.89)

with

X =
(
M2 gvu
gvd µ

)
=

(
M2

√
2sβmW√

2cβmW µ

)
. (2.90)

Two different unitary 2×2 matrices, U and V diagonalize
X,

U∗XV−1 =

mχ̃±1 0

0 mχ̃±2

 , (2.91)

and provide the mass eigenstates for the positively and
negatively charged charginos separately(

χ̃+
1
χ̃+

2

)
= V

(
W̃ +

H̃+
u

)
,

(
χ̃−1
χ̃−2

)
= U

(
W̃ −

H̃−d

)
. (2.92)

Mass hierarchy in the electroweak sector

The mass hierarchy in the electroweak sector is not unique
and depends on the masses eigenstates of the particles.
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Figure 2.9: The different mass hierarchies in the electroweak sector.

Three different mass hierarchies can be distinguished in
the electroweak sector, as can be seen in Fig. 2.9: the wino-
bino, the higgsino LSP and the wino LSP.

In the wino-bino mass hierarchy, the condition

µ � M2 >M1, (2.93)

is satisfied and the lightest neutralino is very nearly a bino-
like mass eigenstate χ̃0

1 ≈ B̃, the next-to-lightest neutralino
a wino-like mass eigenstate χ̃0

2 ≈ W̃ 0, and χ̃0
3, χ̃

0
4 are two

higgsino-like mass eigenstates χ̃0
3, χ̃

0
4 ≈ (H̃0

u ± H̃0
d )/
√

2. The
neutralino mass eigenvalues are given by:

mχ̃0
1

= M1 −
m2
Zs

2
W (M1 +µsin2β)

µ2 −M2
1

+ . . . , (2.94)

mχ̃0
2

= M2 −
m2
W (M2 +µsin2β)

µ2 −M2
2

+ . . . , (2.95)

mχ̃0
3

= |µ|+
m2
Z(I − sin2β)(µ+M1c

2
W +M2s

2
W )

2(µ+M1)(µ+M2)
+ . . . ,(2.96)

mχ̃0
4

= |µ|+
m2
Z(I + sin2β)(µ−M1c

2
W −M2s

2
W )

2(µ−M1)(µ−M2)
+ . . . , (2.97)

where M1 and M2 are assumed real and positive, and µ
is real with signI = ±1. In this limit, the chargino mass
eigenstates consist of a wino-like χ̃±1 and a higgsino-like
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χ̃±2 , with mass eigenvalues:

mχ̃±1 = M2 −
m2
W (M2 +µsin2β)

µ2 −M2
2

+ . . . (2.98)

mχ̃±2 = |µ|+
Im2

W (µ+M2 sin2β)

µ2 −M2
2

+ . . . . (2.99)

Interestingly, χ̃±1 is degenerate with the neutralino χ̃0
2 and

higgsino-like mass eigenstates χ̃0
3, χ̃0

4 and χ̃±2 have masses
of order |µ|.

In the higgsino LSP mass hierarchy, the condition

M2, M1� µ (2.100)

is satisfied and the lightest chargino, the lightest neutralino
and the next-to-lightest neutralino form a triplet of nearly
degenerate higgsino-like mass eigenstates, χ̃±1 χ̃

0
1 χ̃

0
2 ≈ (H̃0

u ±
H̃0
d )/
√

2.
Finally, we can discuss the relationships of the mass

terms considering a model in which the gaugino masses
unify near the scaleQ =MU = 1.5×1016 with a gauge cou-
pling value gU and a mass value called m1/2. Since the
three ratios Ma/g

2
a are each constant up to small two-loop

corrections,

M1

g2
1

=
M2

g2
2

=
M3

g2
3

=
m1/2

g2
U

(2.101)

at any RG scale. In models satisfying Eq. (2.101), one has
the prediction at the electroweak scale that

M1 ≈
5
3

tan2θWM2 ≈ 0.5M2. (2.102)

The case of M1 ≈ 0.5M2 is used in many models or as a
benchmark framework in many phenomenological stud-
ies.
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The gluino

The gluino is the only particle in the MSSM that has no
mixing with any other particle due to its colour octet struc-
ture. The gluino mass parameter M3 is related to the bino
and wino mass parameters M1 and M2 by Eq. (2.101),

M3 =
αs
α

sin2θWM2 =
3
5
αs
α

cos2θWM1 (2.103)

at any RG scale and up to small two-loop corrections. Near
the TeV scale, we have the prediction

M3 :M2 :M1 ≈ 6 : 2 : 1 (2.104)

from which we can suspect that the gluino is heavier than
the lighter neutralinos or charginos. However, the validity
of these relations depends on the mass scenario of gaugi-
nos at the RG scale Q.

The squarks and sleptons

Squarks and sleptons with the same electric charge, R-
parity, and colour quantum numbers can mix with each
other. However, only squarks and sleptons of the third
generation have large mixing due to the large Yukawa (yt,
yb, yτ) and soft (at, ab, aτ) couplings in the Renormaliza-
tion Group (RG) equations, while the first and second gen-
eration of squarks and sleptons have negligible Yukawa
couplings and they end up in nearly degenerate, unmixed
pairs.

The Lagrangian for the stop masses in the gauge-eigenstate
basis (̃tL, t̃R) is given by

Lstop masses = −
(̃
t∗L t̃∗R

)
m2

t̃

(
t̃L
t̃R

)
, (2.105)

where

m2
t̃ =

 m2
Q3

+m2
t +∆ũL v(a∗t sinβ −µyt cosβ)

v(at sinβ −µ∗yt cosβ) m2
ū3

+m2
t +∆ũR

 (2.106)
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is a hermitian mass matrix constructed by considering
the following terms:

• the squared mass terms m2
Q3

+ ∆ũL, with ∆ũL = (1
2 −

2
3 sin2θW )cos(2β)m2

Z , coming from t̃∗Lt̃L, and m2
ū3

+∆ũR
with ∆ũR = (−1

2 + 1
3 sin2θW )cos(2β)m2

Z coming from
t̃∗Rt̃R;

• the squared mass term m2
t coming from t̃∗Lt̃L or t̃∗Rt̃R of

the F-terms in the scalar potential;

• −µ∗vyt cosβ t̃∗Rt̃L+c.c. coming from contributions to the
scalar potential from F-terms of the form −µ∗yt̃ t̄t̃H0∗

d +
c.c.;

• atv sinβ t̃Lt̃∗R + c.c. coming from contributions to the
scalar potential from the soft (scalar)3 couplings at̃ t̄Q̃3H

0
u+

c.c..
The stop mass eigenstates are obtained by a unitary ma-

trix that diagonalizes the hermitian matrix(̃
t1
t̃2

)
=

(
ct̃ −s∗t̃
st̃ c∗t̃

)(
t̃L
t̃R

)
(2.107)

and contains the cosine ct̃ and sine st̃ of the stop mix-
ing angle θt̃. At the electroweak scale, RG effects induce
m2
ū3
< m2

Q3
and both of these quantities are smaller than

the squark squared masses for the first two families. There-
fore, some models predict that t̃1 is the lightest squark of
all and that it is predominantly t̃R.

A very similar approach can be adopted for the bottom
squarks and charged tau sleptons in their respective gauge
eigenstate bases. The magnitude and importance of their
mixing depend on how big tanβ is. If tanβ is not too large,
the sbottoms and staus do not get a very large effect from
the mixing terms and the mass eigenstates are very nearly
the same as the gauge eigenstates. For larger values of
tanβ, yb, yτ and ab, aτ are non-negligible and the mixing
can be significant.
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2.5.2 Sparticle production
At colliders, sparticles can be produced in pairs from par-
ton collisions of electroweak strength or QCD strength.

The possible electroweak strength processes are:

• the chargino or neutralino pair production (see Fig.
2.10),

qq̄→ χ̃+
i χ̃
−
j , χ̃

0
i χ̃

0
j ; (2.108)

Figure 2.10: Feynman diagrams for electroweak production of a pair of charginos
or a pair of neutralinos at hadron colliders from quark-antiquark annihilation.

• the production of a pair of a chargino and a neutralino
(see Fig. 2.11),

ud̄→ χ̃+
i χ̃

0
j , dū→ χ̃−i χ̃

0
j ; (2.109)

Figure 2.11: Feynman diagrams for electroweak production of a pair of a chargino
and a neutralino at hadron colliders from quark-antiquark annihilation.

• the production of a pair of sleptons or a pair of neu-
tralinos (see Fig. 2.12),

qq̄→ ˜̀+
i

˜̀−
j , ν̃`ν̃

∗
`; (2.110)
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Figure 2.12: Feynman diagrams for electroweak production of a pair of sleptons
and a pair of sneutrinos at hadron colliders from quark-antiquark annihilation.

• the production of a pair of a slepton and a sneutrino
(see Fig. 2.13),

ud̄→ ˜̀+
L ν̃` dū→ ˜̀−

L ν̃
∗
`. (2.111)

Figure 2.13: Feynman diagrams for electroweak production of a pair of a slepton
and a sneutrino at hadron colliders from quark-antiquark annihilation.

The possible QCD strength processes are:

• the gluinos and squark-antisquark pair production from
gluon fusion (see Fig. 2.14),

gg→ g̃ g̃ , q̃i q̃
∗
j ; (2.112)

Figure 2.14: Feynman diagrams for QCD production of a pair of a gluinos and a
pair of squark-antisquark at hadron colliders from gluon fusion.

• the production of a pair of a gluino and a squark (see
Fig. 2.15),

gq→ g̃ q̃i ; (2.113)
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Figure 2.15: Feynman diagrams for QCD production of a gluino and a squark at
hadron colliders from gluon fusion.

• the gluinos and squark-antisquark pair production from
a quark-antiquark pair (see Fig. 2.16),

qq̄→ g̃ g̃ , q̃i q̃
∗
j ; (2.114)

Figure 2.16: Feynman diagrams for QCD production of a pair of a gluinos and a
pair of squark-antisquark at hadron colliders from gluon fusion.

• the production of a squark pair from two quarks (see
Fig. 2.17),

qq→ q̃i q̃j . (2.115)

Figure 2.17: Feynman diagrams for QCD production of a squark pair from two
quarks at hadron colliders from gluon fusion.

The electroweak processes from Eqs. (2.108)-(2.111) get
contributions from electroweak vector bosons in the s-channel,
and those in Eqs. (2.108)-(2.109) also have t-channel squark-
exchange contributions that are less important in most
models. The strong processes in Eqs. (2.112)-(2.17) get
contributions from the t-channel exchange of an appro-
priate squark or gluino, and the processes from Eqs. (2.112)-
(2.113) also have gluon s-channel contributions.

Due to the parton distribution functions, the favoured
parton collisions were quark-antiquark annihilation at the
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Tevatron and gluon-gluon and gluon-quark fusion at the
LHC. However, the supersymmetric signal is most likely
produced by an inclusive combination of these parton col-
lisions happening at the colliders.

Cross-sections for sparticle production at hadron col-
liders with

√
s = 13 TeV are shown in Fig. 2.18 (computa-

tions can be found in Ref. [44–49]). As can be seen, in all
cases, the production cross-sections decrease as a function
of the sparticle mass.
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0
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Figure 2.18: Cross-section predictions for various supersymmetric processes in
pp collisions at

√
s = 13 TeV. Reported values are based on the agreement between

the ATLAS and CMS collaborations, as well as with the LPCC SUSY cross-section
working group. Calculations including the resummation of soft gluon emission
at the next-to-leading logarithmic accuracy are used whenever available.

At the Tevatron collider, the chargino and neutralino
production processes tended to have the larger cross-sections
while the situation is currently reversed at the LHC, with
the production of gluinos and squarks by gluon-gluon and
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gluon-quark fusion usually dominating. It is also possible
to have the production of a chargino or neutralino associ-
ated with a squark or gluino, but models predict that the
cross-sections for such processes are much lower than for
the ones in Eqs. (2.108)-(2.17). Slepton pair production is
compelling at the LHC [50] and it has the lowest produc-
tion cross-section.

2.5.3 Sparticle decay
Different decay modes for each supersymmetric particle
are available assuming that the χ̃0

1 is the LSP:

• Charginos and neutralinos can decay into lighter su-
persymmetric particles through a SM boson of the elec-
troweak interaction or through the lightest Higg bo-
son, if the mass splitting is sufficiently large. They
can also decay into a pair with a slepton or a sneu-
trino, if the slepton and the sneutrino are sufficiently
light, or they can decay into heavier Higgs boson and
quark+squark pairs, although disfavoured kinemati-
cally:

χ̃0
i → Zχ̃0

j , W χ̃±j , h
0χ̃0

j , `
˜̀, νν̃, A0χ̃0

j , H
0χ̃0

j , H
±χ̃∓j , qq̃
(2.116)

χ̃±i →Wχ̃0
j , Zχ̃

±
1 , h

0χ̃±1 , `ν̃, ν
˜̀, A0χ̃±1 , H

0χ̃±1 , H
±χ̃0

j , qq̃
′.

(2.117)
The Feynman diagrams for the neutralino and chargino
decays with χ̃0

1 in the final state are shown in Fig. 2.19.

If Eq. (2.100) is satisfied, higgsino-like charginos χ̃±1
and next-to-lightest neutralinos χ̃0

2 are close in mass
to the the LSP χ̃0

1 they decay into. If the mass splitting
is of the order of the GeV, they decay producing pions,
or they can decay into leptons:

χ̃±1 → χ̃0
1π, χ̃

0
1ππ, χ̃

0
1eνe, χ̃

0
1µνµ, χ̃

0
1τντ , (2.118)
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Figure 2.19: Feynman diagrams for neutralino and chargino decays with χ̃0
1 in

the final state. The intermediate scalar or vector boson in each case can be either
on-shell (so that actually there is a sequence of two-body decays) or off-shell,
depending on the sparticle mass spectrum.

χ̃0
2→ χ̃0

1π, χ̃
0
1ππ, χ̃

0
1

∑
`

ν`ν`, χ̃
0
1ee, χ̃

0
1µµ. (2.119)

The branching ratios for chargino χ̃±1 and neutralino
χ̃0

2 decays depend on the mass splittings ∆m(χ̃±1 , χ̃
0
1)

and ∆m(χ̃0
2, χ̃

0
1) and are shown in Fig. 2.20 [51, 52].

• Sleptons can decay into a lepton with a neutralino or
a chargino:

˜̀→ `χ̃0
i , νχ̃±i , and ν̃→ νχ̃0

i , `χ̃±i . (2.120)

In particular, the direct decays into LSP neutralinos
˜̀→ `χ̃0

1 and ν̃→ νχ̃0
1 are kinematically allowed. How-

ever, if the sleptons are sufficiently heavy, the other
decay modes can be relevant.
The right-handed sleptons do not have a coupling to
the SU (2)L gauginos, so they typically prefer the di-
rect decay ˜̀

R → `χ̃0
1, if χ̃0

1 is bino-like. In contrast,
the left-handed sleptons may prefer to decay as ˜̀

L→
`χ̃0

2, νχ̃
±
1 rather than the direct decays to the LSP, if

the former is kinematically open and if χ̃0
2 and χ̃±1 are

mostly wino.



2.5. The MSSM phenomenology 51

Figure 2.20: Branching ratios for chargino χ̃±1 and neutralino χ̃0
2 decays as func-

tions of the mass splittings ∆m(χ̃±1 , χ̃
0
1) and ∆m(χ̃0

2, χ̃
0
1).

• Squark prefers to decay as q̃ → qg̃ if kinematically
allowed due to the QCD strength interaction vertex.
Otherwise, they produce a quark plus neutralino or
chargino: q̃→ qχ̃0

i or q′χ̃±i .
The direct decay to the LSP, q̃→ qχ̃0

1 is kinematically
favored and it can dominate for right-handed squarks
if χ̃0

1 is mostly bino. However, the left-handed squarks
prefer to decay into heavier charginos or neutralinos
due to the squark-quark-wino couplings which are big-
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ger than the squark-quark-bino couplings. The gluino,
chargino or neutralino resulting from the squark de-
cay will in turn decay producing cascade decays [53–
55].
It is possible that the decays t̃1→ tg̃ and t̃1→ tχ̃0

1 are
both kinematically forbidden. If so, then the lighter
top squark may decay only into charginos, by t̃1 →
bχ̃+

1 , or by a three-body decay t̃1 → bW χ̃0
1. If even

this decay is kinematically closed, then it has only the
flavor-suppressed decay to a charm quark, t̃1 → cχ̃0

1,
and the four-body decay t̃1→ bf f ′χ̃0

1.

• Gluinos can decay only through a squark, either on-
shell or virtual. The two-body decay g̃ → qq̃ domi-
nates whenever it is possible due to the gluino-quark-
squark coupling which has QCD strength. The decay
g̃ → tt̃1 and/or g̃ → bb̃1 is possible if the top and bot-
tom squarks are lighter than all of the other squarks.
If all of the squarks are heavier than the gluino, the
gluino will decay only through off-shell squarks, so
g̃ → qqχ̃0

i and qq′χ̃±i . The squarks, neutralinos and
charginos in these final states decay producing cas-
cades.



Chapter 3

LHC and the ATLAS
Experiment

In this Chapter, an overview of the experimental setup of
the LHC, its accelerating facilities and the main experi-
ments are presented. The data analysed in this thesis are
taken from

√
s = 13 TeV proton-proton (pp) collisions pro-

duced by the LHC at CERN from 2015 to 2018, the so-
called Run 2, and recorded by the ATLAS detector [56]. A
description of the ATLAS detector as composed of differ-
ent sub-detectors is also presented.
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3.1 The Large Hadron Collider

The LHC is placed in the 27 km tunnel previously built
for LEP at CERN and it is currently the most powerful ac-
celerator in the world, able to accelerate protons with an
energy up to 13.6 TeV in the centre of mass. The discovery
potential at the TeV scale allows experimental physicists
to study the fundamental processes of the Standard Model
with great detail and to search for new physics never ob-
served before.
The choice of a collider accelerating protons instead of
electrons is motivated by the much higher energy achiev-
able in the centre of mass. In fact, any charged particle
radiates photons when accelerated. The energy loss of a
particle in a circular motion, known as synchrotron radi-
ation, depends on its mass m as the following formula:

dE
dt
∝ E4

m4R
(3.1)

where E is the energy of the particle and R is the radius of
the orbit of the particle. As we can see, this implies that
for fixed radius and fixed energy, as we would have at a
collider, electrons lose (mp/me)4 ≈ 1012 times more energy
than a proton. This sets a limit to the energy of accelerat-
ing electrons to around 100 GeV. To compensate for this
we would have to build a much bigger ring for the elec-
trons, causing the price of the project to increase.

Nonetheless, there are, at the current time, projects in-
volving accelerators with electrons: CEPC [57] (in China)
and the first stage of the FCC project, FCC-ee (at CERN)
[58–60]. They both will have a circumference of around
100 km, and a cost significantly higher than LEP or LHC.
Other projects involve linear accelerators using electrons,
such as the CLIC [61] (at CERN) and ILC [62–65] (in Japan).
They both require a great length, e.g. CLIC is proposed to
be 11 km long with an energy of 380 GeV in the first stage,
while ILC will initially be 20 km long and operated with
an energy of 250 GeV. A drawback of linear accelerators
is represented by the fact that bunches can cross just one
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time and therefore the luminosity is smaller. While using
protons is more advantageous for synchrotron radiation,
it brings in new problems that are absent in an electron
collider. This is due to the fact that protons have a com-
plex structure.
Interesting collisions between protons can be of two dif-
ferent kinds: soft or hard. Soft collisions are the results
of protons interacting as a whole, with low momentum
transfer (≈ 500 MeV) and large cross-section. Hard colli-
sion happens when the constituents of the protons, glu-
ons and quarks, interact with each other. In this kind of
events, we can produce new particles.

In an event of hard collision, the partonic centre of mass
energy is unknown since quarks and gluons carry an arbi-
trary fraction of the proton momentum. For this reason,
making kinematic calculations is more difficult. More-
over, the important events for physics are the ones from
hard collisions, but these have cross-sections orders of mag-
nitude smaller than soft collisions. For this reason, a high
luminosity collider is needed.

The rate of events produced at LHC, dN/dt, is given
by the product of the instantaneous luminosity L and the
cross-section σ ,

dN
dt

= L · σ. (3.2)

The instantaneous luminosity is a quantity related to
the performance of the machine and is measured in cm−1s−1.
It is related to the frequency f of bunch crossing and the
product of the number of particle in both bunches (n1 and
n2) over the crossing area A = 4πσxσy ,

L =
f n1n2

4πσxσy
. (3.3)

The total number of events recorded during a given pe-
riod of time can be obtained as the product of the inte-
grated luminosity Lint and the cross-section σ , where Lint
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is the instantaneous luminosity integrated over the period
of time:

Lint =
∫
Ldt. (3.4)

LHC started colliding the first beams in 2009, used for
tests and calibration. In March 2010 LHC reached the
proton-proton collision energy of 7 TeV, starting a period
of data-taking that lasted till 2011. During 2012 LHC
reached an energy at center of mass of 8 TeV with a peak
instantaneous luminosity of 8×1033cm−2s−1. Together these
periods are referred to as Run 1, and they amount to a to-
tal of 25 fb−1 data taken, for both the ATLAS and the CMS
experiments. After a shutdown during 2013 and 2014
for technical improvements called Long Shutdown 1 (LS1),
LHC started to operate again in 2015, reaching an energy
in the centre-of-mass of 13 TeV and a peak luminosity of 5
×1033cm−2s−1 with a separation of bunches of 25 ns. LHC
delivered 4.2 fb−1 in 2015, and ATLAS recorded a total
of 3.9 fb−1. From 2016 to 2018 LHC has steadily contin-
ued to deliver collisions at the same energy in the center-
of-mass, delivering 38.5 fb−1 in 2016, 50.24 fb−1 in 2017,
and 63.35 fb−1 in 2018. The luminosity recorded by AT-
LAS is instead: 35.56 fb−1 in 2016, 46.89 fb−1 in 2017, and
60.64 fb−1 in 2018, for a total in Run 2 of 146.9 fb−1. The
dataset used in the analyses is a sub-sample where low
quality events are removed. This sub-sample consists of
139 fb−1.
The integrated luminosity delivered by LHC during Run 2,
recorded by ATLAS and certified to be good quality data
is shown in Fig. 3.1.

Between 2019 and 2022 LHC was shut down to allow
for additional improvement and maintenance of the ac-
celeration facilities and the detectors. As can be seen in
Fig .3.2, this period is referred to as LS2 and was used by
ATLAS to perform detector upgrades that are described
in Section 3.2.8. In 2022, the Run 3 has started and LHC
is delivering pp collisions with an energy in the centre of
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Figure 3.1: Cumulative luminosity versus time delivered to ATLAS (green),
recorded by ATLAS (yellow), and certified to be good quality data (blue) during
stable beams for pp collisions at 13 TeV centre-of-mass energy in 2015-2018.

mass of 13.6 TeV. The expected nominal luminosity that is
going to be delivered during Run 3 is about twice the one
delivered in Run 2.

Figure 3.2: The current schedule for the LHC and HL-LHC upgrade and run. Cur-
rently, the start of the HL-LHC run is foreseen in 2029. The long shutdowns, LS2
and LS3, will be used to upgrade both the accelerator and the detector hardware.

The schedule foresees a third long shutdown, LS3, to
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start in 2026 and to last for 3 years, finishing with the
hardware and beam commissioning in early 2029. After
LS3, a new phase of LHC, Phase-II, will start and the High-
Luminosity LHC (HL-LHC) will deliver collisions with a
record integrated luminosity, 4000 fb−1, corresponding to
a factor of 10 beyond the design value of LHC. This new
configuration relies on several key innovations that push
accelerator technology beyond its present limits. These
include cutting-edge superconducting magnets, compact
superconducting cavities with ultra-precise phase control,
new technology and physical processes for beam collima-
tion, all of which required several years of dedicated R&D
effort on a global international level [66]. The HL-LHC era
will allow physicists to study known mechanisms, such
as the Higgs boson, in much greater detail and search for
new phenomena that might be observed.

3.1.1 The accelerator complex

Before entering the ring of 27 km that is LHC, protons
(or lead ions) are accelerated in different steps by a com-
plex system of other machines. The accelerating chain (to-
gether with the experiments) is shown in Fig. 3.3.

The first step is to produce protons, which is done by
ionizing a hydrogen source. These protons are then ac-
celerated up to 50 MeV by a linear accelerator: LINAC 2.
Then they enter a circular machine: Proton Synchrotron
Booster (PSB) where they are brought to an energy of 1.4
GeV, so that they can safely enter the Proton Synchrotron
(PS). This is the first accelerator built at CERN in 1959
and it is still used to accelerate protons from 1.4 GeV to 26
GeV. The next step is passing protons to the Super Proton
Synchrotron (SPS), the machine used in the ’80s to dis-
cover the W boson by the UA1 and UA2 collaborations,
where protons are accelerated to 450 GeV. Once they have
reached this energy, the protons are ready to be injected
into the LHC.
For lead ions, the chain of machines is slightly different.
They are accelerated first by the LINAC 3 (a linear accel-
erator) and then by the Low Energy Ion Ring (LEIR). At
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Figure 3.3: Chain of accelerating facilities at CERN and most important experi-
ments.

this point, they enter the PS and then the chain of process
is the same as for the protons: SPS and then LHC.

3.1.2 The experiments at LHC

The are four main experiments at LHC, ALICE [67], AT-
LAS [56], CMS [68] and LHCb [69]. They are located in
correspondence of the interaction points of the ring. How-
ever, the experiments have different purposes.

ALICE (A Large Ion Collider Experiment) is a detector de-
signed to detect the products of heavy ion collisions.
Its physical goal is to study quark-gluon plasma, which
is the nature of strongly interacting matter at extreme
energy densities. ALICE also studies proton-proton
collisions both as a comparison to the Pb-Pb collisions
and to do research in areas where it is competitive
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with the other experiments.

ATLAS (A Toroidal LHC ApparatuS) and CMS (Compact Muon
Solenoid) are two of the biggest detectors located at
the LHC. They are multipurpose detectors, built for
the search of the Higgs boson and to investigate new
physics beyond the SM. Even if they use different tech-
nologies, their performances are similar, and the agree-
ment between their results is a fundamental cross-
check of the validity of their results.

LHCb is dedicated to the study of the decay of states contain-
ing b quarks, with a major interest in the symmetry
between matter and anti-matter and the violation of
the lepton flavour universality. Its design is quite dif-
ferent from the other detectors since it is not symmet-
rical along the interaction point. This is to enhance
the detection of b quarks. Moreover at LHCb rare de-
cays of hadrons, such as B0

s → µ+µ−, suppressed at
leading order, but still possible are studied.

3.2 The ATLAS experiment

The ATLAS detector is located at interaction Point 1 (see
Fig. 3.3) in a cavern almost 100 m underground. It has
cylindrical symmetry along the beam axis, with a length
of 44 m and a diameter of 25 m. It weighs almost 7000
tons. It was first proposed in 1994, but the construction
didn’t start until 2003, and it took until 2007 to be fin-
ished. It began operative in 2008 by looking at cosmic
ray events, and since 2009 it records events from proton-
proton and heavy ions collisions with a rate up to 400 Hz
during Run 1. In Run 2 ATLAS reached a rate of recorded
events of 1000 Hz.
ATLAS is a general purpose detector, which means it aims
to reconstruct the nature and energy of all the particles
generated in the collisions of protons (or ions) in a bunch
crossing. To do so it must have some specific characteris-
tics: first of all, it must be hermetic, this means that the
detector must cover as much as possible of the solid an-
gle around the interaction point so that the possibility of
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particles escaping through a non-instrumented zone is al-
most zero. To be able to identify all the particles, using
only one detector is not a feasible way. For this reason,
ATLAS (and most of the modern detectors) is divided into
different sub-detectors, each of them specific for the study
of one kind of particles. Moreover, the detector must be
fast in response to the very high rate of events that occur.
The rate of collisions is 40 MHz and it must be lowered
to 1 kHz, in order to do that it is necessary to have a fast
system of triggers (Section 3.2.7). This constraint is due to
available computational resources for the storage, recon-
struction, and analysis of data.
A schematic representation of the ATLAS detector is shown
in Fig. 3.4.

Figure 3.4: Schematic view of the ATLAS detector

In the innermost part, just around the interaction point,
it is located the Inner Detector (Section 3.2.2), used for
tracking particles, filled by a solenoidal magnetic field.
The Inner Detector is divided into a barrel region in the
middle and two end-caps. Over this there is the Calorime-
ter system (Section 3.2.3), for the identification of hadronic
and electromagnetic showering, and after that the Muon
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Spectrometer (Section 3.2.4), built for the identification of
muons. Also these parts are divided into a barrel region
and two end-caps. A dedicated magnetic system is present
for the Muon Spectrometer (Section 3.2.5). The last part is
the Forward Detector which covers the most forward part
near the beam (3.2.6).

3.2.1 Coordinate System
Before analysing the detector and its features it is useful to
briefly describe the coordinate system that is used in AT-
LAS. In fact, ATLAS does not use a cartesian coordinate
system (x,y,z) but, due to its geometry symmetry, it uses
a right-handed cylindrical coordinate system (φ,η,z). The
origin of the system is located at the centre of the detector,
the interaction point, and the z axis is along the beam line.
The azimuthal angle φ is defined by measuring around
the z axis perpendicularly to the beam. Instead of the po-
lar angle θ, it is more convenient to use the pseudorapidity
η, which is related to θ by

η = − lntan
θ
2
. (3.5)

Pseudorapidity is the limit for massless particles of the
rapidity y, which is given by

y =
1
2

ln
(
E + pz
E − pz

)
. (3.6)

Rapidity and pseudorapidity are very useful variables
in colliders because of their Lorentz transformation pro-
priety. In fact, under a Lorentz boost β along the z-axis, y
transforms by adding a constant in the following way

y′ = y + arctan(β) (3.7)

and the spectrum of high energy particles, dN/dy, is in-
variant for boost along the z axis.

An important set of variables are the transverse one:
momentum and energy. Those are defined as the momen-
tum (or energy) perpendicular to the beam axis (z axis).
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The transverse momentum pT is defined as

pT =
√
p2
x + p2

y . (3.8)

3.2.2 Inner Detector
The Inner Detector (ID) [70] system (shown in Figs. 3.5,
3.6) is the innermost part of the ATLAS detector. It is
used for the reconstruction of the tracks and the interac-
tion vertices of charged particles. Vertices can be both pri-
mary, from pp collisions, and secondary, from long lived
hadrons decays, such as hadrons containing b quarks. For
this purpose, the ID must have high spatial resolution and
granularity, to discriminate all the tracks, and high resis-
tance to radiation, since it is the closest system to the beam
pipe. It consists of a silicon Pixel detector, the SemiCon-
ductor Tracker (SCT) made up of silicon microstrips and
the Transition Radiation Tracker (TRT) made up of straw
tubes. Its coverage is in the region |η| < 2.5 and it is sur-
rounded by a solenoid magnet that generates a 2 T field.
The ID has been upgraded between Run 1 and Run 2 with
a new layer of pixels: the Insertable B-Layer (IBL) [71].
All of these components are described in this Section.

Pixel Detector

The ATLAS pixel detector [70] is the innermost part of
the ID. It consists of four barrel layers and three disk lay-
ers per end-cap (six in total). The barrel layers are com-
posed of n+-in-n planar oxygenated silicon detectors, and
n+-in-p 3D silicon detectors. The innermost layer, the IBL,
is located at just 3.3 cm from the beam axis and is made
of pixels of 50 × 250 µm2 in size, which are just 200 µm
thick, while there are 3D pixels of 50 × 250 µm2 in size
that are instead 230 µm thick in the region with high |z|
of the IBL. The other layers are respectively at 5.05 cm (B-
Layer), 8.85 cm (Layer1), and 12.255 cm (Layer2) from the
beam axis and made of pixels of 50× 400 µm2 in size and
250 µm thick. They cover a range in pseudorapidity of
|η| < 2.5. The end-caps (which close the barrel) are made
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Figure 3.5: Barrel part of ID of the ATLAS experiment with the Pixel, SCT and
TRT sub-detectors.

Figure 3.6: End-cap part of ID of the ATLAS experiment with the Pixel, SCT and
TRT sub-detectors.

of the same sensors as B-Layer/Layer1/Layer2 and have
three disks each and 288 modules. The total number of
readout channels is 86×106.
IBL was installed in ATLAS in May 2014 before the start
of LHC Run 2, while the other three layers have been there
since the beginning of Run 1. The motivation for this new
layer arose from the high luminosity expected in Run 2
and beyond that would cause a much higher number of
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simultaneous collisions (pile-up) and a greater number of
tracks, and therefore it becomes difficult to correctly as-
sign the vertices to the right tracks.
A bias voltage of 150 to 600 V is required to completely
deplete the semi-conductor. The current is constantly mon-
itored and pixel calibrated. A signal is registered if it is
over a certain threshold. When a particle deposits enough
charge in a pixel to be over the threshold the front-end
electronics stores the Time-over-Threshold (ToT), i.e. the
time the signal from the pre-amplifier is over the thresh-
old. This has a nearly linear dependence on the charge re-
leased in the pixel and therefore on the energy deposited
by the particle. ToT is also useful for measuring the dE/dx
of the particles.

Semi-Conductor Tracker

The SCT [72] is located between the pixel detector and the
TRT. It is composed of a central barrel and two end-caps.
The barrel is divided into four cylinders of radii from 299
mm to 514 mm that cover a range of |η| <1.1-1.4 for a
length of 1492 mm. The end-caps disks are composed
of 9 plates covering the remaining range |η| < 2.5 with a
radius of 56 cm. The SCT is made of silicon sensors as
the pixel detector but strips are used instead of pixels to
cover a bigger area. Strips in the barrel are p-on-n semi-
conductor, with a dimension of 64.0 × 63.6 mm and 80
µm strip pitch, while in the end-caps they have different
geometry to maximise the coverage and the pitch change
between 56.9 to 90.4 µm. The SCT covers 61 m2 of silicon
detectors with 6.3 million readout channels. SCT had a
mean hit efficiency between 98% and 98.5% during 2018
data taking in the active part of the detector, while around
1.5% of the subdetector is inactive. The precision on the
azimuthal direction is 17 µm and 580 µm along the z di-
rection.
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Transition Radiation Tracker

The TRT [73] covers the last part of the ID. It is a straw-
tube tracker with a diameter of 4 mm, made of Kapton
and carbon fibres, filled with a gas mixture of Xenon, Ar-
gon, CO2, and oxygen. In the middle of each tube, there is
a gold-plated tungsten wire of 31 µm diameter. The TRT
is composed of 52,544 tubes, each 1.5 m in length parallel
to the beam axis. They cover a pseudorapidity range of
|η| < 1. with a radius from 0.5 m to 1.1 m. The remaining
range of pseudorapidity, 1 < |η| < 2, and 0.8 m < |z| < 2.7
m, is covered by the end-caps straws. These are perpen-
dicular to the beam axis and are 0.4 m long. Each side of
the end-caps contains 122 880 straws.
The edge of the wall is kept at -1.5 kV while the wire is
at ground. In this way, every tube behaves as a propor-
tional counter. The space between straws is filled with
polymer fibres and foils, respectively in the barrel and
in the end-caps, to enable high energy particles to emit
radiation. This effect depends on the relativistic factor
γ = E/m, so for electrons is stronger. This is helpful in the
identification process. The TRT is complementary to the
other silicon-based part of the ID, but its information is
only on the R-φ plane and the resolution is about 120 µm.
However the number of straws that a particle has to travel
is 35, therefore even if the resolution on the single hit is
low, the combination of all the hits gives a resolution on
the momentum that is compatible with the one from the
other silicon detector.

3.2.3 Calorimeter

The next sub-system in the ATLAS detector is the calorime-
ter, shown in Fig. 3.7.

Its purpose is to measure the energy of photons, elec-
trons and hadrons. A particle should deposit all of its
energy within the calorimeter to be correctly measured.
Electromagnetic and hadronic showerings are the results
of the interaction of electron/photon or hadrons in mat-
ter. These particles produce a cascade of other secondary
particles less and less energetic. The sum of all this de-
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Figure 3.7: Schematic view of the ATLAS calorimeter.

posit is used to reconstruct the original particle energy.
The shower produced by electrons and photons is differ-
ent from the one produced by the hadrons, so different
calorimeters are needed.
Three different calorimeters are installed in the ATLAS
detector: the Electromagnetic CALorimenter (ECAL), just
after the Solenoid, followed by the Hadronic CALorimeter
(HCAL) and the Forward CALorimeter (FCAL). The first
two are further divided into barrel and end-caps, and a
letter, C or A, is used to distinguish the negative and pos-
itive pseudorapidity regions, respectively.
They are all sampling calorimeters without compensation
(which is done offline) for the hadronic signal (e/h > 1).
The sampling is done using materials with high density
where particles release most of their energy. The measure
is done by sampling periodically the shape of the shower.
This helps in better containing the particles inside the de-
tector but as a drawback the energy resolution is lower.
The segmentation of the calorimeters also allows the im-
plementation of a position measurement.



68 Chapter 3 LHC and the ATLAS Experiment

Together they cover the range of |η| < 4.9. It is impor-
tant to have a large η coverage because it helps reducing
the momentum taken away by particles too forward to be
detected, which would degrade the measurement of the
missing transverse momentum.

Electromagnetic Calorimeter

The ECAL [74] is composed of Liquid Argon (LAr) as an
active medium and lead as passive material. The detec-
tors are housed inside cryostats filled with LAr and kept
at around 88 K. The ECAL has an accordion geometry, as
shown in Fig. 3.8, which allows to cover all the solid angle
without an instrumentation gap and to collect a fast and
azimuthally uniform response.

Figure 3.8: View of the accordion geometry of the ECAL.

The ECAL is divided into a barrel region (EMB), cover-
ing a pseudorapidity range of |η| < 1.475, and two the end-
caps (EMEC), covering a pseudorapidity range of 1.375
< |η| < 3.2. The ECAL extends over 24 electromagnetic
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radiation lengths (X0), and it is segmented in three parts
(front, middle and back) of increasing cell size and with a
different radiation length (respectively 2, 20, 2 X0) to ef-
ficiently discriminate between prompt photons and pho-
tons coming from π0. Furthermore, a presampler is lo-
cated in the region |η| < 1.8 to provide information on
the particle energy before the ECAL. Hadronic particles
do not lose much energy in the ECAL since a hadronic
interaction length is longer than the space between the in-
teraction point and the calorimeters.
The energy resolution is given by

σ
E

=
10%
E
⊕ 0.7% (3.9)

where E is expressed in GeV, and ⊕ is the quadratic sum.

Hadronic Calorimeter

The HCAL is divided into a central part in the barrel,
called Tile Calorimeter (TileCal) [75], and two end-caps,
called HEC. The two parts have a different composition,
but are both sampling calorimeters.
The TileCal uses scintillators as sampling material and
steel as absorber. The TileCal is composed of three sec-
tions: a Long Barrel (LB) in the range |η| <1.0 and two Ex-
tended Barrels (EBs) in the range 0.8 < |η| < 1.7. Between
the two there is a gap filled with scintillator to help re-
cover energy otherwise lost in this transition region. The
geometry of the hadronic calorimeter can be seen in Fig.
3.9.

The HEC consists of two wheels divided into two longi-
tudinal segments perpendicular to the beam covering the
pseudorapidity range 1.5 < |η| < 3.2. The wheels are made
of copper as the passive material, and LAr as the active
medium, due to the high radiation resistance requested in
this area.
The energy resolution for the TileCal is

σ
E

=
50%
E
⊕ 3% . (3.10)
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Figure 3.9: View of the geometry of the HCAL.

Forward Calorimeter

The FCal covers the part the closest to the beam pipe, in
the pseudorapidity range 3.1 < |η| < 4.9. It measures both
electromagnetic and hadronic particles. The geometry of
the FCal is a cylindrical one, with three different modules.
It is segmented using LAr as active medium while copper
and tungsten are used as absorber. The choice of LAr in
this region is due to the high dose of radiation in this re-
gion and LAr can be easily replaced without losses in per-
formance. The FCal has a poor performance in particle
reconstruction but is fundamental for the missing trans-
verse energy and the reconstruction of very forward jets.
The energy resolution for the FCal is

σ
E

=
100%
E
⊕ 3.1% (3.11)
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3.2.4 Muon spectrometers

The Muon Spectrometer (MS) [76] is shown in Fig. 3.10
and represents the last part of the ATLAS detector.

Figure 3.10: Schematic view of the Muon Spectrometer.

Muons can travel all the detector without being stopped
as they lose energy almost always through ionization, and
very little energy is spent while interacting in matter. Pow-
erful magnetic fields are then needed to bend the trajec-
tories and measure the momentum. The MS has also an
important function as a trigger. Therefore it has to be fast
and with high granularity.
The MS consists of one barrel that covers the pseudora-
pidity range |η| < 1.05 and two end-caps that cover the
pseudorapidity range 1.05 < |η| < 2.7. Tracks are mea-
sured by three layers with a cylindrical geometry in the
barrel region, while wheels perpendicular to the beam are
present in the end-caps. The momentum measurement
in the barrel region is done by the Monitored Drift Tubes
(MDTs), while in the end-caps the measurement is done
by the Cathode Strip Chambers (CSCs), multiwire pro-
portional chambers with cathodes segmented into strips.
Momentum measurement is done by measuring with high
precision the coordinates of the curvature of the particles
bent by the magnetic systems. Since p = 0.3BR, where B
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is the magnetic field expressed in Tesla, R the curvature
in meters, and p the momentum of the particle in GeV,
measuring R and knowing exactly B is possible to obtain
p. The MDT measure the φ coordinate while the CSC the
R one. They give a spatial resolution of 80 and 60 µm re-
spectively for the MDT and CSC.
The trigger system is done by the Resistive Plate Cham-
bers (RPCs) in the barrel and by the Thin Gap Chambers
(TGCs) in the end-caps. Together they cover a pseudora-
pidity range |η| < 2.4.
During the shutdown before Run 2, the MS has been up-
graded (actually its original design) by adding some more
chambers in the transition region between barrel and end-
caps (1.0 < |η| < 1.4). Moreover, other RPC and MDT
chambers have been installed with tubes with a smaller
radius to cope with the new higher rates.
The bending provided is about 2.5 Tm in the barrel and
6 Tm in the end-caps. This is provided by a system of
three large superconducting air-core toroidal magnets. In
the barrel, in the pseudorapidity range |η| < 1.4 by the
large barrel toroid, while for 1.6 < |η| < 2.7 by the end-
caps toroids. The region in between (1.4 < |η| < 1.6) is
deflected by a combination of the barrel and end-cap.

3.2.5 The magnet system

The ATLAS magnetic system is 22 m in diameter and 26
m in length and it is composed of four different large su-
perconducting magnets [77–79], as shown in Fig. 3.11.

The magnets are divided into one thin solenoid around
the ID, and three large toroids, one in the barrel and two
end-caps, arranged around the calorimeters. They pro-
vide bending power for the Muon Spectrometer.

• The solenoid is aligned to the beam axis and provides
a 2 T magnetic field, it is as thin as possible (0.66 X0)
to minimise the impact on the ECAL energy resolu-
tion. It is made of a single layer coil, wound with a
high-strength Al stabilised NbTi conductor. The inner
and outer diameters of the solenoid are respectively
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Figure 3.11: Magnet system of the ATLAS detector.

2.46 m and 2.56 m. Its length is 5.8 m. The flux of the
magnetic field is returned by the steel of the ECAL.

• The toroids produce a magnetic field of 0.5 and 1 T
for the barrel and end-caps regions, respectively, and
they are sustained by a 25 kA current. Every toroid
in the barrel has its own separated cryostat, while in
the end-cap they all have a common cryogenic system.
The toroids are made of a mixture of copper, niobium,
aluminium and titanium.

3.2.6 Forward detectors
Four smaller detectors are present in the forward region,
as shown in Fig. 3.12, to help to measure the luminosity.

Figure 3.12: Representation of the ATLAS forward detectors.

At 17 m from the interaction point in both directions
there is LUCID (LUminosity measurement using Cerenkov
Integrating Detector), a detector designed to detect the pp
scattering in the forward region (5.6 < |η| < 6.0). It is the
main online relative luminosity monitor for ATLAS. Lo-
cated at 140 m, there is the ZDC (Zero-Degree Calorime-
ter). It’s made of layers of alternating tungsten plates and
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quartz rods. It covers a range of pseudorapidity of |η| >
8.2. It is helpful for heavy-ions alignment. The third de-
tector is AFP (ATLAS Forward Proton), which is used to
identify protons that emerge intact from the pp collisions.
It is composed of tracking and timing silicon detectors 2
mm from the beam at 210 m from the ATLAS interaction
point. Last, at 240 m lies the ALFA (Absolute Luminos-
ity For ATLAS) detector. It is made of scintillating fibre
trackers as close to the beam as 1 mm.

3.2.7 Trigger and data acquisition
Collisions happen at every bunch crossing with a frequency
of 40 MHz. The average pile-up during Run 2 is around 33
collisions with an instantaneous luminosity of ≈ 2 × 1034

cm−2s−1. This large amount of data can not be processed
or stored. Therefore triggers are necessary to reduce this
rate to approximately 1 kHz, almost a factor 105. The AT-
LAS triggers are designed to decide what events are worth
keeping for the analysis in the shortest time possible.
This is implemented by the Trigger and Data AcQisition
(TDAQ) systems [80, 81] and the Detector Control System
(DCS). TDAQ and DCS are divided into sub-systems asso-
ciated to the various sub-detectors.
During Run 1 the trigger had a system composed of three
different levels more and more selective: Level 1 (L1),
Level 2 (L2) and Event Filter. The first was hardware-
based while the other two were software based. Due to
the higher luminosity in Run 2, the triggers have been up-
graded and the new trigger system for the Run 2 L2 and
Event Filter have been merged into a single High Level
Trigger (HLT). A scheme of the trigger flow during Run 2
is shown in Fig. 3.13.

The TDAQ workflow can be summarized as follow:

1. L1 makes a decision based on the information from
just a part of the detector with reduced granularity,
the calorimeters and the MS. These detectors are able
to identify high pT muons, electron/photons, jets, taus
decaying into hadrons and missing energy in less than
2.5 µs, reducing the rate to 100 kHz. L1 is composed
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Figure 3.13: ATLAS TDAQ System in Run 2.

of different subtriggers: L1 Calorimeter (L1Calo), L1
Muon (L1Muon), Central Trigger Processors (CTP) and
the L1 Topological (L1Topo) trigger modules. The L1Topo
part of the trigger calculates event topological quan-
tities between L1 objects within the L1 latency time
(≈ 2µs) and uses these to perform selections. For ex-
ample, it is possible to compute invariant masses or
angular distances between objects.

2. When an event passes L1 a signal is sent back to the
rest of the detector causing the data associated with
the event to be read out for all components of the de-
tector. Only the data for the events selected by L1 is
then transferred from the Front-End memories (FE)
into the detector ReadOut Drivers (RODs). The data
contained in the RODs are sent for storage to the Read-
Out Buffers (ROBs) contained in the ReadOut System
units (ROSs), where it is temporarily stored and pro-
vided on request to the following stages of event se-
lection.

3. For every accepted event, the L1 system produces the
Region of Interest (RoI) information, which includes



76 Chapter 3 LHC and the ATLAS Experiment

the positions of all the identified interesting objects
in units of η and φ. This information is sent by the
different elements of the L1 trigger system to the RoI
Builder (RoIB), which assembles it into a unique data
fragment and sends it to the HLT SuperVisor (HLTSV).

4. HLT uses fast algorithms to access RoIs to read infor-
mation such as coordinates, energy and type of signa-
ture to reduce once again the rate of events. The HLT
output rate is approximately 1.5 kHz with a process-
ing time of 0.2s on average. Events passing also the
HLT are permanently moved to the CERN storage.

The DCS is active during all data taking periods, moni-
toring every aspect of the ATLAS detector, from the value
of magnetic fields to the humidity and temperature. It
also checks for abnormal behaviour and permits to safely
operate all the hardware components.

3.2.8 Run 3 detector upgrade

Among the new systems which have been installed in the
detector upgrade plan, there are the 10-metre diameter
New Small Wheels (NSWs). The installation of the NSWs
has been carried out during LS2 to have them available
during Run 3. The NSWs employ two detector technolo-
gies: small-strip Thin Gap Chambers (sTGC) and MicroMegas
(MM). The sTGC are optimised for triggering while MM
detectors are optimised for precision tracking. Both tech-
nologies can withstand the higher flux of neutrons and
photons expected in future LHC interactions. A schematic
diagram is shown in Fig. 3.14. One wheel is made of 16
sectors and each sector is composed of two sTGC wedges
and one MM double-wedge. The sTGC wedges are made
of three quadruplets modules, each composed of four sTGC
layers.

Additional improvements to the ATLAS MS include 16
new chambers featuring Small Monitored Drift Tubes (sMDT)
and Resistive Plate Chambers (RPCs) that have been in-
stalled in the barrel of the experiment, thus improving
the overall trigger coverage of the detector. The smaller



3.2. The ATLAS experiment 77

Figure 3.14: Schematic view of the ATLAS NSW.

diameter tubes of the sMDTs provide an order of magni-
tude higher rate capability. LS2 has also seen the enhance-
ment of the ATLAS LAr calorimeter with new FE electron-
ics and optical-fibre cabling. This improves the resolu-
tion of the detector at the trigger level, providing 4 times
higher granularity to allow jets to be better differentiated
from electrons and photons, thus refining the first deci-
sion level where collision events are accepted for offline
storage or dismissed. ATLAS trigger and data-acquisition
systems have also been upgraded during LS2 with new
electronics boards, further improving the overall resolu-
tion and fake rejection of the experiment, while preparing
for the HL-LHC.
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Chapter 4

Radiation Damage Effects on
the ATLAS Pixel Detector

The ATLAS pixel detector is the closest one to the interac-
tion point and so the most affected by the effects of radia-
tion damage. In this Chapter, some aspects of the ATLAS
Pixel detector are presented and the effects of the radia-
tion damage are discussed. The simulation of the radi-
ation damage effects in ATLAS is presented and data to
Monte Carlo (MC) comparisons are shown for validation.
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4.1 The ATLAS Pixel Detector

In this Section, the geometry and layout of the detector are
described in more detail than Section 3.2.2. The sensor
technology, the electronics that read the signal, and the
calibration procedure are also described.
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4.1.1 General Layout
The Pixel Detector [70] is made of four barrel layers and
three disk layers per end cap, six end cap disks in total, as
shown in Fig. 4.1. With the addition of the IBL [71] the
first layer is now at 33.5 mm from the beam axis, where
the beam pipe has been reduced inner radius size of 23.5
mm to accommodate the new layer of pixels.

Figure 4.1: Schematic view of the ATLAS pixel detector.

Its coverage goes up to |η| < 2.5, while it covers the full
azimuthal angle (φ). The nominal pixel size is 50 µm in
φ direction and 250 µm in z direction for the IBL, with a
depth of 200 µm for the planar sensors and 230 µm for the
3D, while the size is 50 µm in φ direction and 400 µm in z
direction, with a depth of 250 µm for the other layers (B-
Layer, Layer 1 and Layer 2). The base element of the de-
tector is the pixel module, composed of the silicon sensor
itself, the front-end electronics, and the flex-hybrids with
control circuits. There are 46,080 pixel electronic chan-
nels in a pixel module and 43,000 in a IBL module. Pixel
modules are connected with FE-I3 front-end chip for the
readout, while the IBL modules use a FE-I4B, which allow
also for a larger active area (Fig. 4.2).

The pixel system is then composed of sub-elements called
staves (in the barrel) and sectors (in the disks) that con-
tain pixel modules, the mechanics and the cooling system.
Staves and sectors are then mounted together on support-
ing structures to form the barrel and the disks. The barrel
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Figure 4.2: Assembly view and cross-section of an ATLAS Pixel Detector module.
Sixteen front-end chips are bump bonded to the silicon pixel sensor. Intercon-
nections are done on a flexible Kapton PCB, which is connected by wire bonds to
the electronic chips.

modules are mounted on the staves overlapping in z to
avoid any gap in particle detection, at least for particles
with pT > 1 GeV, and facing the beam pipe. Moreover,
the pixel modules are tilted by an angle in the azimuthal
direction achieving overlap in the active area, and also
helping in compensating for the Lorentz angle drift of the
charges inside the detector. Each IBL stave is composed of
12 modules with planar sensors in the middle and 4 with
3D sensors at each end of the stave, as shown in Fig. 4.3.
Barrel and endcap disks are mounted on carbon-fibre sup-
port. Services, such as electronics, optics, and cooling, are
connected within service panels from patch panels (Patch
Panel 0-PP0) at the ends of the supporting spaceframe to
the end of the Pixel Support Tube. Services connections
are made at the end of the Pixel Support Tube at Patch
Panel 1 (PP1), while connections of external services are
at additional patch panels (PP2, PP2, and PP4), situated
outside the ID.

The main parameters of the Pixel Detector are summa-
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Figure 4.3: IBL detector layout: (a) Longitudinal layout of planar and 3D modules
on a stave. (b) An r−φ section showing the beam pipe, the inner positioning tube
(IPT), the staves of the IBL detector and the inner support tube (IST), as viewed
from the C-side. (c) An expanded r −φ view of the corner of a 3D module fixed
to the stave. From Ref. [82].

rized in Table 4.1.

Layer Mean Number Number Number Pixel Sensor Active Pixel array

Name Radius [mm] of Staves of Modules of Channels Size [µm] Thickness [µm] Area [m2] (columns rows)

IBL 33.5 14 12+8 (p/3D) 43,000 50× 250 200/230 (p/3D) 0.15 336× 80

B-Layer 50.5 22 13 46,080 50× 400 250 0.28 160× 18

Layer 1 33.5 38 13 46,080 50× 400 250 0.49 160× 18

Layer 2 33.5 52 13 46,080 50× 400 250 0.67 160× 18

Layer Mean Number Number Number Pixel Sensor Active Pixel array

Name z [mm] of Sectors of Modules of Channels Size [µm] Thickness [µm] Area [m2] (columns rows)

Disk 1 495 8 6 46,080 50× 400 250 0.0475 160× 18

Disk 2 580 8 6 46,080 50× 400 250 0.0475 160× 18

Disk 3 650 8 6 46,080 50× 400 250 0.0475 160× 18

Table 4.1: Basic parameters for pixel layers and disks.

An important aspect that has been considered during
the production of the pixel detector is the material bud-
get, e.g. the amount of material that composes the detec-
tor. This must be optimized to reduce the effect of mul-
tiple scattering of incoming particles and to ensure good
performance for tracking and vertex reconstruction. For
the IBL the radiation length averaged over is 1.88% X0
for tracks perpendicular to the beam axis originating in
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z = 0, while it is 30% more for the other pixel layers. IBL
small radiation length was achieved with new technology:
staves with lower density and the CO2 evaporative cool-
ing instead of C3F8, allowing for more efficient cooling
in terms of mass and pipe size; new modules with lower
mass; and using aluminium conductors for the electrical
power services.

4.1.2 Sensors

Sensors are the sensitive part of the pixel detector and
work as a solid-state ionization chamber for charged par-
ticles. Sensors must have high geometry precision and
granularity. Another important requirement is a high charge
collection efficiency, while at the same time being resistant
to the high dose of radiation damage from ionizing and
non-ionizing particles. The requirements are met with a
careful design of the structure of the sensor and the bulk
material. In the ATLAS pixel detector, there are two dif-
ferent technologies implemented: planar and 3D.

Planar Sensors

The pixel planar sensors are arrays of bipolar diodes placed
on a high resistivity n-type bulk close to the intrinsic charge
concentration. Planar sensors are n+-in-n sensors with a
high positive (p+) implantation and negative (n+) dose re-
gions implanted on each side of the wafer. Due to the con-
centration gradient, electrons and holes from the n and p
type sides are recombined, forming a small depletion re-
gion. This is expanded with a reverse bias applied to the
sensor. The voltage at which point the sensor is fully de-
pleted in the bulk is called depletion voltage. This is pro-
portional to the doping concentration and depends also
on the thickness of the bulk, and its resistivity. Charges
and holes produced by the ionization of charged parti-
cles passing through the sensor are then free to reach the
electrodes and can be detected by the electronics. Fig. 4.4
shows a sketch of the ATLAS pixel module.

The n+ implants are on the readout side and the p-n
junction is on the backside. The n-side is made to match
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Figure 4.4: Cross-section sketch of the ATLAS pixel module.

the FE-I4B [83] readout electronics, for IBL, while FE-I3
[84] for the other layers. Guard-rings are positioned on
the p-side: 13 in the IBL and 16 on the other pixel layers.
The module’s edges are kept at ground to avoid discharge
in the air causing the sensors at the edges being not de-
pleted. Inactive edge has also been reduced from 1100 µm
to 200 µm between the outermost pixels and IBL. Pitch
size in IBL is 250 µm by 50 µm, while in the two central
columns of the double-chip sensor they are extended to
450 µm instead of 250 µm to cover the gap between the
two adjacent FE-I4B chip. In the other layers, the nominal
pitch is 400 µm and 50 µm against long pixels with a pitch
of 600 µm and 50 µm. All the readout channels in a tile are
connected to a common structure for the bias voltage via a
punch-through connection that provides DC-coupled bias
to each channel. This allows bringing the bias voltage to
the sensors without individual connection, but still hav-
ing isolation between pixels.

3D Sensors

New technologies have been developed to sustain the high
dose of radiation that the pixel has receive. 3D sensors
[85] have been developed to sustain these problems, and
also to keep low power consumption even after irradia-
tion.
Fig. 4.5 shows the schematics of 3D sensors built by two
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main manufacturers. 3D sensors are silicon sensors with

Figure 4.5: Schematic cross-section of the 3D detector with passing-through
columns from FBK (left) and with partial columns from CNM (right) fabricated
on a p-type substrate. From Ref. [86].

electrodes that are columns that penetrate the bulk, re-
ducing the drifting path while keeping the same signal
size. This means that the electric field is parallel to the
surface instead of perpendicular. Each column is ∼ 12µm
wide and closer to each other, dramatically reducing the
depletion voltage (it can be as low as 20 V) and charge col-
lection distance, reducing the probability of charge trap-
ping. The low depletion voltage also implies a low leak-
age current, therefore requiring less cooling. Signal size is
still determined by the thickness of the sensor, meaning
signals with more similar amplitudes than the planar sen-
sors. However signal is much faster.
The 3D sensors in the IBL were produced with a double-
sided technology: columns of electrodes were implanted
on both sides in a p-bulk sensor. Sensor bias is applied
on the backside (p+) as in planar sensors. Each pixel has
two readout columns (n+) with an inter-electrode spacing
between n+ and p+ columns of 67 µm. Fig. 4.6 shows the
electric field in a 3D pixel grid.

4.1.3 Electronics
A schematic of the electronics in the Pixel layers is shown
in Fig. 4.7. For each module, there are 16 Front-End (FE)
chips, FE-I3, arranged in two rows of 8 chips each. IBL,



86 Chapter 4 Radiation Damage Effects on the ATLAS Pixel Detector

p+

p+

p+

p+ p+

p+

n+n+

ATLAS Simulation Internal

p+

p+

p+

p+ p+

p+

n+n+

ATLAS Simulation Internal

ATLAS Simulation Internal

F = 5 x 1014 neq/cm2, 40 V, Perugia Rad. Model

F = 0 x 1014 neq/cm2, 40 V, Perugia Rad. Model

ATLAS Simulation Internal

Figure 4.6: Electric field in a IBL 3D sensors. From Ref [87].

instead, uses FE-I4B. The read-out of the chip is done by
the Module Control Chip (MCC), and data are transferred
between chips and MCC through Low Voltage Differen-
tial Signaling (LVDS) serial links. Modules are then con-
nected with optical fibre links (opto-links) to the Read-
Out Drivers (RODs) of the off-detector. The power supply
is provided from a single DC supply over long cables, re-
quiring low-voltage regulators boards.

Figure 4.7: Pixel Electronics schematics.

FE chips

There are two types of FE chips in the ATLAS pixel detec-
tor: FE-I4B for the IBL modules and FE-I3 for the modules
of the other layers. FE-I3 readout chip contains 2880 pixel
cells of 50 × 400 µm2 arranged in a 18 matrix, while FE-
I4B contains 26880 pixel cells of 50×250 µm2 ordered in a
336×80 matrix. Each cell contains an analog block where
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the signal is amplified. The digital readout saves a times-
tamp at the Leading Edge (LE) and at the Trailing Edge
(TE) and sent it to the buffers and uses the difference to
evaluate the ToT. This is proportional to the signal charge
and can therefore be used to estimate amplitude.
Information can be stored in the chip for latency up to
255 LHC clock cycles of 25 ns, and it is saved if a trigger
is supplied within this time. FE-I3 chips have a readout
in 8 bits, giving ToT signals from 0 to 255, while FE-I4B
chips have 4 bit readout, giving a range in ToT from 0 to
15.

MCC

The MCC works on three different aspects: first, it loads
the parameters and configuration settings into the FE chips,
it distributes timing signal, L1 triggers and resets, then it
reads out the FE chips. MCC must be set up at the be-
ginning of each run of data taking, and when a L1 trigger
command arrives at the MCC, a trigger is sent to the FE,
as long as there are less than 16 events stored, otherwise
the event is not saved. Information is sent back with also
the number of missed events to keep the synchronization.

Opto-links

Opto-links make possible communication between the mod-
ules of the detector and the off-detector electronics. This
is made with optical fibres designed to have electrical de-
coupling and to minimize the material budget. The two
main components are the opto-boards, mounted on the
module side, and the Back of Crate Card (BCC), on the
off-detector side. Signal transmission from the modules to
the opto-boards is made with LVDS electrical connections.
Readout bandwidth depends on the LHC instantaneous
luminosity, the L1 trigger, and the distance from the in-
teraction point. Electrical-to-optical conversion happens
on the opto-board. The bandwidth of the opto-link has
been improved during Run 2 to keep up with the increase
in luminosity.
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TDAQ

The Pixel ROD is a 9U-VME module whose purpose is to
transfer the data from the detector electronics to the ROS
system. ROD modules are organized in 9 crates, each one
can contain 16 ROD for a total of 14 RODs modules for
the IBL (one crate), 44 modules (three crates) for B-Layer,
38 modules for Layer-1, 28 modules for Layer-2 (together
in four crates), and 24 modules (two crates) for the disk.
In the crates is also present the interface with the trig-
ger system. Data are routed directly from the ROD to
the ROS with optical links. Commands, trigger and clock
are transmitted with one down link, while event readout
goes through another one (or two) up-link. The readout
is done with “data-push”, meaning that when buffers are
full there is no mechanism to stop transmission (busy).
This means also that each component of the chain (from
FE to ROD) always transmits at the maximum rate. Each
step also monitors the number of events received and the
triggers sent, if these are different by a certain amount,
triggers are blocked and empty events are generated.

4.1.4 Calibration

Pixel calibration is needed to convert the ToT (the output
of the sensors) into charge. Three consecutive steps are
needed: calibration of the time walk (assigning the event
to the correct bunch crossing), threshold calibration, and
finally the ToT-to-charge conversion.

Time Walk

Hits are digitized by the pixel modules relative to the mas-
ter clock, which is also synchronized to the LHC clock.
Hits are saved only if they happen within one clock cycle,
meaning in a time interval of 25 ns. It can happen that
small signal charges when passing through the amplifier
cross the discriminator threshold with a time delay with
respect to the signal reference that might be a large sig-
nal. This small signal charge will then be assigned to the
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wrong bunch crossing. This effect is the time walk. To
estimate the time walk it is therefore needed to measure
the difference in time between when the signal charge ar-
rives at the input of the amplifier and the time when am-
plifier output crosses the discriminator threshold. This is
measured by injecting a known charge directly from the
FE chip with an adjustable delay, that allows changing
globally the injection time with respect to the chip master
clock. In this way, it is possible to decrease the time dif-
ference between the charge injection and the digitization
window. A scan of the delay is performed and the hit de-
tection probability is measured. The t0 time is defined as
the time for a 50% hit detection probability plus a safety
margin of 5 ns. A small t0 means that the time between
the charge injection and the digitization time window is
larger. Fig. 4.8 (left) shows the hit detection probability
for one pixel as a function of the delay time for a fixed
charge of 10 ke−. Fig. 4.8 (right) shows the distribution of
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Figure 4.8: Single pixel hit detection probability for one pixel during t0 scan with
an injected charge of 10 ke− (left) and distribution of the measured t0 as a func-
tion of the injected charge for an entire chip (right). The solid line corresponds
to the average of all measurements. From Ref. [88].

t0 for all the pixel arrays as a function of injected charge.
Time walk is visible for small charges, where t0 is small,
meaning that there is a large difference in time. To recover
hits of small charges being out of time, all hits below a cer-
tain ToT value are duplicated in the previous bunch cross-
ing in the pixel FE-I3 while in the FE-I4B hits with a ToT
of 1 or 2 are duplicated in the previous bunch crossing
only if they are near-by a larger hit (ToT> 3). This is be-



90 Chapter 4 Radiation Damage Effects on the ATLAS Pixel Detector

cause small charge hits are usually due to charge sharing
among pixels.

Threshold

Signal charge is saved when it passes a module threshold.
This threshold has to be measured and it is done by in-
jecting a known charge in the FE and measuring where
there is a 50% hit efficiency, both at the global and the
pixel level. Tuning of the threshold has been done con-
stantly during Run 2 operations. In fact, due to radia-
tion damage effects on the electronics, the actual thresh-
old drifts away from the nominal value. This is possible to
be seen in Fig. 4.9, where it is shown the measured thresh-
old over all the pixels in IBL as a function of integrated lu-
minosity and the corresponding Total Ionizing Dose (TID)
of radiation sustained. Radiation effects caused the mea-
sured threshold to drift and its standard deviation to in-
crease with integrated luminosity, but regular re-tunings
brought the mean threshold back to the tuning point and
the reduction of root mean square (r.m.s.).

Figure 4.9: The evolution of the measured threshold over all pixels in the IBL de-
tector as a function of the integrated luminosity, the corresponding TID, and the
average IBL fluence as measured in calibration scans estimated considering the
data-taking periods from 2015 to 2018. The threshold was tuned to 2000 elec-
trons. Each colour/symbol series corresponds to a single tuning of the detector.
The shade indicates ±100 electrons of the tuning point. From Ref. [89].
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ToT Tuning and Calibration

The ToT is the final output of the digitizer. It is an integer
number ranging from 0 to 15 for IBL and from 0 to 255
for the other pixel layers. ToT must be first tuned at some
value to have a coherent response between all the pixels,
then it must be calibrated locally to give the same results
for all the signal charges above the threshold. Calibration
is done using a fit function and a tuning of the thresh-
old is repeated after the ToT one as the latter changes the
threshold.
Tuning is done by injecting a known charge and asking
that the output is a given value of ToT. For the three out-
ermost pixel layers, a 20 ke− charge is injected and ToT is
set to 30. Tuning is done in three steps: first, an algorithm
tunes the average ToT for each FE chip; then, another algo-
rithm is used to tune the ToT at pixel level, while keeping
the same average ToT for each FE chip, allowing to reduce
the r.m.s. of all the responses; finally, any badly tuned FE
chip is identified and the tuning procedure repeated.
After tuning, the response is the same for all the pixels,
but only for the value of the injected charge. In general,
the response to the charge of the sensor is not linear and
the ToT needs to be calibrated with the charge. The re-
sponse is almost linear around the tuning point, but it is
more quadratic at low ToT and reaches a plateau at high
ToT. Calibration is done at module level. A fit function
is used to have a map of the values, and the ToT is the
obtained as

ToT = a0
a1 +Q
a2 +Q

(4.1)

whereQ is the charge, and a0, a1, and a2 are the fit param-
eters. The procedure starts by injecting charge and divid-
ing the pixels by the response in ToT, as shown in Fig. 4.10
(left). The mean of each peak is then reported and an error
is assigned as the width of the distribution. These values
are then graphed as shown in Fig. 4.10 (right) and used to
fit the function and obtain the parameters a0, a1, and a2.
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Figure 4.10: Number of pixels with a certain ToT given a certain charge injected
(left) and charge to ToT calibration curve (right). From Ref. [88].

4.2 Radiation Damage Simulation

As the detector component closest to the interaction point,
the ATLAS Pixel detector has been exposed to a significant
amount of radiation over its lifetime. Radiation creates
defects in the sensors and, over time, reduces their effi-
ciency, causing a degradation of the performance of the
whole detector to reconstruct physical quantities. Starting
from Run 3, the ATLAS simulations will take into account
the effects of the radiation damage to the pixel detector
in reconstruction. To this end, a digitizer has been im-
plemented in the digitization step of the reconstruction,
e.g. the step where the energy deposits from Geant4 are
converted into digital signals. In the digitizer, the charge
collected converted is reduced to account for the loss of
efficiency.
In Section 4.2.1 it is discussed how radiation damage de-
grades silicon detectors and what are the consequences on
the performance of a detector. In Section 4.2.2, the cur-
rent status at the end of Run 2 of the ATLAS pixel detector
and its level of damage sustained is presented, while the
description of the digitizer and how it was implemented
is described in Section 4.2.3 and its predictions are com-
pared to data in Section 4.2.4.
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4.2.1 Radiation Damage effects

Radiation passing through the detector damages the sen-
sors. These effects are caused by the appearance of de-
fects in either the bulk structure, where crystal atoms are
displaced, or the surface [90]. Surface defects imply an
increase of the interface oxide region charge, which satu-
rates after ∼ kGy of the ionizing dose. The macroscopic
effects due to damage in the bulk are: increase of leakage
current, change in the depletion voltage and charge trap-
ping. A brief description of the nature of the effects due
to bulk damage will be presented here.

Microscopic Nature of Radiation Damage

An initial concentration of defects is first introduced in
the crystal of the silicon sensors depending on the pu-
rity of the initial wafer. These defects introduce local-
ized energy levels that can, if within the forbidden band
gap, change the electrical characteristic of the bulk. If a
particle with a high enough energy (around O(10) keV)
[91] crosses the detector, it may collide with an atom of
the lattice and, if there is enough energy, it will remove it
from its position, leaving an empty space called vacancy,
while the atom will end on a position non in the lattice,
called interstitial defect. This pair of displaced atom-hole
is called a Frenkel Pair. If the atom itself has enough en-
ergy it might release energy by ionization first, and then
by nuclear interaction, generating more defects. If many
Frenkel pairs are grouped together they can form clusters
[92].
Different particles interact in different ways with the lat-
tice of the sensor: charged particles tend to scatter via
electromagnetic interaction with the atoms, while neu-
trons interact directly with the nuclei. In order to com-
pare the damage from different types of particles with
different energies, radiation damage is scaled to the Non-
Ionizing Energy Loss (NIEL), which is the component that
causes the damages to the lattice. In semiconductor ioniz-
ing damage is generally fully recovered. Particles can lose
energy with both non-ionizing and ionizing processes, in



94 Chapter 4 Radiation Damage Effects on the ATLAS Pixel Detector

different ratios depending on the type of radiation involved.
NIEL then summarizes the energy deposited from only
the processes that cause non-reversible damage on the lat-
tice of the sensor, using as reference 1 MeV neutrons. In
this way a fluenceφphys from an arbitrary particles is equiv-
alent to the fluence φeq of a 1 MeV neutron. The con-
version factor k (called also hardness factor) between φphys
and φeq must then be calculated for each specific parti-
cle and energy, and are provided as look-up table [93].
Fig. 4.11 shows the displacement damage function D(E),
normalized to 95 MeV mb, which correspond to the D(E)
value for 1 MeV neutron, because of this the ordinate axis
actually represent the damage equivalent to 1 MeV neu-
trons.

Figure 4.11: Displacement Damage function (D(E)) normalized to 95 MeV mb,
for neutrons, protons, pions, and electrons. Because of the normalization to 95
MeV mb the ordinate axis represents the damage equivalent to 1 MeV neutrons.
The insert is a zoom. From Ref. [91].

Silicon interstitial, vacancy, and primary defects can move
inside the crystal (they are not stable), and if they meet
inside the crystal this can lead to the creation of a clus-
ter defect or secondary defects. This process of travelling
and combination is called defects annealing and impacts
the energy levels in the band gaps and the space charge in
the depletion zone. The mobility of the defects is strongly
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dependent on the temperature, and therefore the changes
in the detector will have a complex annealing behaviour
due to the many possible secondary defects.

Leakage Current

The presence of energy levels in the band gap caused by
defects in the crystal helps generating additional electron-
hole pairs within the depleted region of the sensor. This
leads to a decrease of the generation lifetime τg and an in-
crease of the volume generation current Ivol proportional
to the fluence φ:

1
τg

=
1

τg,φ=0
+ kτφ (4.2)

Ivol

V
=
Ivol,φ=0

V
+α ·φ (4.3)

with V being the volume, defined as junction area times
detector thickness. Instead kτ is the life time related dam-
age rate and α the current related damage rate. An increase
of the leakage current is a problem because it increases
the noise and it heats up the sensor, therefore needing a
cooling system to avoid a thermal runaway.
The two constants can also be related between them by the
relation: α = enikτ , where ni is intrinsic carrier concentra-
tion. Also, it is possible to reformulate as α = ∆Ivol/φ ·V .
It is important to note that α is independent of the initial
resistivity of the silicon and the production method of the
sensor.
Fig. 4.12 shows that with time, after irradiation, the leak-
age current will anneal and that this process is strongly
dependent on the temperature [94].

For long annealing times or high annealing tempera-
ture, it is possible to parametrize the evolution of α with
a function such as:

α(t) = αi · exp
(
− t
τi

)
+α0 − β · ln

(
t
t0

)
(4.4)
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Figure 4.12: Rate of increase of the leakage current α as a function of the anneal-
ing time. Top and bottom axis represent time, the bottom one in minutes, while
the top one shows the time but in hours/days/months/years. From Ref. [91].

with t0 an arbitrary time (e.g. set at 1 min), and τi hides
the dependence on the temperature in the following way:

1
τi

= k0,i · exp
(
− Ei
kTa

)
. (4.5)

where Ei is a parameter set to Ei = (1.11±0.05) eV. It is also
worth noticing that Ta is evaluated at the temperature at
which the sensor was annealed, and not the current one.

Effective doping concentration

A sensor is considered fully depleted when there are vir-
tually no free carriers in the bulk, and there is an electric
field that collects the charge created by ionizing particles
passing through it.
For biases below the depletion voltage Vdepl, charges are
recombined inside the non-depleted region and can’t reach
the electrode. This means that only the depleted part of
the sensor is sensible and, if this is on the side of the elec-
trode, the sensor works as if it was thinner.
The depletion voltage is also related to the net doping or
effective doping Neff, which is the difference of all donor-
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like states and all acceptor-like states, via the following
formula:

|Neff| =
2ε0εSiVdepl

ed2 (4.6)

where d is the depth of the sensor. Neff can be both nega-
tive or positive, depending on whether acceptors or donors
are dominating. In general, defects caused by irradiation
are responsible for a change in the Neff. This is due to the
removal or formation of acceptor or donor, caused by the
formation of either defects cluster containing acceptor or
donor, or cluster assuming positive/negative charge states
in the space-charge region. When irradiated, a n-doped
material will decrease its Neff up until a certain fluence,
depending on the initial concentration, where the mate-
rial becomes intrinsic. The material then with increasing
the dose increases the absolute value ofNeff, dominated by
acceptor-like defects with a negative space charge, show-
ing the behaviours of a p-type material [95]. This change
in nature is called type inversion. Fig. 4.13 shows the evo-
lution of the depletion voltage for a 300 µm thick silicon
sensor as a function of the fluence. This cause the shift of
the n side of the sensor to the p side.

Figure 4.13: Evolution of the depletion voltage for a 300 µm thick silicon sensor
as a function of the fluence. From [91].

The Hamburg Model gives an empirical expression of the
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evolution of Neff after irradiation,

Neff =Neff,φ=0 − (NC(φ) +Na(φ,Ta, t) +NY (φ,Ta, t)) , (4.7)

where:

• NC describes the stable damage that does not depend
on time or temperature. This term has an exponential
dependency on the fluence, NC(φ) = NC,φ=0

(
e−eφ

)
+

geφ;

• Na describes the short-term or beneficial annealing and
is parametrised asNa(φ) = φ

∑
i ga,ie

−t/τa,i(Ta) ∼ φgae−t/τa(Ta);
• NY describes the reverse annealing which describes the

increase of the full depletion voltage after a few weeks
at room temperature. It can be parametrised as NY =
gYφ

(
1− 1

1+t/τY

)
.

Trapping

Another important effect of radiation damage is the cre-
ation inside the sensor of trapping centres. Crystalline
defects introduce localized energy levels in the bulk with
high capture cross-section. A charge carrier trapped in-
side one of these levels has a re-emission time that is far
larger than the charge collection time needed for a track-
ing detector, and therefore its signal is lost, reducing the
total amplitude of the signal.
An important parameter is the trapping time τi , which de-
scribes the (inverse of the) probability of a charge to be
trapped:

1
τt(φ)

=
1

τt,φ=0
+γφ (4.8)

where γ is a coefficient that has been measured and it is
0.41× 10−6cm2s−1 for electrons and 0.60× 10−6cm2s−1 for
holes. Smaller values of the trapping time for the elec-
trons than the holes means also that holes are more likely
to be trapped. This is why, in general, sensors that collect
electrons instead of holes are more used in applications.
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These values however have a dependence on the anneal-
ing time, as found in Ref [96]. Fig. 4.14 shows the trap-
ping constant as a function of the annealing time for two
different sensors using neutrons for irradiation and show-
ing results for both electrons (empty marker) and holes
(full marker).

Figure 4.14: Annealing of effective trapping probability at 60 °C. Measurements
were taken at T = 10 °C. From Ref. [96].

4.2.2 ATLAS Pixel Detector Conditions
As it has been shown in the previous section, radiation-
induced defects change the characteristic of the sensors,
in particular the voltage needed to fully deplete the sen-
sor. Predictions of the radiation fluence that will impact
the detector are then important for the performance of the
detector itself.
The estimate of the fluence depends on two different key
aspects: first is the modelling of the secondary particles
produced in the collisions, and second, their interactions
with the detector. In ATLAS this estimation is done us-
ing a combination of different simulations. Pythia 8 [97,
98] generates inelastic proton-proton scattering using the
MSTW2008LO parton distribution with the tuned set of
parameters A2 [99]. The produced particles are then prop-
agated through the detector using the particle transport
software FLUKA [100, 101]. Particles are transported down
to an energy of 30 keV for photons, thermal energy for
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neutrons, and 100 keV for everything else.
It is very important to model correctly the geometry of
the Inner Detector because of secondary particles gener-
ated in the high energy hadronic interactions in the detec-
tor. Fig. 4.15 (left) shows the estimated 1 MeV neutron-
equivalence fluence per fb−1, while Fig. 4.15 (right) shows
the same information but as a function of time, divided
for the 4 layers of the pixel detectors. The most important
contribution comes from charged pions coming directly
from the proton-proton collision. As it is possible to see,
there is a z dependence that can be as high as 10%. From
Fig. 4.15 (right) instead is possible to notice how, even if
the IBL was installed after the other pixel layers, it has
received more fluence, due to its proximity to the interac-
tion point.
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Figure 4.15: Simulated 1 MeV neq fluence prediction in the Pixel detector as a
function of r and z position using FLUKA for 1 fb−1 (left). Predictions for the
lifetime fluence experienced by the four layers of the current ATLAS pixel detec-
tor as a function of time since the start of Run 2 at z ∼ 0 up to the end of 2017
(right). For the IBL, the lifetime fluence is only due to Run 2 and for the other
layers, the fluence includes all of Run 1. The IBL curve represents both the flu-
ence on the IBL (left axis) as well as the delivered integrated luminosity in Run 2
(right axis). (left) from Ref. [102], (right) from Ref. [103].
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Luminosity to fluence validation

Fluence is also an important input for the simulation. To
compare simulation to data, it is needed to know the cor-
rect fluence corresponding to the luminosity of the data
sample. A conversion factor from luminosity to fluence is
then needed. FLUKA is used to get the conversion factor
and estimate the systematic effects. Fluence is then con-
verted into leakage current.

The leakage current can be predicted using Eq. (4.3)
knowing the fluence and the temperature and the Ham-
burg model parametrization of α = α(t,T ) as shown in
Eq. (4.4). The leakage current for n time intervals can be
written as [104]

Ileak =
φ

Lint
·
n∑
i

ViLint,i

α1e

(
−
∑n
j=i

tj
τ(Tj )

)
+α?0 − β log

(
Θ · tj
t0

)
(4.9)

where
• Lint,i is the luminosity in the i-th time interval;

• Ti is the temperature in the i-th time interval;

• Vi is the depleted volume in the i-th time interval;

• t0 is a constant term, t0 = 1 min;

• α1, α?0 , β are empirical constant. In Run 2, they were
set to α1 = (1.23±0.06)×10−17A/cm, α?0 = 7.07×10−17A/cm,
and β = (3.29 ± 0.18)× 10−18A/cm;

• τ is a time constant that follows the Arrhenius dis-
tribution: τ−1 = k0 · exp

(
− E
kBTa

)
, where k0 = 1.2+5.3

−1.0 ×
1013s−1 and E = (1.11± 0.05) eV.

• Θ is a function that scales the temperature to a refer-
ence value (Tref = 20◦ C), and is described as:

Θ(T ) = exp
[
−
E?I
kB

(
1
T
− 1
Tref

)]
(4.10)
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where E?I = (1.30±0.14) eV and Tref is a reference tem-
perature, typically 20 °C.

Properties were predicted and measured in time inter-
vals of 10 minutes during the whole Run 2, and in each
time period predictions were fitted to the data, divided
per group of modules. This is because different modules
have different distances from the interaction point along
the beam axis. Predictions were also scaled to a reference
temperature of 20 ◦C. Leakage current measurements are
done with two different subsystems: the high voltage patch
panel subsystem (HVPP4) and the multi-module power
supply subsystem. The HVPP4 monitors the current us-
ing a Current Monitoring Board system, at the pixel level
from the high voltage power supplies, while the multi-
module power supply system uses a mix of custom com-
ponents and commercially available components for high
and low voltage for the readout electronics and sensor
bias.
Fig. 4.16 shows the measured and predicted leakage cur-
rent for the IBL. The prediction is based on the thermal
history of the modules combined with the Hamburg model
[91] for modelling changes to the leakage current and Pythia
+ Fluka for simulating the overall fluence. For all four
predictions, the overall scale is normalized based on a fit
with the data across the entire range. Similar MC/data
trends are observed for the |z| regions.

Annealing and depletion voltage

An important aspect of the detector that must be kept un-
der control is the annealing and the depletion voltage of
the sensors. From Eqs. (4.6) and (4.7) it is possible to pre-
dict the evolution of the depletion voltage with fluence.
This can be measured in two different methods. The first
one consists of using cross-talk of adjacent pixels since
pixels are only isolated when fully depleted. However,
this is true only before type inversion, after that point
pixels are isolated even before full depletion. The second
one is the bias voltage scan and can be used after type in-
version. The operating voltage of the sensor is raised in
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Figure 4.16: The measured and predicted leakage current for sensors on the IBL,
both normalized to 0 degrees celsius for different |z| regions. The lower panel
shows the ratio between the prediction and the data for the innermost module
group. From Ref. [104].

steps and, at each step, the collected charge is measured.
At high fluence, the depletion voltage loses its meaning.
It is however used as an operational parameter to indi-
cate the bias voltage needed to recover most of the charge.
This is done by fitting with two curves, a straight line and
squared function that parametrize the two different be-
haviours, to the mean collected charge as a function of the
bias voltage. The depletion voltage is then defined as the
operating voltage where the two curves cross. Fig. 4.17
shows the evolution of the depletion voltage as a function
of the days of operation of the LHC during 2015 and 2016
for IBL (left) and B-Layer (right). The points are data col-
lected with both the cross-talk and the voltage scan. Pre-
diction are from Eq. (4.7). Uncertainty contains variations
of the initial parameter of the equation and an additional
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20% in the initial doping concentration.
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Figure 4.17: Calculated depletion voltage of (left) IBL and (right) B-layer accord-
ing to the Hamburg model as a function of time from the date of their installation
until the end of 2016. Circular points indicate measurements of the depletion
voltage using the bias voltage scan method while square points display earlier
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4.2.3 Digitizer Model

A description of the effect of radiation damage on the de-
tector response and performance is needed in order to cor-
rectly predict the behaviour of the detector, decide the
operation conditions (like electronics threshold, temper-
ature and bias voltage) that minimize the impact on the
performance, and also have a good description of physical
quantities.

Overview

The implementation of these effects is done in the digitiza-
tion step, where the energy deposits of charged particles
are converted to digital signals sent from the front ends
to the detector readout system. Energy deposits are ob-
tained from Geant4, a software that evaluates the trajec-
tories of particles inside the detector and their interaction
with the material, and whose output is a list of energy de-
posits and their position in the sensitive material, the hits.
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The radiation damage digitizer is implemented in the AT-
LAS common software framework, Athena [105], which
describes the whole ATLAS detector and has been used
the production of MC samples so far. A schematic of the
planar digitizer is shown in Fig. 4.18.
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Figure 4.18: Schematics of the planar digitizer. From Ref. [87].

A standalone software outside Athena, called Allpix [106],
is used to set the parameters concerning the geometry of
the pixel module (thickness, pitch, number of rows and
columns, and tilt relative to the beam) and to send them
to Geant4 for generating the energy deposits. This way,
Allpix allows to easily validate the effects of the radia-
tion damage without the reconstruction of Athena, which
takes longer and is generally harder. Other constant val-
ues, such as fluence, trapping time for electrons and holes,
temperature, and B field strength, are instead set in the
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digitizer. Still in the initialization, Ramo potential maps
and Electric field maps corresponding to the correct bias
voltage and fluence are loaded and stored in root histograms,
ready to be used as look-up table. These maps are ob-
tained from separate simulations with the TCAD (Tech-
nology Computer Aided Design) tool, containing the ra-
diation damage effects. Secondary maps are built from all
the inputs and the maps, such as: Lorentz angle values,
and final position maps.
The digitizer reads the ionization energy deposits of the
hits created by Geant4 and converts them into electron-
hole pairs. The energy needed for a particle to create an
electron/hole pair is ∼ 3.6 eV. Electrons and holes are then
drifted towards the opposite electrodes using the infor-
mation from the lookup tables. In order to speed up the
software, charges are grouped in chunks of ∼ 10, although
this is a settable parameter. For each charge then the prob-
ability of being trapped is evaluated, and charge carri-
ers are considered trapped if the time needed to reach
the electrode is larger than a random trapping time τ ex-
ponentially distributed as 1/βφ, where φ is the fluence
and β the trapping constant. In case the charge carrier is
trapped, it is necessary to evaluate how much charge is in-
duced in the neighbouring pixel. This is done with Ramo
maps, as it will be explained in Section 4.2.3. The work-
flow of the digitizer is shown in Fig. 4.19.

During Run 2, the Athena simulation has been performed
without the inclusion of the radiation damage digitizer.
For Run 3, instead, the effects of the radiation damage will
be accounted for in the Athena simulation by the digitizer.
For this reason, during my PhD, I compared several sim-
ulated distributions related to the properties of the col-
lected charge into pixels with the digitizer turned on or
off. This allowed to understand the effects of the radia-
tion damage on the collected charge. As a second step,
the simulation with the digitizer turned on was compared
to data to understand if the radiation damage corrections
were leading to a better agreement to data, this way test-
ing the implementation of the digitizer. This led to some
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Figure 4.19: Workflow of the digitizer. From Ref. [87].

improvements in the digitizer code, such as the imple-
mentation of scale factors accounting for different pixel
sizes at the borders or the improvement of the granular-
ity of the maps used to estimate to time travelled by the
electrons before being trapped. Once the validation was
concluded, it was possible to tune the simulation param-
eters to data, focusing in particular on the trapping con-
stants and using various available measurements includ-
ing high voltage scans. In the following paragraphs, the
most important aspects of the radiation damage digitizer
are presented.

Electric Field Simulation

In the presence of a constant doping inside the bulk, as
in the case of unirradiated sensors, the electric field is
linear. The Hamburg [91] model predicts the change in
time and temperature of the effective doping concentra-
tion (Neff), but not the change in concentration within the
sensor, which is responsible for the non-trivial shape of
the electric field. The electric field shape is instead simu-
lated with software based on TCAD, which is a type of au-
tomation for electronic design that models the fabrication
and operation of semiconductor devices. The commercial
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TCAD products used were Silvaco Atlas (for planar mod-
ules) [107] and Synopsys (for 3D) [108]. These tools al-
low us to model the diffusion and ion implantation, and
to see the effects on the electrical devices according to
the doping profiles. Another important aspect of TCAD
is the possibility of modelling the radiation damage ef-
fects. This is done by adding trap centres to the energy
band gap, which is positioned between the valence band
(EV ) and conduction band (EC), influencing the density of
space charge. Since there are two technologies in the pixel
sensors (n+-in-n for the planar and p-in-n for the 3D), two
sets of simulations are used. Fig. 4.20 shows the positions
and name convention for the energy bands and the accep-
tor and donor traps.

Figure 4.20: Energy band and trapping levels for acceptor and donor.

The radiation damage model used for planar sensors
was proposed in [109] by Chiochia et al. and has been
found to give better modelling than the alternative Petasecca
model [110]. The Chiochia model uses a double trap, with
one acceptor and one donor trapping centre, with energy
levels at EC − 0.525 eV and EV + 0.48 eV for the conduc-
tion and valence band respectively. This model was first
developed for CMS sensors, which are also n+-in-n pixel
modules. The Petasecca model was found to not correctly
model some of the important variables, such as the Lorentz
angle as a function of fluence.
Simulations are performed for only one quarter of the pixel
sensors due to the symmetry of the pixel geometry. The
z direction is defined as the direction of the depth of the
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sensor, while x and y correspond to theφ and η directions,
respectively. The values of the main parameters used in
the TCAD simulation for the planar modules are reported
in Table 4.2, whereNA/D is the concentration of the accep-
tor/donor defects and σA/De/h are the electrons/holes cap-
ture cross-section for acceptor and donor defects. The
introduction rate, gA/Dint = NA/D/φ, is also reported as the
density of traps increase with fluence.

Fluence NA ND σA/De σAh σDh gAint gDint
[1014neq/cm2 ] [10−15cm−3] [10−15cm−3] [1015cm2] [1015cm2] [1015cm2] [cm−1] [cm−1]

1 0.36 0.5 6.60 1.65 6.60 3.6 5

2 0.68 1 6.60 1.65 6.60 3.4 5

5 1.4 3.4 6.60 1.65 1.65 2.8 6.8

Table 4.2: Values used in TCAD simulations for acceptor (donor) defect concen-
trations NA (ND ), for their electron (hole) capture cross-sections (σA/De,h ) and in-

troduction rates gAint/D for three different fluences. Values are derived from the
Chiochia model [109] for temperature T = −10◦C.

Radiation damage effects in the 3D sensors are instead
implemented with the Perugia model [111] using the Syn-
opsys TCAD package. In this model there are instead
three trap levels: two acceptor and one donor trap lev-
els with energies: EC −0.42 eV, EC −0.46 eV, and EV +0.36
eV.

For planar sensors, the electric field profile is rather in-
dependent of the x and y positions. Fig. 4.21 shows the
shape of the electric field as a function of the bulk depth
(z dependency) for different fluences and two bias volt-
ages, 80 V (left) and 150 V (right). It is possible to see that
for low fluences the electric field is almost linear, but after
type inversion the field is almost all shifted on the other
side. After even more fluence a minimum appears in the
centre and the electric field has a typical U-shaped profile
with the characteristic double peak [112] structure. In the
low electric field region, the charges move slowly and are
more likely to be trapped at small distances, therefore the
charge in this region is not collected efficiently. However
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the electric field is not zero, at high enough fluence, and
therefore the meaning of depletion depth is not valid any-
more.
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Figure 4.21: Simulation of the electric field profile for ATLAS planar pixel mod-
ules along the z axis. From Ref. [87].

Time-to-electrode, position-at-trap

Another important input in the digitizer is the time needed
by the charge carriers to reach the electrodes, and what is
the final position. In fact, due to trapping, if the time is
too long, the electron/hole will be trapped, and the final
position will define where the charge ends, and thus the
charge induced on each pixel cell. A map is computed
with the final position as a function of both the initial po-
sition and time of drift and is used in each loop of the
digitizer. The maps are computed once per geometry and
conditions (fluence, bias voltage and temperature). Elec-
trons and holes drift towards the opposite electrodes with
a mobility µ that depends on the nature of the charge car-
rier, the electric field and also the temperature [113], fol-
lowing the equation from Jacoboni-Canali [114]

µe(T ) =1533.7cm2/(V · s)× T −2.42
n

µh(T ) =463.9cm2/(V · s)× T −2.20
n .

(4.11)
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Drift velocity is then given by ~v(E) ∼ rµ(E)~E, where r is
the Hall scattering factor. From this, the estimated time
for collecting the charge is given by

tcollection(~xinitial) =
∫
C

ds
rµ(E)E

(4.12)

where C is the path from the initial to the final position.
The integration is done in the z direction since the field is
nearly independent of x and y. Fig. 4.22 shows the time to
reach the electrode for both electrons and holes, for differ-
ent fluences, for an IBL planar sensor with a bias voltage
of 80 V. Holes drift toward the 200 µm side, while elec-
trons toward the zero side. Also, it is possible to see that
the times go from a few ns to tens of ns.
Electrons are collected in few ns, except for very high flu-
ences, where the electric field is quite low in the central
part of the sensor; in this case, most of the charges are
trapped before reaching the electrodes. Holes instead are
slower. Signal formation is still, in general, faster than the
LHC clock of 25 ns, but could be a problem for very high
fluences.
It is important to know the position where the charges are
trapped to evaluate the induced charge. As previously ex-
plained, a charge carrier is trapped if its time to reach the
electrode is larger than a random number distributed as
an exponential function with the trapping time as mean
value. Therefore it is possible to evaluate the final posi-
tion as:

~xtrap =
∫ ttrap

0
rµ(E)~Edt. (4.13)

where ttrap is the random time of trapping of the charge
carrier considered.

Lorentz angle

Charge carriers in the silicon sensors drift towards the
electrodes due to the electric field. The presence of a mag-
netic field deviates the path of the charge carriers from
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Figure 4.22: Time to reach the electrodes as a function of the initial position of
the charge carrier. Electrons go toward the 0 µm side, while holes toward the 200
µm one. From Ref. [87].

straight lines. The Lorentz angle (θL) is defined as the an-
gle between the drift direction and the electric field, and
this causes the minimum of the cluster size to be obtained
for particles entering the sensor with an incident angle
equal to the Lorentz angle. In a given point inside the
bulk of the sensor, the Lorentz angle is given by

tanθL = rBµ(E(z)) (4.14)

where µ is the mobility. The mobility depends on the elec-
tric field and it diminishes for a very high field, thus also
the Lorentz angle depends on the electric field. This also
means that the total effects, as the incident angle corre-
sponding to the minimum cluster size, depends not only
on the average electric field (which is the bias voltage di-
vided by the depth of the sensor) but also on the profile of
the electric field which is modified by the radiation dam-
age. It is possible to write the Lorentz angle with the fol-
lowing formula:

tanθL(zi , zf ) =
rB
|zf − zi |

∫ zf

zi

µ(E(z))dz. (4.15)
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where zi/f is the initial/final position of the charge carrier.
In the digitizer code, the Lorentz angle maps are saved at
the beginning for each geometry and condition setup (flu-
ence, bias voltage, and temperature). The final position of
the charge carrier when adding together the drift and the
Lorentz angle is then given by

xf =xi + |zf − zi | · tanθL + dx
yf =yi + dy

(4.16)

where the y direction is the direction perpendicular to the
magnetic field, while the x is parallel to it. dx/y instead
is the thermal diffusion in the x and y direction, and it is
given by

d = ε · d0

√
|zf − zi | · cotθ

0.3
(4.17)

with d0 a diffusion constant and ε a random number. The
Lorentz angle for electrons is larger than for holes because
of the larger mobility. Fig. 4.23 (left) shows the tangent of
the Lorentz angle as a function of the initial position in
a planar module with a bias voltage of 80 V for different
fluences. Fig. 4.23 (right) shows the same plot but as a
function of both the initial and final position, for a fluence
of 2× 1014neq/cm2.

Charge Trapping

In the digitizer, the charge carriers are declared trapped if
their time to reach the electrodes is larger than a random
time distributed as an exponential with mean value 1/φβ,
where β is the trapping constant.
This constant is set at the beginning of the digitizer, and
it is taken from literature. From different measurements,
β has been found to depend on the type of irradiation,
the temperature, and the annealing history, and also if the
charge carrier is an electron or a hole. In the digitizer, an
average of different measurements is used. Values are re-
ported in Table 4.3 for the different values of β, together
with the method of irradiation, the level of annealing and
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(right) in an ATLAS IBL planar module, with a bias voltage of 80 V. From Ref.
[87].

Irradiation Annealing βe βh Reference Method

(10−16cm2/ns) (10−16cm2/ns)

Neutrons minimum Vdepl 4.0± 0.1 5.7± 0.2 [96] TCT

Pions minimum Vdepl 5.5± 0.2 7.3± 0.2 [96] TCT

Protons minimum Vdepl 5.13± 0.16 5.04± 0.18 [115] TCT

Neutrons > 50 hours at 60◦C 2.6± 0.1 7.0± 0.2 [96] TCT

Protons > 10 hours at 60◦C 3.2± 0.1 5.2± 0.3 [115] TCT

Protons minimum Vdepl 4.0± 1.4 - [116, 117] Test beam

Protons 25h at 60◦C 2.2± 0.4 - [116, 117] Test beam

Table 4.3: Measurements of the trapping constant β are summarized, normal-
ized to a temperature of 0◦C. Some measurements are reported after annealing
to the minimum in the full depletion voltage Vdepl (reached in about 80 minutes
at 60◦C) while others correspond to the asymptotic values observed after long
annealing times.

the type of irradiation. Measurements were obtained with
two different techniques: a transient current technique
(TCT) was used for Refs. [115] and [96], while results from
test beam were used for Ref. [117]. Measurements were
also performed at different temperatures, between −10◦C
and 10◦C, and a significant dependence of β on temper-
ature was found. Therefore all the results were scaled to
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0◦C to be comparable. Both results with TCT find a β in-
creasing with annealing for electrons while decreasing for
holes.
In the digitizer the values used were:

βe =(4.5± 1.5)× 10−16cm2/ns

βh =(6.5± 1.5)× 10−16cm2/ns
(4.18)

These values were chosen to be representative of the con-
ditions of the ATLAS Pixel detector during Run 2. The
uncertainty instead was set to cover differences between
all the references used.

Ramo potential and induced charge

Drifting charges inside the bulk of the sensors towards the
electrodes induce a signal that is then read by the elec-
tronics. This signal can be analytically calculated, by us-
ing the Shockley-Ramo theorem [118]. The theorem states
that the instantaneous current i induced on an electrode
by a moving charge q is given by

i(t) = q~v · ~Ew(~r) (4.19)

where ~v is the instantaneous velocity of the charge. In-
stead, Ew is the electric field generated at the position r
by q on the electrode considered and removing all other
charges and electrodes. Ew is called weighting field or Ramo
field. Integrating Eq. (4.19) over time it is obtained:

Qinduced = −q[φw(~xf)−φw(~xi)], (4.20)

where φw is the Ramo potential ~Ew = ∇φw. The Ramo
potential depends only on the geometry of the electrodes,
and therefore it is possible to be evaluated in advance. In
presence of a pair of electrons-holes formed in the posi-
tion xi that drifts towards their respective electrodes and
they both arrive at the end, the induced charge is q, the
charge of the electrons. However, if one charge carrier is
trapped, the charge is not zero but can be evaluated using
Eq. (4.20), and it is always smaller than the charge q.
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In the digitizer, the Ramo maps are loaded in the initial-
ization process and are used in each loop whenever a charge
is trapped to estimate the induced charge in all the pixels
in a 3 × 3 matrix around the closest pixel to the trapping
position. These maps are evaluated with TCAD to solve
the Poisson equation. For planar sensors, there is a small
x and y dependence, while the main changes are in the
z direction. However x and y directions are important to
evaluate the charge induced on the neighbouring pixels.
Fig. 4.24 shows the Ramo potential of a quarter of an IBL
planar sensor. The white dashed line indicates the edge
of the electrode. It is then possible to see that indeed the
potential is not zero outside the pixel area.
The Ramo potential for 3D sensors is slightly more com-
plex, due to not only the 3D geometry, but also to the
fact that the two n+ columns are connected, and so they
must be kept at ground together when doing the calcula-
tion, and this requires a relatively large simulation area.
Fig. 4.25 shows the Ramo potential map for a 3D sensor.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
R

am
o 

P
ot

en
tia

l

0 10 20 30 40 50 60 70
m]µx position [

0

20

40

60

80

100

120

140

160

180

200

m
]

µ
D

ep
th

 [

 SimulationATLAS
-in-n Planar Sensor+m nµ200 

Figure 4.24: Ramo potential map of a quarter of a ATLAS IBL planar module in
the z − x plane. From Ref. [87].
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4.2.4 Model Validation on data

The digitizer presented is tested by comparing its predic-
tion to data taken by the ATLAS detector during Run 2.
Simulations are obtained using the Allpix software and
here referred to as Standalone simulation. Events from data
or simulations passing di-muon or di-jet trigger are con-
sidered and charged-particle tracks are reconstructed from
hits in the pixel detector, silicon strip detector, and tran-
sition radiation tracker. Clusters on the innermost pixel
layer associated with tracks are considered for further anal-
ysis. Two key observables are chosen to study the cor-
rect modelling of the radiation damage effects: the Charge
Collection Efficiency (CCE) and the Lorentz angle. Pre-
dictions from the simulation with the ATHENA common
software are used to validate the radiation damage digi-
tizer using a data sample collected at the start of Run 3.

Charge Collection Efficiency

The collected charge is one of the most important param-
eters to monitor as it is directly affected by radiation dam-
age. A decrease in the collected charge implies a decrease
in the cluster size, with the pixels with low charge can
end up being below threshold. Also, it is possible that
due to the reduction of collected charges whole clusters
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might disappear, therefore reducing the efficiency of the
tracking performance. It is then clear why an accurate de-
scription of this phenomenon is essential.
Charge deposited in the pixel cluster is well described by
a Landau distribution [119], and from this is possible to
define a CCE value as the ratio of the Most Probable Value
(MPV) of the Landau distribution of the sensor at one flu-
ence and the MPV from an unirradiated sensor in over-
depletion.
Fig. 4.26 shows the CCE for IBL planar modules with |η| <
0.2 as a function of luminosity (bottom axis) and fluence
(top axis).
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Figure 4.26: Charge Collection Efficiency as a function of the integrated Lumi-
nosity (bottom axis) and fluence (top axis) for IBL modules with |η| < 0.2. For the
simulation, the vertical bars include radiation damage parameter variations and
the horizontal error bars reflect uncertainty in the luminosity-to-fluence conver-
sion. From Ref. [120].

Data are selected in Z → µµ events with track with
3.5 < pT < 150 GeV, 0 < φ on surface < 0.5 , |θ on sur-
face | < 0.2. No clusters with pixels with ToT= 1 or > 14
are used. Results are obtained from ToT.
As expected the CCE decreases with luminosity, and there-
fore fluence. At the end of 2016 (around 30 fb−1) the IBL
detector was under-depleted, and the CCE was quickly
decreasing. Increasing the bias voltage from 80 V to 150
V then was needed to recover this trend. From mid-2017
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to the beginning of 2018 the bias voltage was increased
again to 350 V, and in 2018 increased again to 400 V.
Error bands on the y axis on the simulations account for
all the systematic variations presented in Section 4.2.3,
and also variation (of 1 σ ) of the trapping constants. On
the x axis there is a 15 % uncertainty from the fluence-to-
luminosity conversion. Data have instead an uncertainty
that accounts for the shift in ToT (described in Section
4.1.4) along the y axis, and a 2% uncertainty on the x
due to the luminosity measurement uncertainty. Data and
simulation are in agreement within the uncertainty, even
if the last data points seem to be systematically lower than
the prediction.

It is also possible to evaluate the charge collection effi-
ciency as a function of the bias voltage applied, instead of
as a function of the luminosity. This is possible because
the bias voltage was varied in special runs, called Voltage
Scan, during the data taking. In the whole Run 2, eight
different voltage scans were taken, one at the beginning
and one at the end of each year. This was done to monitor
the depletion voltage of the sensors. Fig. 4.27 shows the
fraction of collected charge as a function of the bias volt-
age in IBL planar modules for two data runs, one at the
end of 2017 and one at the end of 2018, compared with
the corresponding simulations.

Simulations agree with data at high bias voltage, while
they are higher than data at low bias voltages. The change
in the slope of the curves with the increase of the bias volt-
age can be then used to estimate the depletion voltage.
The obtained depletion voltages are reported in Table 4.4.

The depletion voltage can be regarded as the voltage
value where the electric field is high enough to efficiently
collect most of the charge from the whole sensor. The
discrepancy at low bias voltage does not compromise the
ability to emulate the behaviour of the detector during
Run 2, since the operational bias voltage has always been
kept at levels higher than the depletion voltage.
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Sample Fluence [1014neq/cm2] Depletion Voltage [V]

Data 5.5 240± 4

Data 8.7 278± 4

Simulation 5.5 250± 4

Simulation 8.7 268± 4

Table 4.4: Depletion voltage obtained from fit on data and simulation.

Lorentz angle

The Lorentz angle is determined by performing a fit to the
transverse cluster size F as a function of the incidence an-
gle of the associated track using the following functional
form:

F(α) = [a× | tanα − tanθL|+ b/
√

cosα]⊗G(α|µ = 0,σ ),

where α is the incidence angle with respect to the nor-
mal direction of the sensor in the plane perpendicular to
the magnetic field. θL is the fitted Lorentz angle, G is
a Gaussian probability distribution evaluated at α with
mean 0 and standard deviation σ , and a and b are two ad-
ditional fit parameters related to the depletion depth and
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the minimum cluster size, respectively. An example input
to the fit is shown in Fig. 4.28 (left). Cluster size depends
on many effects that are not included in the simulations,
nonetheless, the position of the minimum should still cor-
respond to the Lorentz angle. For example, the geometry
used for this simulation is simplified and the extreme in-
cidence angles are likely more impacted in the actual ge-
ometry. The simulation in Fig. 4.28 (left) matches the low
incidence angles well, but this is not seen for all fluences;
it could be due in part to the uncertainty in the fluence.

The fitted Lorentz angle as a function of integrated lu-
minosity is shown in Fig. 4.28 (right). Due to the degrada-
tion in the electric field, the mobility and thus the Lorentz
angle increase with fluence. This is not true for the Petasecca
model, which does not predict regions of low electric field.
Charge trapping does not play a significant role in the
Lorentz angle prediction. The overall normalisation of
the simulation prediction is highly sensitive to the radi-
ation damage model parameters, but the increasing trend
is robust. An overall offset (not shown) is consistent with
previous studies and appears even without radiation dam-
age (zero fluence) [121], which is why only the difference
in the angle is presented.

Fig. 4.29 (top) shows the evolution of the Lorentz angle
during Run 2. Different fits for data are performed for dif-
ferent conditions of temperature and bias voltage. Differ-
ences in Lorentz angle are due to changes in bias voltage
and temperature. Fig. 4.29 (bottom) shows the evolution
of the Lorentz angle during 2017 compared with the pre-
diction from the Allpix simulations. The simulated points
are also fitted with a straight line that has an offset fixed
to match the one from the data. Error bands account for
all the systematic variations.

Model validation with Run 3 data

The radiation damage ditigizer is further studied using a
data sample corresponding to events recorded during the
special LHC operation at a centre-of-mass energy of 900
GeV in June 2022 at the start of Run 3 [123]. Simulated
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uncertainties. From Ref. [87].

samples containing a total of 82 k events are generated
both with and without the inclusion of the radiation dam-
age effects and referred to as Radiation Damage MC and
Constant Charge MC, respectively. An estimated average
fluence of 7.5 × 1014 neq/cm2, expected on the IBL in the
2022 run after 12.5 fb−1 of data collection, is used in the
electric field maps.
As a first measure of the detector response and its sensi-
tivity to radiation damage, the charge collected in pixel
clusters is shown in Fig. 4.30. The collected charge with
the inclusion of the radiation damage is reduced, as ex-
pected, and the simulation with the inclusion of the radia-
tion damage provides a better agreement to data. The dif-
ferences between data and Radiation Damage MC can be
explained in terms of uncertainties in the radiation dam-
age model parameters, as well as the uncertainty in the
charge calibration and luminosity-to-fluence conversion.
As a second measure of the pixel detector response, the
distribution of the number of pixels in clusters associated
to tracks is shown in Fig. 4.31 (left) for the transverse (r−φ
or local X) projection to the beam axis and in Fig. 4.31
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(right) for the longitudinal (z or local Y) projection to the
beam axis. These distributions depend on the incidence
angle of the particle and the position of impact of the par-
ticle on the detector plane but also on the charge diffu-
sion and the pixel thresholds. The inclusion of the radia-
tion damage effects clearly improves the modelling of the
cluster shape. Differences between the two MC models
in the transverse projection are due to the change in the
collected charge and in the calculated Lorentz angle that
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drives the cluster multiplicity along the small pixel pitch
projection.
Finally, the resolution of the impact parameter d0 is stud-
ied for a subset of reconstructed tracks. The impact pa-
rameter d0 is defined as the point of closest approach of
the track to the primary vertex in the plane transverse to
the beam axis. Its resolution is measured as a r.m.s. ex-
tracted from a fit on the central portion of the d0 peak
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contained within a ±1.5σ interval centred at the maxi-
mum value of the distribution. The track d0 resolution is
shown in Fig. 4.32 as a function of the track pT. The track
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d0 resolution measured in data is close to that obtained
with data at the start of Run 2 [124] and the agreement to
simulation is improved with the inclusion of the radiation
damage effects.
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Chapter 5

Assembly and quality control
of ITk pixel modules

In this Chapter, the assembly and quality control of pixel
modules for the Phase-II upgrade of the ATLAS Inner Tracker
(ITk) is presented. The assembly procedure is the produc-
tion stage of pixel modules when different components of
a module are joined together, while the quality control
is the set of procedures aimed at assuring that the pixel
module components reflect the design requirements and
that the assembled module can be operated as expected.

Contents
5.1 ATLAS Phase-II detector upgrade . . . . . . . . . . . . . . . . 128
5.2 ITk pixel modules . . . . . . . . . . . . . . . . . . . . . . . . . 131

5.2.1 Bare Module . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.2.2 Module Flex . . . . . . . . . . . . . . . . . . . . . . . . . . 137

5.3 Stages of the module assembly and quality control . . . . . . 138
5.4 Visual Inspection . . . . . . . . . . . . . . . . . . . . . . . . . . 138

5.4.1 Visual inspection of bare modules . . . . . . . . . . . . . 139
5.4.2 Visual inspection of flexes . . . . . . . . . . . . . . . . . . 141

5.5 Bare module to flex assembly . . . . . . . . . . . . . . . . . . . 143
5.6 Bare module to flex attach . . . . . . . . . . . . . . . . . . . . . 147

5.6.1 Gluing using the stencil . . . . . . . . . . . . . . . . . . . 147
5.6.2 Gluing using the glue robot . . . . . . . . . . . . . . . . . 149

5.7 Plasma cleaning . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
5.8 Electrical testing . . . . . . . . . . . . . . . . . . . . . . . . . . 154

5.8.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . 155
5.8.2 Sensor IV . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
5.8.3 Shunt-LDO VI . . . . . . . . . . . . . . . . . . . . . . . . . 157

127



128 Chapter 5 Assembly and quality control of ITk pixel modules

5.8.4 Probing, trimming, ADC calibration . . . . . . . . . . . . 158
5.8.5 Chip tuning . . . . . . . . . . . . . . . . . . . . . . . . . . 158
5.8.6 Source scan . . . . . . . . . . . . . . . . . . . . . . . . . . 161

5.1 ATLAS Phase-II detector upgrade

The ATLAS detector will undergo a significant set of changes
in preparation for the HL-LHC. First, there are changes
to detector systems that are related to radiation damage.
This comes either from the damage the existing systems
will have already suffered or from the fact that these ex-
isting systems were not designed to accept the fluences
that will result from HL-LHC. Secondly, there are changes
related to the increases in trigger rates and detector occu-
pancy that comes about when large numbers of interac-
tions occur within each beam crossing.

ITk

The Phase-II ITk will be a silicon detector [125, 126]. The
whole of the inner tracker (silicon and TRT) will be re-
moved, and it will be replaced with an all-silicon tracker
which fills the existing tracking volume and will increase
the |η| coverage to 4. A schematic of the baseline layout
for the ITk is shown in Fig. 5.1. It will consist of an in-
ner part made of pixel detectors, with 5 barrel layers and
multiple inclined or vertical ring-shaped end-cap disks,
and an outer part made of strip detectors, with 4 barrel
layers and 6 endcap rings.

The innermost pixel layer will use n+-in-n 3D pixel sen-
sor technology with a pixel size of 25×100µm2. The pixels
in the outer layers and in the end-cap disks will be fabri-
cated using the more standard n-in-p technology which
does not require double-sided processing and therefore
helps to reduce costs as the sensor areas increase. The size
for these pixels is 50× 50µm2. Both inner and outer pixel
sensors will be read out electrically with a RD53 chip with
a high-speed differential serial signal along the beam line
where the digital signal will be converted to optical pulses
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Figure 5.1: Top: A schematic layout of the ITk Layout 23-00-03 as presented in
[126]. A zoomed-in view of the pixel detector. In each case, only one quadrant
and only active detector elements are shown. The active elements of the strip
detector are shown in blue, and those of the pixel detector are shown in red. The
horizontal axis is along the beam line with zero being the nominal interaction
point. The vertical axis is the radius measured from the interaction point.

by the Versatile Link for transmission off detector. The
Phase-II pixel detector will have 8.2 m2 of active silicon
area and 638 million channels.
The Phase-II silicon strip detector will have 165 m2 of ac-
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tive silicon area and 60 million channels. The central bar-
rel region extends up to z = ±1.4 m and two end-caps ex-
tend the length of the strip detector up to z = ±3 m. The
barrel layers consist of 392 staves with modules on both
sides (196 staves on each side of z = 0). Each barrel stave
is populated with 28 modules (14 on each stave side). The
strips on the inner two cylinders are 24.1 mm long (short-
strips) and those on the outer two cylinders are 48.2 mm
long (long-strips). One side of the stave will have sen-
sors with strips oriented axially while the other side will
have the same sensors oriented such that they form a small
stereo angle with the axial sensors to improve z resolu-
tion. The strip modules on each side of the stave are ro-
tated with respect to the z-axis by ± 26 mrad such that
there is a total rotation between the strips on each side of
the stave of 52 mrad. The strip end-caps will consist of 6
disks using a petal concept, with each end-caps disk com-
posed of 32 identical petals. Each petal has nine modules
on each side with six different sensor geometries to cover
the wedge shaped petal surface. A stereo angle of 20 mrad
is directly implemented in the end-cap sensors to achieve
a total stereo angle of 40 mrad.

The trigger upgrades

A consequence of higher luminosity running apart from
radiation fluence is the increased trigger rate. As a re-
sult, there are significant changes planned to the trigger
architecture for the Phase-II upgrade. The design of the
upgraded architecture of the TDAQ is a single-level hard-
ware trigger that features a maximum rate of 1 MHz and
10 µs latency [127]. It will be an hardware-based L0 trig-
ger system, composed of the L0 Calorimeter Trigger (L0Calo),
the L0 Muon Trigger (L0Muon), the Global Trigger and the
Central Trigger sub-systems. In the L0Calo sub-system, a
new forward Feature EXtractor (fFEX) will be added to
reconstruct forward jets and electrons. The new L0Muon
sub-system will use an upgraded barrel and end-cap sec-
tor logic for the reconstruction of muon candidates in the
barrel RPCs and in the endcap TGCs, respectively. In ad-
dition, MDT information will be used in new dedicated
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processors to improve the robustness and efficiency of the
L0Muon, its pT resolution and selectivity. The Global Trig-
ger will replace and extend the Run 2 and Phase-I Topo-
logical Processor by accessing full-granularity calorime-
ter information to refine the trigger objects calculated by
L0Calo, perform offline-like algorithms, and calculate event-
level quantities before applying topological selections. The
final trigger decision is made by the Central Trigger Pro-
cessor (CTP), which can apply flexible prescales and ve-
toes to the trigger items. The CTP also drives the trigger,
timing and control system network to start the readout
process of the detectors.

5.2 ITk pixel modules

The design of the hybrid pixel module is similar to the one
adopted for the Run 2 Pixel Detector [125]. The hybrid
pixel module is shown in Fig. 5.2

Figure 5.2: Schematics of a pixel module.

and is made of two parts:

• a bare module, consisting of a passive high resistiv-
ity silicon sensor and FE read-out chips fabricated in
CMOS technology, as depicted in Fig. 5.3. The sili-
con sensor and the FE read-out chips are joined using
a high-density connection technique called flip-chip
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Figure 5.3: Image of real quad bare module (left), top view diagram of quad bare
module components (centre), side view of components including bump bonds
(right).

bump-bonding (BB);

• a module flex, consisting of a flexible PCB.

All connections to the bare modules are routed to the
active elements via the module flex, which is glued to the
backside of the sensor. Sometimes we refer to a pixel mod-
ule without a sensor tile, e.g. FE chips attached to a mod-
ule PCB, as a digital module.
There will be two main types of hybrid pixel modules:

• quad modules, consisting of four chips bump-bonded
to a single sensor, around 4× 4cm2 in area, which are
used in the outer flat barrel layers and in the outer
end-cap rings;

• single-chip modules, consisting of one FE chip bump-
bonded to a sensor, around 2 × 2cm2 in area, which
will be arranged into triplets and used in the inner-
most barrel layer and in the first two end-cap ring lay-
ers.

Fig. 5.4 shows a drawing and a three-dimensional ren-
dering of a quad module based on the ATLAS pixel FE
chip with 50 × 50µm2 pixel size. All connections (clock
and command input, data output, low voltage and sen-
sor high voltage) to the modules are routed to the active
elements via the module flex which is glued to the back-
side of the sensor. Internal to the module, the module
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Figure 5.4: Left: Drawing of a quad module with four pixel FE chips viewed from
the FE chip side, all dimensions in mm. FE chip dimensions are green with the
wire-bond pad area indicated in gold on the lower right chip. Sensor dimensions
are in blue and in red the distances from and to the outermost bump-bond pads
of the lower left chip are given. Right: 3D view of a quad module for the outer
barrel flat section viewed from the module flex side.

flex connects the high voltage bias to the sensor’s backside
and the low voltage supply to the FE chip. For multi-chip
modules, the FE chip chips are connected in parallel for
powering from a common low voltage input on the mod-
ule flex. A single downlink data line is connected to the
module and the signal is routed in parallel to each chip
in the module. The clock and command signals are ex-
tracted from this data by the FE chip. The uplink data
streams from the FE chip are multiplexed together into
high speed electrical data cables, which are routed to the
opto-converters. The data signals to and from the mod-
ule are transmitted on differential pairs and are AC cou-
pled. For module temperature monitoring a temperature
sensor (NTC) is connected to the Pixel DCS chip. The con-
nections to the FE chips and the sensor are made with wire
bonds and passive components, such as decoupling capac-
itors and termination resistors, are mounted on the mod-
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ule flex. The power consumption of a module is around 7
W and this must be removed to prevent thermal run-away
and a per pixel leakage current above 10 nA. The modules
will be placed on the local support, with the backside of
the FE chips in contact with the support. This interface
is part of the thermal path between the module and the
cooling fluid.

5.2.1 Bare Module
The pixel bare modules for ITk are designed in the so-
called RD53B format. The first pixel detector chip pro-
duced and used during the pre-production stage is called
ITkPix-V1, while ITkPix-V2 is currently in a production
stage. As a prototype chip, the RD53A chip is used for
testing purposes in the initial stages. Considering that
most of the functionalities needed for the ITk chips are
already available in RD53A, there is considerable confi-
dence in working with RD53A chips while waiting for the
final ITkPix chips produced in the RD53B format. A pic-
ture of a RD53A bare module is shown in Fig. 5.5.

Figure 5.5: Picture of a RD53A bare module.

The nominal dimensions are (41.15 ± 0.05) × (42.25 ±
0.05)mm2 and (325+55

−40) µm thickness.
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The RD53A FE chip is a half-size prototype chip. Pixels
are arranged in cores of 8 × 8 pixels and the readout is
performed through 4 × 1.28 Gbit/s lanes, with 400 cols ×
192 rows of 50 × 50 µm2 pixels. The wire bond pads are
daisy chained together to allow the mechanical modules
to be used for electrical connectivity testing. A simplified
diagram of the circuit of an analog FE chip is shown in
Fig. 5.6.

Figure 5.6: Simplified diagram of the analog FE chip.

The circuit processes the charge Qin received from the
bump pad of the sensor and converts it into a digital out-
put. The first signal processing stage is represented by a
pre-amplifier with a feedback capability Cf : this device is
generally a Charge Sensitive Amplifier (CSA), which is an
element that integrates the current flowing through the
inverting terminal generating an amplitude voltage pro-
portional to the input charge. A second stage provides
signal gain right before a comparator which is used to dis-
criminate the hit threshold.

The RD53A FE chip comprises 3 different analog FE
flavours that are substantially different from each other
to allow detailed performance comparisons when testing
[128]:

• Synchronous FE uses a baseline “auto-zeroing” scheme
that requires periodic acquisition of a baseline instead
of pixel-by-pixel threshold trimming;

• Linear FE implements a linear pulse amplification in
front of the discriminator, which compares the pulse
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to a threshold voltage;

• Differential FE uses a differential gain stage in front
of the discriminator and implements a threshold by
unbalancing the two circuit branches.

The analog FE flavours are shown in Fig. 5.7: synchronous
FE in core columns 1-16, linear FE in core columns 17-
33 and differential in core columns 34-50. The linear FE
flavour has been chosen by the CMS collaboration, while
the ATLAS collaboration has chosen to use the differential
FE flavour.

Synchronous FE Linear FE Differential FE

0 - 127

    128 columns
(16 core columns)

 128 - 263

    136 columns
(17 core columns)

    136 columns
(17 core columns)

 264 - 399

Figure 5.7: Picture of a RD53A FE chip flavours.

A picture of ITkPixV1 chip on Single Chip Card (SCC)
is shown in Fig. 5.8. It consists of 400 columns × 384 rows

Figure 5.8: ITkPixV1 chip on Single Chip Card.

of 50 × 50 µm2 pixels and differential FE. The chip size is
20×21mm2, with a sustained hit rate of 3 GHz/cm2, a data
rate up to 5.12 Gbit/s per chip, and a radiation tolerance
of 500 Mrad.
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5.2.2 Module Flex

Each bare module is glued and wire bonded to a module
flex PCB. A module flex for a quad module in the RD53B
format (ITkPixV1) is shown in Fig. 5.9.

Figure 5.9: Module flex for RD53B ITkPixV1 quad modules.

The module flex contains the necessary Low Voltage (LV),
High Voltage (HV), DCS, data and command lines, and
several passive and active components that are needed to
operate and read out the FE chips. The module flex con-
sists of two metal layers, where one of the layers serves
as the line for the supply current, while the second layer
represents the local module ground. Data lines, the sup-
ply line for the sensor bias voltage and the lines for the
DCS system are placed within these layers. The sensor
bias voltage is routed to one or more holes on the module
flex, from where it is supplied to the sensor backside via
wire bonds. Termination resistors and coupling capacitors
are mounted on the flex for the clock and trigger signals,
while bias resistors and filter capacitors are mounted for
LV and HV supply lines.
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5.3 Stages of the module assembly and quality con-
trol

ATLAS is currently in the pre-production phase, a period
during which tests are conducted in the laboratory to pre-
pare for the final production phase of the hybrid mod-
ules. During pre-production, a standard operating rou-
tine is defined and several studies are conducted to ver-
ify that each production stage is carried out optimally, by
considering a set of criteria involving precision, needed
time, and cost. At the end of the pre-production phase, a
set of guidelines ensuring the sustained and reliable pro-
duction rate of hybrid pixel modules is developed and the
readiness of the laboratory for the next phase is certified.
As part of the ATLAS pixel module team at CERN, I was
involved in several key activities that start from the recep-
tion of the pixel module components at CERN and end
with the submission of the assembled module for cell-
loading, mainly involving the assembly and the quality
control of the components to produce the assembled hy-
brid module.

The module assembly and quality control comprises var-
ious stages:

• Visual inspection, metrology and initial probing
• Module assembly, including gluing the module flex to

the bare module
• Assembly metrology
• Wire bonding
• Plasma cleaning
• Electrical tests including X-ray scans.
In the following sections, the most important aspects of

these stages are discussed.

5.4 Visual Inspection

The visual inspection of components forms part of the
quality checking stage to ensure that anomalies or dam-
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ages are identified early to remove components that do not
meet the specifications from the assembly process. This
applies to all components on reception and prior to as-
sembly.

5.4.1 Visual inspection of bare modules
Detailed microscope inspection at different lighting and
angles is needed to find production imperfections and fea-
tures that are not obvious, e.g. loose wire bonds, cor-
rosions and excess encapsulant. Sometimes other means
might be needed, e.g. use dry air to check loose wire bonds
or to blow away debris. At CERN, the visual inspection
of the modules is carried out using the QART lab Hirox
MXB-5000REZ optical system with a high magnification
capability to image the different regions of the module
(see Fig. 5.10). Due to the nature of the silicon surface
of the bare modules, the need for polarised light along
with a polarisation filter is essential. The bare modules
are placed directly on a microscope table.

Figure 5.10: The QART lab Hirox MXB-5000REZ optical system.
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In order to produce systematically comparable inspec-
tion images of each bare module, the lighting and opti-
cal settings have to be consistent for the entire batch. To
this end, the following list details the optimum settings
adopted for each inspection:

• Magnification: for large area features, such as chip
corners or general surface features, low magnification
lens at 100×. For closer inspections, such as wire bonds
or bond pads, magnification lens at 600×;

• Polarisation filter: the filter must be kept to the sec-
ond notch from the right;

• Directional Lighting Adapter: the knob must be set
away from the user, to its maximum point.

• Brightness: this value is set to 50% on the software
user interface.

Fig. 5.11 illustrates different types of features and dam-
ages that are inspected on bare modules.

Figure 5.11: Examples of the different features and their corresponding potential
damaged state.
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Wire bond pads are inspected at high magnification aim-
ing to identify scratches or discolourations of the pads, the
four chip corners are checked at low magnification for me-
chanical damage and finally chip ID bond pad bumps are
inspected at high magnification on each FE chip.

5.4.2 Visual inspection of flexes
At CERN, a Leica S9i microscope is used to conduct the
visual inspection of pixel flexes. The microscope has a
magnification range of 6.1 to 55 times fitted with a po-
larised light source and filter lens as well as a 10 MP cam-
era. The systematic positioning of the sample being in-
spected is ensured through the use of an X-Y linear stage
system which can be configured from a computer. The
Leica S9i microscope is shown in Fig. 5.12. During the
visual inspection, the flex needs to be placed in a stable
and repeatable position. This is achieved through the use
of an aluminium vacuum chuck, which is also shown in
Fig. 5.12. The dedicated chuck has been designed to hold
the flex horizontally flat and counter any intrinsic bend-
ing or warping during the inspection. The chuck designed
for this purpose has been made compatible with RD53A
flex versions 2.2 and 3.8.

Figure 5.12: Leica S9i microscope and vacuum chuck used for the visual inspec-
tion of the flexes.

An automated tool has been developed to speed up the
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visual inspection of flexes, using pyQt as programming
software for the GUI [129]. The tool is used to inspect all
the images acquired from the microscope in an automated
way: an image is acquired for each flex tile and the tool
allows to mark down the defects for each wire bond pad
and to generate a report with all the relevant information.
Two screenshots are shown in Fig. 5.13.

Figure 5.13: ITk pixel visual inspection tool.

First, on the left section, it is required to set the flex
version for the visual inspection (currently 2 versions are
available: 2.2 and 3.8). Then, some fields about the flex
ID, its origin and inspection need to be filled or they can
be loaded if previously saved, along with any general re-
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marks or observations. The right section displays a refer-
ence image of an entire flex which is subdivided into a 6
× 6 grid, where each tile is labelled from A1 to F6. Press-
ing the Load Image button imports all 36 tile images in
the working directory that have the provided flex ID ap-
pended in their file name. Once all information is filled in
on the left-hand side of the GUI, the inspection can begin.
The tool allows to select a flex tile, e.g. A1, and start the
visual inspection for it. A new window will appear, show-
ing the acquired image of the flex tile being investigated
on the top side and a reference image of the same tile with
no anomalies on the bottom. On the bottom, each wire
bond pad is connected with a line to 3 different key defects
that can be selected: discolouration, scratch, or contami-
nation. Additional observations can also be registered per
tile. The tool allows to move quickly through each tile se-
quentially and to easily compare the image acquired from
the microscope to the reference one by possibly zooming
the acquired image. Once all the flex tiles are inspected,
it is possible to generate a report with all the information
inserted using the Generate Report button and to upload
it to the central production database using the Upload to
Prod DB button.

5.5 Bare module to flex assembly

The tooling used for module assembly is shown in Fig 5.14.
It consists of two jigs for alignment, one for the bare

module and one for the flex. Several key components are
highlighted in the bare module jig:

• Alignment pins are used to position the bare module
such that it aligns properly with the flex. This ensures
that the module can be wire bonded and that the ad-
hesive is localised to its proper locations. The align-
ment pins are made of a metal core coated in PEEK
which avoids damage to the bare modules.

• Vacuum is used for securing the bare module into po-
sition and to keep the bare module as flat as possi-
ble. There are four vacuum holes which are centred
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Figure 5.14: ITPix v1 assembly tooling, showing the bare module jig (left) and
flex jig (right).

on each chip. Good experiences have been made with
a pump that supplies 70 mbar and 2.0-2.2 m3/h vac-
uum pressure.

• The vacuum inlet provides the external vacuum con-
nection to the bare module jig. The inlet requires ex-
ternal tubing of 6 mm.

• Guide rods are used to align the flex jig to the bare
module jig by guiding the guide bushings in the flex
jigs over the guide rods on the bare module jig. The
rods and bushings are spaced such that the bare mod-
ule and flex jigs can only be brought into contact in
the correct orientation.

• Screw pads are where adjustment screws from the flex
jig make contact. The adjustment screws are used to
adjust the spacing between the bare module and flex
jigs to set the glue height.

The flex jig is composed of two pieces, the aluminium jig
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used for alignment to the bare module jig and the inlay
with recesses for the SMD components of the flex. Several
key components are highlighted in the flex jig:

• The inlay is where the flex is placed during the assem-
bly process. It contains vacuum holes to hold the flex
in place, as well as to keep it flat.

• Recesses are “cutouts” in the inlay that house various
components on the flex (resistors, connectors, etc.) in
order to allow the flex to lay flat relative to the jig and
provide more uniform force over the surface area of
the bare module when the flex jig is placed on the bare
module jig.

• The vacuum inlet is where the external vacuum is con-
nected to the flex jig. The inlet requires external tub-
ing of 6 mm.

• Guide bushings are where the guide rods from the
bare module jig are inserted into the flex jig at glue-
time. The rods and bushings are spaced such that the
bare module and flex jigs can only be brought into
contact in the correct orientation, as well as to ensure
the proper alignment of the flex and the bare module.

• Flex adjustment pin holes are used to align the flex
frame. Alignment pins are inserted into the flex ad-
justment pin holes to position the frame into place.

• Adjustment screws control the spacing between the
bare module and flex jig when they are brought into
contact during assembly. The spacing between the
two jigs corresponds to the desired adhesive height.
Use of adjustable screws in three points also accounts
for non-parallelism between the surface of the flex jig
and the bare module jig, thus providing a uniform
glue height along the module.

The basic steps of the bare module to flex assembly (see
Fig. 5.15), are:

1. Align bare module on jig: place the bare module on
the bare module jig and align it by pushing the bare
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Figure 5.15: The various steps of the ITPix v1 assembly procedure.

module against the alignment pins. Turn on the vac-
uum.

2. Align flex on jig: place flex on the flex jig, insert the
frame alignment pins according to the version of flex,
use an aluminium block to flatten the flex and make
sure that the flex does not move relative to the inlay.
Turn on the vacuum. Lift the aluminium block and
remove frame-aligning pins from the flex jig.

3. Set the glue gap between the module components. This
can be achieved by placing shims on top of the bare
module with the help of a vacuum pin and placing
the flex jig onto the bare module jig by mating the
guide rods and the guide bushings. Screw the ad-
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justable screws to the appropriate level with the help
of a hex wrench until a slight resistance can be felt.
Screw down all three screws and remove the shims
from the bare module.

4. Apply glue on the flex jig using a stencil or a glue
robot. This is described in the following section.

5. Place flex jig on bare module jig.

5.6 Bare module to flex attach

The assembly of the RD53A modules includes gluing the
bare module to the module flex. The glue selected for this
purpose is Araldite 2011A1 (shown in Fig. 5.16). Araldite
is available in dual 25 mL tubes at the CERN stores and is
to be used with its corresponding nozzle and glue-gun for
dispensing.

Figure 5.16: Araldite 2011 barrels with mixing nozzle (left) and glue gun assem-
bly (right).

This two-component epoxypaste adhesive requires to
be mixed such that it is bubble-free and of uniform con-
sistency to yield a homogeneous mechanical performance.
In order to obtain a highly uniform mixture of both com-
ponents, a dedicated mixing and defoaming instrument,
the Thinky ARE-250-CE is used at CERN, as shown in
Fig. 5.17.

5.6.1 Gluing using the stencil
The bare module to flex attach is usually performed by
adopting a stencil (see Fig. 5.18). The stencil tooling has
to be placed onto the flex jig and the glue has to be placed
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Figure 5.17: Thinky ARE-250-CE mixer and degasser.

on the stencil using the mixing nozzle. Pushing down on
the stencil, a spatula is adopted to apply adhesive into the
stencil holes in a controlled motion, as shown in Fig. 5.18.
The best performance is achieved when the spatula is moved
in a constant manner over the stencil in 7-10 s.

Figure 5.18: Glue being distributed into the stencil pattern using the spatula
and diagram showing that the height of the stencil determines the quantity of
deposited glue on the flex when being applied with the help of the spatula.
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5.6.2 Gluing using the glue robot

Another possibility is to use a glue robot to increase re-
peatability and reduce operator dependency (see Fig. 5.19).
A glue dispensing program for the glue robot has been
developed to reproduce the design pattern, and some pa-
rameters were tuned to improve the quality of the shape of
the dots as measured using a microscope and to reproduce
the pattern as quickly as possible. An example of a pattern
produced on a glass plate is also shown in Fig. 5.19.

Figure 5.19: Glue robot used for the reproduction of the glue pattern and an
example of a pattern produced on a glass plate.

The production of the glue pattern has been repeated
10 times to estimate the deviation in the glue weight. The
mean value of the deposited glue is found to be 55 mg,
with a sample standard deviation of 1.72 mg and a mean
standard deviation of 0.544 mg. This test showed that it is
possible to produce a much more repeatable pattern using
the glue robot which has no operator dependency instead
of the manual stencil.
Tests have also been conducted to see the glue spread after
the bare module is attached to the flex. For this purpose,
the pattern has been produced on a silicon dummy instead
of the bare module, which was then glued on the backside
of the flex. The realized pattern is shown in Fig. 5.20. Op-
timal glue spread is realised when the proper separation
between jigs is set in the assembly tooling.
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Figure 5.20: An example of a pattern produced on a silicon dummy.

5.7 Plasma cleaning

Plasma cleaning is the process of modifying the surface
characteristics in a targeted manner, including fine-cleaning
of contaminated components, plasma activation of plastic
parts, etching of polytetrafluorethylene (PTFE) or silicon,
and coating of plastic parts with PTFE-like layers.
At CERN, plasma cleaning of pixel modules is performed
using the Henniker HPT-500 Plasma cleaner. The plasma
cleaning process is shown in Fig. 5.21.

Figure 5.21: Henniker HPT-500 Plasma cleaner and the plasma cleaning process.
From Ref. [130].
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The component (1) lies down on a supporting plate (2)
in the chamber (3). A vacuum valve (4) to the pump is
initially opened and the chamber can thus be evacuated.
The process gas (5) is then supplied to the chamber via
a valve (6). When the pressure is stabilised, the genera-
tor is ignited and the plasma treatment can start. At the
end of the treatment, the gas supply (6) is terminated,
the angle valve (4) is closed and the chamber is vented
(8). The treated components can then be removed. To
generate plasma, a gas is supplied with sufficient energy
to make a critical number of electrons leave their atomic
shell. The positively charged ions are responsible for the
plasma cleaning following 3 different mechanisms:

• Micro-cleaning – Degreasing in oxygen plasma
Hydrocarbons are present as residues of greases, oils,
or release agents on nearly all surfaces. These coat-
ings drastically reduce the adhesion of other materi-
als during subsequent surface treatment. The plasma
reactions during this cleaning process are shown in
Fig. 5.22. On the left, the component before plasma

Figure 5.22: The removal of chemical hydrocarbons through the formation of
CO2 and H2O molecules from oxygen ions leaving a clean surface with good wet-
tability. From Ref. [130].

treatment is shown with the surface contaminated with
hydrocarbons. High-energy UV radiation splits macro-
molecules into ions. Ions, oxygen radicals and hydro-
gen radicals occupy free chain ends of the polymer
chains to H2O and CO2. The products of the degra-
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dation of the hydrocarbons are gaseous in the low-
pressure plasma and are siphoned off. Oil, grease or
release agents containing additives cannot always be
completely removed in oxygen plasma. Solid oxides
may form which adhere to the substrate. These can be
purified in additional downstream purification pro-
cesses if needed.

• Mechanical cleaning by micro-sandblasting
Noble gas plasma is a particularly simple plasma. It
consists only of ions, electrons, and noble gas atoms.
As the gas is always atomic, there are no radicals and,
since noble gases do not react chemically, there are
also no reaction products. Argon plasma is neverthe-
less active due to the kinetic energy of the heavy ions.
The kinetic energy of the impacting ions chips away at
the atoms and molecules forming the coat, gradually
decomposing them.

• Reduction - Removing oxide layers
Plasma can be also adopted to remove oxide coats.
Pure hydrogen or a mixture of argon and nitrogen can
be used as a process gas (see Fig. 5.23). The hydrogen
plasma is able to chemically reduce the oxidised sur-
face. This generates water which is simply discharged
via a continuous gas flow. These processes can also be
run in two stages: for example, the items to be treated
are first oxidised with oxygen and then can be reduced
with the argon-hydrogen mixture.

The plasma cleaning can be performed with two clean-
ing gas at CERN: a gas mixture of Ar (80%) and O2 (20%)
or pure O2.

A study varying the time under which the flex is treated
with the gas plasma, while keeping other parameters fixed
(power, gas flow, evacuating time and gas stabilisation time)
is conducted. The set of parameters chosen for the plasma
cleaning can be summarised as follows:

• Cleaning time: 1 min, 2 min, 3 min, 5 min, 10 min

• Power: 300 W
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Figure 5.23: The removal of oxide layers through the formation of H2O molecules
from pure hydrogen leaving an oxide-free surface with good wettability. From
Ref. [130].

• Gas flow: 5 sccm

• Evacuating time: 120 s

• Gas stabilisation time: 240 s

Because each plasma cleaning session is performed af-
ter the previous ones, in the following we will refer to the
plasma cleaning time as the total cleaning time consider-
ing the time of the last cleaning session summed with the
ones of the previous sessions, e.g. 1 min, 3 min, 6 min, 11
min, 21 min.

A systematic visual inspection is performed through the
HIROX MXB-5000REZ microscope, available at the CERN
QART Lab. The bare modules are placed directly on a mi-
croscope table. Fig. 5.24 shows the cleaning evolution of
the hybrid module as a function of the cleaning time.

A diminishing level of different types of contamination
on the surface material of the flex is observed. In partic-
ular, the first row shows that a black ink QC-reject mark
needs 21 min to be removed from the wire bond pad. In
the second row, we observe a considerable reduction in
droplet-like contaminants from the surface of the dummy
silicon, which appears very clean after 6 minutes, while
the third shows a reduction of contaminants from the sur-
face of the flex. The last row shows a diminishing level of
pink contamination on the silicon dummy.
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Figure 5.24: Visual Inspection of flex tiles and silicon wire bonds as a function of
the cleaning gas time.

5.8 Electrical testing

Electrical testing is a crucial step of the quality control of
pixel modules, aimed at ensuring that assembled modules
work properly. A sequence of action needs to be followed:

• Get module information: check out the module on the
production database

• Verification: visual inspection, initial probing, solder-
ing if necessary, verify functionality

• Electrical tests at 30 °C
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• Electrical tests at 20 °C

• Cold startup to qualify module’s cold behaviour

Electrical tests include:

• Sensor IV (FE chips powered off)

• Shunt-LDO VI - verify powering functionality

• Probing, trimming, ADC calibration

• Chip tuning with fully depleted sensor

• Crosstalk/disconnected bump scans

• Chip masking (digital, analog, noise)

• Source scan

5.8.1 Experimental setup

A schematic of the hardware needed for electrical testing
of pixel modules and a picture of the experimental setup
in 161/1-024 at CERN are shown in Fig. 5.25.

The central green box is a cooling unit whose volume is
flushed with dry air and contains the pixel module within
its carrier sitting on top of a stack consisting of a vacuum
chuck, a Peltier cooling system and a cold plate. The layers
are connected to an external vacuum pump, control and
power elements, and a chiller, respectively. The thermal
interface between the layers in the stack is ensured by the
use of Thermal Interface Material (TIM) sheets. The pixel
module is connected to the power adapter board, a rigid
PCB which works as a Power Supply (PS) for the pixel
module and is needed to power it on. The pixel module
needs a LV PS of 1.9 V to operate the FE chips, and a HV
PS to deplete the silicon sensor. The power adapter board
adapts HV and LV cables from the PS to the power pigtail
connected to the flex PCB of the pixel module. The pixel
module is also connected to the readout adapter board, a
rigid PCB adapting the data pigtail (Molex ZIF connector)
to 4 lines of Display Port (DP) connection.
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Figure 5.25: Schematic of hardware needed for electrical testing and single mod-
ule setup in 161/1-024 at CERN.

A generic DAQ/DCS system using power supplies and
sensors for monitoring is implemented in commercial com-
puters. The DAQ system of pixel readout chips is based
on the Yet Another Rapid Readout (YARR) software [131].
The YARR software reads data from the pixel module and
sends commands to the pixel readout chip via a Peripheral
Component Interconnect Express (PCI-e) FPGA board that
is installed in the host computer. The software imple-
ments a kernel driver to communicate with the firmware
via PCIe, an engine to drive the scans of the pixel ma-
trix, and processors which analyse the received data. The
FPGA is directly connected to the computer through the



5.8. Electrical testing 157

YARR system and no longer contained in cards connected
to the individual detector modules, acts as a simple I/O
readout interface, aggregating the data read from the FE
chips and sending them to the processor. The latter takes
care of the management and effective execution of the scans
necessary for the calibration of the chip and also of the or-
ganisation of the data received in histograms. In this way,
the CPU contains all the information coming from the FE
electronics and this makes it possible to carry out a more
detailed analysis. The YARR system, therefore, benefits
from the remarkable advancement of technology that al-
lows the transfer of a greater amount of data between the
FPGA and the CPU via the PCIe serial bus, developed over
the last few years to manage video cards of the last gener-
ations.

5.8.2 Sensor IV

Sensor IV curve is measured to check for sensor damages
and changes in response to the bias voltage. For each fixed
value of voltage, the current is measured. The FE chips are
not powered during this measurement. The test is con-
ducted in a light-tight environment at 20°C with a toler-
ance of ±2°C and relative humidity of <50%. The dew
point should never exceed T − 20°C. Fig. 5.26 shows an
example of a sensor IV curve, with the depletion voltage
lying between 0 and −100 V, while the breakdown below
−200 V.

5.8.3 Shunt-LDO VI

A Shunt-LDO regulator is a device used to maintain a con-
stant voltage level by diverting any excess current towards
ground. LDO refers to the fact that the device works at
Low DropOut, that is with a small difference between in-
put and output voltage. A Shunt-LDO VI curve is mea-
sured to verify that FE chips are functional when the volt-
age is supplied to FE chips through regulators which al-
ter the voltage received from the external power supply.
Shunt-LDO VI curve is measured by powering up the chip
with a 1.25 A/FE current applied and measuring the volt-
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Figure 5.26: An example of a typical sensor IV curve.

age at 0.1 A current steps from 5 A for a quad module
down to 0 A. The measurement is done by switching the
power supply off and on at each current step. There is no
exact temperature required because as the power of the
chip changes at each step, the temperature also changes,
so a temperature requirement close to room temperature
to an upper limit of 40°C is acceptable.

5.8.4 Probing, trimming, ADC calibration
In the module flex, probing pads are to be used to check
some parameters are consistent with wafer probing data.
An example of a parameter to check is that of the reference
current used to operate the DAC that supplies power to
the FE chips; this, usually indicated as Iref, must be equal
to 4 µA. Trimming is instead the procedure of changing
some register values of FE chips to get the correct values of
the probing parameters. The chip has also an ADC which
has to be calibrated to ensure that the voltage generated
from the DAC is correct and to check other analog inputs
such as the temperature.

5.8.5 Chip tuning
The readout system of the chips must be tuned before any
data taking. The main purpose of chip tuning the readout
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chips is to ensure a uniform value of threshold and ToT
gain over the entire chip. First, a sequence of scans has
to be performed to test the functionality of the readout
chip. While in the case of tuning the registers that define
the characteristic parameters of the chip are modified, a
scan is instead used to measure the actual value of a pa-
rameter, without altering the configuration of the chip. A
sequence of tunings for the threshold, ToT and noise is
also performed.

Digital scan

In a digital scan, electrical pulses simulating the recep-
tion of a signal above the threshold are injected into the
output of the discriminator of the chips to check the cor-
rect functioning of the digital component of the FE. To
decouple the digital component under examination from
the analog one, the threshold of the discriminators in the
three different FE chips is set at a sufficiently high value to
avoid a hit may be generated as a consequence of the noise
and not of the digital injection. The digital scan produces
two two-dimensional maps, the hit occupancy map and the
enable hit map. The hit occupancy map shows the number
of hits recorded by each pixel for a fixed value of injec-
tions (100 by default), while the enable hit map is similar
to the hit occupancy map but associates a value of 1 if
the number of hits recorded is equal to that of the injec-
tions performed, 0 otherwise. The enable hit map is basi-
cally a map of working pixels and can possibly be used to
disable pixels that have responded inadequately in sub-
sequent scans. Fig. 5.27 (left) shows the hit occupancy
map for a perfectly functional chip where all pixels have
recorded 100 hits, while Fig. 5.27 (right) the correspond-
ing enable hit map where a value of 1 is associated to each
pixel.

Analog scan

In an analog scan, a certain amount of charge is injected
at the amplifier input of each FE and the number of hits
recorded by each pixel of the chip is recorded. The in-
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Figure 5.27: The hit occupancy map (left) and enable map (right) for a perfectly
working chip.

jected charge is sufficiently high to be above the thresh-
old determined by the value of the register configuration
saved in the memory. The analog scan produces maps
similar to those provided by the digital scan. By combin-
ing the results of the analog scan with those of the digi-
tal scan, it is possible to identify the pixels for which the
analog component of the FE chip exhibits incorrect be-
haviour; in fact, a malfunction of the analog component
affects the response of the digital component, but not vice
versa.

Threshold tuning

The goal of threshold tuning is to set the discriminator
threshold to the desired value. The register containing
the bits converted by the DAC into a threshold voltage of
the discriminator is changed in each iteration. In corre-
spondence of each iteration, an amount of charge equal to
the desired threshold is injected and the number of hits
recorded by each pixel is measured. The iterations are
configured to gradually decrease the threshold, starting
from a presumably higher value than that of the injected
charge; consequently, the number of hits recorded by each
pixel is initially zero. Assuming a Gaussian distribution of
the thresholds for each pixel around the average value, the
desired threshold is found to be in correspondence with
a threshold value where the number of recorded hits is
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equal to 50% of that expected from the injected charge.
The tuning procedure ends when this condition occurs.
Two types of threshold tuning can be performed, a global
one to tune the threshold value for the entire pixel matrix
and a local threshold one.

ToT tuning

The goal of ToT tuning is to modify the proportionality re-
lationship between the charge at the input of the amplifier
of each FE chip and the corresponding ToT. In each itera-
tion, the parameters that determine the discharge current
of the capacitor in the integrated circuit are changed and
the average of the ToT values recorded by each pixel is
calculated. The tuning procedure ends when the averages
of these distributions coincide with the desired ToT value,
specified at the moment in which the scan is started. The
ToT is expressed in units of bunch crossing (bc), with 1 bc
= 25 ns.

Crosstalk/disconnected bump scans

The crosstalk refers to the phenomenon for which the charge
released in a pixel induces a hit also in the adjacent ones
due to parasitic capacities between them. Since these ca-
pacities are inevitably present in the module, the absence
of crosstalk in a pixel is interpreted as damage to the cor-
responding bump bond and therefore a non-connection
to the sensor. This conclusion is based on the fact that
the crosstalk induced by the chip electronics is negligi-
ble and so this phenomenon is attributable solely to the
sensor. The crosstalk scan is evaluated by injecting a de-
termined value of charge in the neighbouring pixels of a
central pixel and checking the occupancy in the central
pixel. The disconnected bump scan uses the crosstalk scan
to identify pixels without any crosstalk which are likely
due to disconnected bumps.

5.8.6 Source scan
In the previous steps, the behaviour of the chips has been
verified by injecting a quantity of charge into the input of
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the FE circuits. To investigate the behaviour of the chips
in response to the signal generated by the interaction with
a particle, the module is exposed to a radioactive source.
At CERN, a 90Sr radioactive source is used. 90Sr is a ra-
dioactive isotope of strontium subject to β decay into yt-
trium with a half-life of 28.79 years, 90Sr→ e− ν̄e 90Y. The
isotope 90Y is also unstable and β decays with a half-life of
64 hours into 90Zr which is a stable isotope of zirconium,
90Y→ e− ν̄e

90Zr.
Signals from the sensor can be transmitted only when the
bump bonding connection between the sensor and the read-
out chip is functioning. These scans allow to investigate
the quality of the bump bonds and ultimately verify the
proper module functionality. They are particularly use-
ful at the early stages of module building where the hy-
bridization procedure needs to be qualified.



Chapter 6

Object reconstruction

The raw events provided by the data acquisition system
are basically a list of detector element identifiers, with in-
formation on the signal registered by each such as energy
or time. These events are subject to a procedure called ob-
ject reconstruction, which processes the raw information
to produce a higher level of data: a list of charged par-
ticle trajectories (tracks), jets, electrons, photons, muons,
hadronically decaying τs, along with information such as
their trajectory and energy. These are the objects which
are the input to the subsequent physics analyses.

In this Chapter, the reconstruction of the relevant
objects for the analysis is presented: charged particle
trajectories (tracks) and vertices, electrons, muons, jets,
b-jets, and missing transverse energy.

Contents
6.1 Tracks and vertices . . . . . . . . . . . . . . . . . . . . . . . . . 164
6.2 Electrons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
6.3 Muons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
6.4 Jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
6.5 b-tagging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
6.6 Missing Transverse Energy . . . . . . . . . . . . . . . . . . . . 191

During object reconstruction, calibration of momentum
and energy is also applied. The identification of the na-
ture of an object (such as an electron or a jet) is never un-
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ambiguous: tighter selections lead to smaller misidentifi-
cation rates but lower efficiency, and the optimal choices
are analysis-dependent. For this reason, object reconstruc-
tion often provides candidates with a quality score, and
the same detector signature can be often reconstructed as
different objects (for example, all electron candidates are
also jet candidates). Each analysis selects objects with the
desired quality level and removes overlaps.

6.1 Tracks and vertices

Definitions

This section presents the definition of items that are used
in the following to build the objects:

• Hits are the space points where charged particles cross
the detector, measured by Pixel, SCT and TRT and
they are the inputs to the tracks reconstruction.

• Tracks in the ID are obtained by fitting sets of hits
in the various layers of the detector. The first algo-
rithm searches for a set of three hits compatible with
a helicoidal track. The three hits are then the seed
for the Kalman filter, which is used to build complete
track candidates by incorporating additional hits to
the track seeds. A second fit is performed on the ob-
tained track candidates and an ambiguity-solving pro-
cedure is applied for the tracks that have hits in com-
mon.

• Vertices are the points where two or more tracks start
from, with no other hits behind. In addition to ver-
tices coming from pile-up of the proton-proton colli-
sions, they can be categorized into:

– Primary vertex where the hard scattering process
occurs, located by the tracks with the highest pT.

– Secondary vertex where a particle with a relatively
long lifetime decays into other charged particles.
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• Impact parameters of tracks are defined with respect to
the interaction point, d0 is the transverse impact pa-
rameter and z0 denotes the longitudinal one. They
correspond to the distance of the closest approach to
the primary vertex in the r −φ plane (d0) and in the
longitudinal plane (z0), respectively. σ (d0) and σ (z0)
are their corresponding uncertainties.

• Energy clusters are obtained by grouping calorimeter
cells around a seed cell with an energy deposition above
a certain threshold. Different methods are used in AT-
LAS to form energy clusters: the sliding window algo-
rithm is used for the reconstruction of electrons and
photons, while the topological or particle flow cluster-
ing is used for the reconstruction of jets.

Track reconstruction

The tracks of charged particles are reconstructed from the
hits in many steps [132].

1. Clusterization of the raw measurements from the pixel
and SCT detectors. A particle leaves a signal on more
than one adjacent pixel or strip, depending on the po-
sition and the incidence angle on the sensor. There-
fore, a Connected Component Analysis (CCA) algo-
rithm [133] is applied to cluster neighbouring pixels
or strips into a single object that represents the po-
sition of passage of the particle in the layer. Merged
clusters from several charged particles are then split
into sub-clusters using a Neural Network (NN) [134]
to measure more accurately the position of the clus-
ters, the impact parameter resolution in both the trans-
verse and longitudinal planes and to reduce the num-
ber of clusters shared between tracks in highly ener-
getic jets.

2. Iterative combinatorial track finding algorithm, produc-
ing track seeds from three space points. The algo-
rithm starts with SCT-only seeds, then adds pixel-only
seeds, and finally mixed seeds, in order of purity. Pu-
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rity is then improved with an additional requirement
on d0 and pT, and by requiring an additional space
point to be compatible with the track extrapolation
from the seed.

3. Kalman filter [135] to build tracks candidates includ-
ing additional space points in the remaining layers.

4. Ambiguity solver algorithm, scoring the tracks accord-
ing to the likelihood of being a good candidate, using
information such as the number of clusters associated
with it, the number of holes, and the χ2 of the track fit.
Tracks are then processed in increasing order of track
score and later the ambiguity solver deals with clus-
ters assigned to multiple tracks, requiring that clus-
ters are not shared among more than two tracks, there
are no more than two shared clusters in the same track
and other quality requirements.

5. Extension to the TRT, where tracks in the silicon detec-
tor are used as input to search for matching measure-
ments in the TRT. The silicon-only track is not modi-
fied by this process and the association with the TRT
hits are only extensions. The first step is to perform
a fit between the TRT hits and the silicon tracks and
then, as for the silicon hits, try to match onwards. A fit
is performed again to try to improve the momentum
resolution.

Sometimes it might happen that a candidate track in
the TRT does not match any tracks in the SCT. This can
happen when ambiguous hits shadow the tracks or when
tracks come from a secondary vertex with few hits in the
silicon. In this case, the algorithm will start a second se-
quence starting from the TRT and moving inside towards
the silicon.

Vertex Reconstruction

Vertices can be identified starting from the reconstructed
tracks [136, 137] using two different approaches:

• finding-through-fitting approach, which reconstructs the
vertices starting from tracks which are likely to be
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originated from the same area and fit them together
with only one vertex candidate. Outlier tracks are re-
moved and refitted using them as a seed for an ad-
ditional vertex. The fit is redone and the process is
repeated.

• fitting-after-finding approach, which reconstructs the
vertices searching for a cluster of tracks in the longi-
tudinal projection. The cluster is fitted and the outlier
rejected and never used in any other cluster. The max-
imal number of vertices is then decided at the seeding
stage.

In a single collision, different vertices are identified since
on average per bunch crossing there are 13 interactions in
2015 data, 25 in 2016, 37 in 2017, and 36 in 2018, for a
total average of 33.

6.2 Electrons

Reconstruction

An electron can lose a significant amount of its energy
due to bremsstrahlung when interacting with the mate-
rial it traverses. The radiated photon may convert into an
electron-positron pair which itself can interact with the
detector material. These positrons, electrons, and photons
are usually emitted in a very collimated fashion and are
normally reconstructed as part of the same electromag-
netic cluster. The electron reconstruction procedure is
based on clusters in the electromagnetic calorimeter that
are matched with a reconstructed track inside the ID [138,
139]. The algorithm is built to allow for optimal recon-
struction of the momentum and energy of the electrons in
the whole pseudorapidity range and can be summarized
in the following steps:

1. It selects clusters of energy deposits measured in topo-
logically connected EM and hadronic calorimeter cells,
denoted topo-clusters, reconstructed using a set of noise
thresholds for the cell initiating the cluster and the
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neighbouring cells. During Run 2, the ATLAS recon-
struction of clusters was improved from fixed-size topo-
clusters of calorimeter cells to dynamic, variable-size
topo-clusters, also called superclusters. While fixed-
size clusters naturally provide a linear energy response
and good stability as a function of pile-up, dynamic
clusters change in size is needed to recover energy
from bremsstrahlung photons or electrons from pho-
ton conversions.

2. The topo-clusters are matched to ID tracks, which are
re-fitted accounting for bremsstrahlung. The algorithm
also builds conversion vertices and matches them to
the selected topo-clusters. A supercluster-building al-
gorithm constructs electron and photon superclusters
separately using the matched clusters as input.

3. After applying the initial position corrections and the
energy calibrations to the resulting superclusters, the
supercluster-building algorithm matches tracks to the
electron superclusters and conversion vertices to the
photon superclusters.

The electron and photon objects to be used for analyses
are then built, discriminating variables used to identify
electrons or photons from the backgrounds are defined,
and the energies need to be calibrated.

Identification

Electron identification relies on a likelihood-based discrim-
inant, whose inputs are variables with high discriminat-
ing power between isolated electrons and jets signatures.
These variables include the information from the tracker
and the matching, the information from the electromag-
netic calorimeter, and hadronic leakage. The combination
of all these variables is put together in a likelihood Ls/b,
for both signal s and background b. The discriminant is
dL = Ls

Ls+Lb
and a value is attributed to each electron candi-

date. Electrons are identified by different sets of criteria.
Different thresholds of the discriminant correspond to dif-
ferent benchmark working points (WPs): Loose, Medium,
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Tight, and are chosen to have efficiency for electrons with
ET > 40 GeV of 93%, 88%, and 80% respectively. This
means that they are inclusive, and each one is a subset of
the others. All of these WPs have fixed requirements on
tracking criteria, they all require at least two hits in the
pixel detector and at least 7 hits in the pixel and SCT de-
tectors combined. Medium and Tight WPs additionally
require that one of the pixel hits must be in the IBL to
reduce backgrounds from photon conversions.

Fig. 6.1 shows the combined reconstruction and identi-
fication of electrons for both data and MC, using Z → ee
and J/Ψ → ee events and covering both high and low ET of
the electrons. The minimum ET > of the electron identifi-
cation was reduced from 7.5 GeV in Run 1 to 4.5 GeV in
Run 2, which is a huge improvement. Even if electrons are
identified only for ET > 4.5 GeV, they can be reconstructed
for lower ET, although with lower efficiency.
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Figure 6.1: The reconstruction and identification efficiency as a function of the
ET for MC and data (2016) for three different WPs. From Ref. [138].
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Calibration

Electron energy needs to be calibrated to deal with effects
such as energy losses in passive materials, EM shower leak-
ages and fluctuations in the deposited energy [140]. These
corrections are evaluated by comparing data and MC sim-
ulations for a well know Standard Model process, i.e. Z→
e+e−, W → eν, and J/Ψ → e+e−. The correct parameters
are obtained after a global fit on the invariant mass of the
e+e− couple. Any residual miscalibration is corrected by
the scale factor defined by

α =
Emeasured −Etruth

Etruth
(6.1)

where Emeasured is the energy measured by the calorime-
ters after the MC-based correction, and Etruth is the energy
at the truth level of the electrons.

Isolation

Prompt electrons coming from signal processes (from the
hard-scattering vertex or the decay of heavy resonances
such as Higgs, W , and Z bosons) need to be separated
from background processes such as semileptonic decays
of heavy quarks, hadrons misidentified as leptons and pho-
tons, and photons converting into electron-positron pairs
in the detector material upstream of the electromagnetic
calorimeter. A characteristic signature of such a signal is
represented by little activity (both in the calorimeter and
in the inner detector) in an area of ∆η ×∆φ surrounding
the candidate object. However, the production of boosted
particles decaying, for example, into collimated electron-
positron pairs or the production of prompt electrons, muons,
and photons within a busy experimental environment such
as in tt̄ production can obscure the picture.
Calorimetric isolation variables are built by summing the
transverse energy of positive energy deposit clusters whose
barycenter falls within a cone centered around the selected
electron. Then the energy of the electron itself is removed,
and other corrections are done to account for pile-up. This
variable is called EconeXX

T where XX depends on the size



6.2. Electrons 171

of the cone. Tracking isolation is similar to calorimetric
isolation, with the difference that the pT of the tracks is
used, summing together the tracks falling inside a cone of
a given size around the candidate electrons. To compen-
sate for the very busy environment at high pT, the cone is
of variable size

∆R = min
(
kT

pT
,Rmax

)
. (6.2)

Different WPs can be defined using a combination of
the calorimetric and tracking isolation variables (see Table
6.1 for the definition of the WPs).

Working Point Calorimetric Isolation Track Isolation

Gradient ε = 0.1143× pT + 92.14% ε = 0.1143× pT + 92.14%

FCHighPtCaloOnly Econe20
T <max(0.015× pT,3.5GeV) -

FCLoose Econe20
T /pT < 0.20 pvarcone20

T /pT < 0.15

FCTight Econe20
T /pT < 0.06 pvarcone20

T /pT < 0.06

Table 6.1: Definition of the electron isolation WPs. For the Gradient WP, the
units of pT are GeV. All operating points use a cone size of ∆R = 0.2 for calorime-
ter isolation and Rmax = 0.2 for track isolation. The values are obtained from
a simulated Z → ee sample where electrons satisfy Tight identification require-
ments.

The WPs are obtained by asking for either a fixed value
of efficiency or a fixed cut on the isolation variables. Gra-
dient WP is built by asking that the efficiency is 90% at
pT = 25 GeV and 99% at pT = 60 GeV, and uniform in
η. Instead, the other WPs have fixed cuts on track and
calorimeter isolation information. FCHighPtCaloOnly does
not use tracking information to reduce the contribution of
fake leptons and high pT events from multijet processes.



172 Chapter 6 Object reconstruction

6.3 Muons

Reconstruction

Muons are first reconstructed independently by both the
MS and the ID, and then the information from these two
subdetectors is combined [141].
Reconstruction in the ID is the same as for any other par-
ticle. The reconstruction in the MS starts with the search
in the muon chamber of hit patterns forming segments in
the bending plane of the detector. Muon track candidates
are built from a fit with segments from different layers.
The algorithm starts from the segments generated in the
middle layers of the detector where more trigger hits are
available and the search is then extended to use the seg-
ments from the outer and inner layers using criteria such
as hit multiplicity and fit quality. Hits associated with a
track are fitted and the track candidates are accepted if
the χ2 of the fit satisfies the selection criteria. Outlier hits
in the χ2 are removed.
The next step in the reconstruction is matching the infor-
mation between the ID and the MS. Four muon types are
defined according to which subdetectors are used in re-
construction:

• Combined (CB) muons. Tracks are reconstructed inde-
pendently by both the ID and MS and a global fit is
performed. Hits may be removed or added to have a
better fit. Muons reconstruction follows an outside-
in approach, starting from the MS and searching for a
match in the ID, while inside-out approaches are used
as complementary.

• Segment-tagged (ST) muons. Tracks are reconstructed
by the ID and, when extrapolated to the MS, at least
one track segment in the MDT or CSC chambers is re-
quired. This is helpful for low pT muons or for muons
that fall in regions with reduced MS acceptance.

• Calorimeter-tagged (CT) muons. Tracks are reconstructed
by the ID and associated with energy deposits in the
calorimeter which are compatible with minimum ion-
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izing particles. This type of muons have a low purity
but they are helpful in the less instrumented parts of
the MS detector, where the cabling and services of the
calorimeter and the ID are positioned. CT reconstruc-
tion criteria are optimised for a range 15 < pT < 100
GeV.

• Extrapolated (ME) muons. Tracks are reconstructed
by the MS and the muon trajectories are extrapolated
to the ID by requiring loose criteria on the compati-
bility with the interaction point. Energy loss in the
calorimeter is also estimated. Tracks are required to
have traversed at least two layers of MS chambers in
the barrel and at least three in the forward region.
This type of muons is helpful to recover the muons
outside the ID acceptance, in the pseudorapidity range
2.5 < |η| < 2.7.

Overlaps between different types are resolved by giving
different priorities. For muons sharing the same ID tracks,
preference is given to the CB category, then ST and finally
CT. ME overlaps are resolved by selecting tracks with bet-
ter fit quality.

Identification

Muon identification is done by applying quality require-
ments. This suppresses background from pions or kaons
decays. Several variables that have high discriminating
power are studied using a tt̄ sample.

Some of these variables are:

• q/p significance: difference between the ratio of the
charge and momentum of muons candidates in the ID
and the MS divided by the sum in quadrature of the
corresponding uncertainties;

• ρ′: difference between the transverse momentum mea-
sured in the ID and MS over the combined pT;

• normalised χ2 of the combined track.
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Then five different identification categories are defined
with different sets of requirements. This corresponds to
five different WPs, with different background rejection rates
and identification efficiencies.

• Medium muons. This is the default selection, it min-
imises the systematic uncertainties. Only CB and ME
tracks are used. The CB muons are required to have
at least three hits in at least two MDT layers, unless in
|η| < 0.1 where also tracks with up to one MDT hole
are allowed. The ME are used in the 2.5 < |η| < 2.7.
Requirements on ID and MS momentum compatibil-
ity are added to suppress hadrons misidentified.

• Loose muons. This WP is designed to maximise the
reconstruction efficiency, with all types of muons be-
ing used. CB and ME medium muons are included,
while CT and ST are restricted to the |η| < 0.1 region.
This selection is optimised to provide good quality
muon track, specifically for Higgs searches in the four-
lepton channel.

• Tight muons. This set of cuts is chosen to increase the
purity of muons at the cost of efficiency. Only CB
medium muons with hits in at least two stations of
the MS are selected. Cuts on the χ2 and the pT are
also applied.

• High pT muons. This WP aims to maximise the pT
resolution for tracks with high transverse momentum
(over 100 GeV). CB medium muons with at least three
hits in three MS stations are selected. Tracks in spe-
cific regions of the MS where there are discontinuities
are vetoed. This procedure reduces the efficiency by
almost 20 % but improves the pT resolution by almost
30 % for muons up to 1.5 TeV. This WP is helpful for
searches for high-mass Z ′ and W ′.

• Low pT muons. This WP is used to reconstruct events
with very low momentum: down to 4 GeV in the 2015-
2016 data-taking period, and then down to 3 GeV.
Only CB tracks are used, and at least one MS sta-
tion for |η| < 1.3, while at least two MS stations for



6.4. Jets 175

1.3 < |η| < 1.55. Medium WP is required for |η| > 1.55.
Additional variables are used to discriminate prompt
and fake muons. Compared to the other WPs, the low
pT WP allows for higher efficiency in the barrel at the
expense of a higher fake rate.

Calibration

A measurement of the muon reconstruction efficiency in
the region |η| < 2.5 is obtained with a tag-and-probe method.
This method is similar to the one used for the electrons, it
selects a pure sample of J/Ψ → µµ and Z → µµ events.
The difference between data and MC prediction is used
to compute scale factors for compensating energy losses
in the materials or distortions in the magnetic fields not
optimally simulated.

Isolation

Similarly to the electrons, different isolation WPs are de-
fined to reduce the contribution of non-prompt muons.
In the same way as for electrons, they use tracking and
calorimetric isolation variables based on pvarconeXX

T and Econe20
T ,

and share the same definitions.

6.4 Jets

Coloured particles arising from the hard scattering (glu-
ons and quarks) can not stay in a free state, therefore they
create other particles to a have colourless state [142]. Ini-
tial partons involved in the hard scattering may radiate
further gluons, which then may split into further quark
anti-quark pairs, and so on until partons are confined in
a colourless state, i.e. hadrons. This process is called
hadronization. This happens in a time of the order of
Λ−1

QCD, which for the time scale considered in the collid-
ers, is almost instantaneous, and therefore happens inside
the beam pipe, in the collision point. The produced parti-
cles (typically K , π, neutrons, and very few protons) will
then reach the detector and consequently interact in the
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matter, creating a chain reaction, called a shower, which
generates many other particles. Moreover, π0 generates
photons couples that generate more compact electromag-
netic showers inside the hadronic one.
The QCD radiation associated with an initial quark and
gluons with a momentum above 10-20 GeV, and then the
resulting hadrons, is usually at close angles with the direc-
tion of the initial parton, therefore it is possible to define
a jet as an object formed by the vector sum of all the parti-
cles generated by the hadronization process inside a given
cone. A jet contains information about the properties of
the initial parton, which otherwise would be unknown.

Reconstruction

Hadronic particles deposit most of their energy in the calorime-
ter system, and it is possible to see the jet as a local maxi-
mum of deposited energy. Clustering together the inputs
from the cells makes it possible to construct the jets and
point to the original coloured particle [143, 144]. The re-
construction of a jet evolves through a series of steps.
The first step in the reconstruction of a jet is to cluster the
proto-clusters in the calorimeter and sum together their
energy. This process starts with a seed cell and then adds
the neighbouring cells if the energy in these cells is over
a certain threshold. This algorithm is called TopoCluster
and it is divided into two separate steps: cluster maker and
cluster splitter.

• cluster maker. Initially, all the cells with a signal-to-
noise ratio over a certain threshold tseed are identified.
The noise here is the RMS of the electronics noise,
while the signal is the cell energy. These cells are
the seed around which to build the cluster, called now
proto-cluster. Now all the neighbouring cells are con-
sidered and if their signal-to-noise ratio is above a
tneighbor threshold, the cell is added to the proto-cluster.
If a cell is adjacent to more than one proto-cluster,
these proto-clusters are merged together. This process
is repeated until all the cells are in a proto-cluster or
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below threshold. Clusters are selected according to
the transverse energy, ET. A cluster is removed if it
has a ET less than a certain threshold. This is useful to
remove pure noise proto-clusters.

• cluster splitter. The cluster is separated by finding a
set of local maximum cells satisfying:

– E > 500 MeV
– Energy greater than any adjacent cell
– At least 4 neighbouring cells with energy over thresh-

old.

Clusters are then grown around this set of local max-
ima as before, except that only the cells originally clus-
tered are used, no thresholds are applied, and no clus-
ter merging occurs. Cells shared by multiple proto-
clusters are added to the two most energetic proto-
clusters with a weight w1,2 defined by:

w1 =
E1

E1 + rE2
, w2 = 1−w1, r = exp(d1 − d2),

(6.3)
where E1,2 are the energies of the proto-clusters and
d1,2 are the distances between the cell and the proto-
cluster centres.

The next step is to cluster the proto-clusters in jets, which
is done by the anti-kT jet clustering algorithm [145]. The
algorithm works by first defining a distance dij between
the objects i and j, and the distance diB between the ob-
ject i and the beam (B). These quantities are computed as

dij = min(k2p
Ti , k

2p
Tj )

R2
ij

R2

diB = k2p
Ti

(6.4)

where kTi is the transverse momentum of the particle i
and R2

ij = (ηi − ηj)2 + (φi −φj)2 where ηi,j and φi,j are the
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pseudorapidity and azimuth of the particle i, respectively.
R is the radius jet parameter (set to R = 0.4), while p is a
parameter that governs the relative power of the energy
versus geometrical scales R2

ij (set to p = −1 for the anti-kT

algorithm).
The algorithm then works by identifying the smallest of
the distances and, if it is a dij , the objects i and j are added
together so that knew = ki + kj ; instead, if it is diB, i is de-
clared as jet and removed from the list. The process is
then repeated until no more objects are left.
The choice of the parameter p = −1 is performed so that
for equally separated particles, the dij for a hard particle
i and a soft particle j is smaller than the dij between two
soft terms, therefore the algorithm clusters the soft and
the hard particle before. This way, the algorithm is more
stable with respect to soft particles and improves the abil-
ity to converge. In other algorithms, soft particles tend to
destabilise the process of convergence, while in the anti-kT
soft terms do not modify the shape of the jet, while hard
particles do.
In Run 1 of the LHC, the ATLAS experiment used either
solely the calorimeter or solely the tracker to reconstruct
hadronic jets and soft particle activity. The vast majority
of analyses utilised jets that were built from topological
clusters of calorimeter cells, the topo-clusters discussed.
An alternative approach, called Particle flow [146], recon-
struct AntiKt4EMPFlowJets by combining signal measure-
ments from both the tracker and the calorimeter. Jet re-
construction is performed on an ensemble of particle flow
objects consisting of the calorimeter energies and tracks
which are matched to the hard interaction. The advan-
tage of using particle flow objects is that, for low-energy
charged particles, the momentum resolution of the tracker
is significantly better than the energy resolution of the
calorimeter, as well as the acceptance of the detector is
extended to softer particles, as tracks are reconstructed
for charged particles with a low transverse momentum,
whose energy deposits often do not pass the noise thresh-
olds required to seed topo-clusters. The capabilities of
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the tracker in reconstructing charged particles are com-
plemented by the ability of the calorimeter to reconstruct
both the charged and neutral particles. At high energies,
instead, the energy resolution of the calorimeter is supe-
rior to the momentum tracker resolution. Outside the ge-
ometrical acceptance of the tracker, only the calorimeter
information is available. Hence, the topo-clusters in the
forward region are used alone as inputs to the particle
flow jet reconstruction. Thus a combination of the two
subsystems is preferred for optimal event reconstruction.
Additionally, when a track is reconstructed in the tracker,
one can ascertain whether it is associated with a vertex,
and if so the vertex from which it originates. Therefore, in
the presence of multiple in-time pile-up interactions, the
effect of additional particles on the hard-scatter interac-
tion signal can be mitigated by rejecting signals originat-
ing from pile-up vertices.

Jet Energy Calibration

Jets are built by clustering energy deposits in the calorime-
ter. This energy is measured at the electromagnetic scale
(EM-scale), which is the signal scale that electromagnetic
showers deposit in the calorimeter. This means that for
hadrons the energy measurement is underestimated by
15−55 % because hadronic and electromagnetic particles
interact differently in material and the ATLAS calorimeter
does not compensate for this effect. Variable electromag-
netic content and energy losses in the dead material lead
to a worse resolution on the jet energy measurement in
comparison to particles interacting only electromagneti-
cally (electrons and photons). Therefore, jet energy cali-
bration is needed to correct the bias in the reconstructed
energy and reduce as much as possible the spread in the
response. The calibration corrections are obtained by try-
ing to unify the response of the jets by applying correc-
tions obtained from MC simulations and data-driven meth-
ods [147]. This process defines the jet energy scale (JES).
Fig. 6.2 shows a schematic diagram of the different steps
used in the calibration.
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Figure 6.2: Schematic diagram of the algorithms used for the Jet Energy Calibra-
tion.

• Origin correction The first step is to change the origin
direction of the four-momentum of the jet so that it
will point to the hard-scatter primary vertex, rather
than the centre of the detector. The jet energy is kept
constant. This step improves the resolution in η.

• Pile-up correction Two other steps are used to reduce
the effects of in-time and out-of-time pile-up [148, 149].
In the first part of the procedure (jet area-based pile-
up correction) the average pile-up contribution in each
event is removed from the pT of each jet, according to
an area-based method. The pile-up contribution is ob-
tained from the pT density of jets (ρ) in the η−φ plane.
The density of each jet is defined as pT/A. The second
part of the procedure takes care instead of the residual
pT dependence on the number of reconstructed pri-
mary vertices NP V and the number of interactions per
bunch crossing µ (Residual pile-up correction). These
dependencies are found to be linear and independent
of one another and coefficients are fitted. After these
corrections, the pT is

pcorr
T = preco

T − ρ ×A−α × (NP V − 1)− β ×µ. (6.5)

• Absolute calibration The absolute jet calibration cor-
rects the reconstructed jet four-momentum to the particle-
level energy scale and accounts for biases in the jet η
reconstruction, caused by the transition between dif-
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ferent parts of the calorimeter. The correction is de-
rived from MC, matching jets to truth particles within
∆R = 0.3, and using only isolated jets (no further jets
of pT > 7 GeV within ∆R = 0.6). The response is then
defined as Ereco/Etruth and binned in η.

• Global sequential calibration This calibration scheme is
based on the jet structure to try to compensate for the
energy fluctuation [147]. This method uses the topol-
ogy of the jet (number of tracks in the jets, or muons
segments) and its energy deposit to characterize the
energy fluctuations. For each observable used, the
four-momentum is corrected, as a function of ptruth

T
and η, but with an overall constant in order to leave
unchanged the average energy of the jets at each step.

• In-situ calibration The last step of the calibration ac-
counts for differences in the response between the data
and the MC, due to imperfect description in the sim-
ulations: from detector material to hard scatter and
pile-up. This is done by balancing the pT of the jet
against well-known objects. Central jets (|η| < 0.8) use
Z/γ+jets events, where the jets are balanced against
the Z boson or the γ . Multijet events are instead used
for high pT central jets (300 GeV < pT < 2000 GeV),
where the high pT jets are balanced against well-known
central low pT ones. Dijet events are instead used for
forward jets (0.8 < |η| < 4.5), where the jets are bal-
anced against the central jets.

Jet Calibration Systematic Uncertainties

The calibration procedure brings with it a set of uncer-
tainties that are propagated from the individual calibra-
tion to the final jet [147]. There is a total of 80 JES system-
atic uncertainties: 67 come from Z/γ+jets in situ calibra-
tion and account for topology assumption, MC simulation
and statistic, and propagated electrons/muons/photon en-
ergy scale. The other 13 systematic uncertainties come
from pile-up (4), η-intercalibration in the region with 2.0 <
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|η| < 2.6 region (3), and difference in response of light-
quark, b-quark, and gluon initiated jets (3). Another un-
certainty comes from the Global Sequential Calibration
(GSC) punch-through correction. For jets outside the in-
situ methods (with a pT > 2 TeV) an additional uncertainty
is applied. For fast simulation, an AFII modelling uncer-
tainty is also considered for non-closure in the JES calibra-
tion. Fig. 6.3 shows the total uncertainty as a function of
jet pT and η. However, most of the physics analyses do not
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Figure 6.3: Fractional jet energy scale systematic uncertainty components for R =
0.4 anti-kt jets for: (a) η = 0 as a function of pjet

T , (b) pjet
T = 60 GeV as a function of

η, reconstructed from electromagnetic-scale topo-clusters. The total uncertainty
(all components summed in quadrature) is shown as a filled region topped by a
solid black line. From Ref. [150].

need to evaluate and propagate each one of the systematic
uncertainties because most of the information might be
unnecessary. Therefore, a reduced set of nuisance param-
eters (NPs) is produced, trying to preserve as precisely as
possible the correlation across pT and η.
The set of in-situ systematic uncertainties is reduced from
67 to the 5 most relevant and the others are combined in
a single parameter. Then these remaining 19 NPs (6 from
the in-situ plus 13) are combined into four reduced NPs.
This reduction of course reduces the correlations between
most of the uncertainties, but the loss of information is
indeed small for most of the analyses.
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Jet Energy Resolution

After the jet energy scale calibration, it is also measured
the energy resolution (JER). This can be parametrized as

σ (pT)
pT

=
N
pT
⊕ S
√
pT
⊕C, (6.6)

where N is a noise term that contains effects from pile-up
and electronic noise, that enters at very low pT. S is the
statistical Poisson fluctuations due to the sampling nature
of the calorimeter. The last term, C, is due to the passive
material inside the detector. JER is measured in data and
MC by balancing the jet pT with dijet events, Z+jets and
γ+jets in a similar way as for the JES. Again, this proce-
dure results in ∼ 100 uncertainties, which should be prop-
agated to the analysis level, and as for the JES they are
combined together in NPs, two sets are possible: 7 NPs
and 12 NPs, depending on the needs of the single analy-
sis. The uncertainties are also constrained with respect to
the inputs by the use of a fit function that constrains N , S,
and C. Fig. 6.4(a) shows the JER as a function of jet pT for
2017 data and MC, while Fig. 6.4 (b) shows its absolute
uncertainty, divided by type.
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Figure 6.4: (a) The jet energy resolution σ (pT)/pT and (b) the absolute uncertainty
on the jet energy resolution, as a function of pjet

T for anti-kt jets with a radius pa-
rameter of R = 0.4 and inputs jets calibrated with the PFlow+JES scheme followed
by a residual in situ calibration and using the 2017 dataset. From Ref. [150].
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Jet Vertex Tagger

Pile-up can be a problem not only because it can bias the
energy of the jets, but also because it can lead to the recon-
struction of jets that are actually not originating from the
hard scattering interaction. Most of the pile-up jets how-
ever can be removed using the Jet-Vertex-Fraction (JVF) [151–
153]. This variable is the ratio between the scalar sum of
the tracks pT associated to the jet and to the vertex, and
the scalar sum of the pT of all the tracks:

JVF =

∑
k p

trkk
T (PV0)∑

l p
trkl
T (PV0) +

∑
n≥1

∑
l p

trkl
T (PVn)

(6.7)

where PV0 is the primary vertex of hard scatter and PVj
are the primary vertices of pile-up events. JVF is bound
between 0 and 1, but −1 is assigned to jets with no asso-
ciated tracks. With increasing pile-up, however, this vari-
able is less efficient due to its dependence on the scalar
sum of pT on the number of vertexes. For this reason, an
additional variable called corrJVF is introduced, defined
as:

corrJVF =

∑
k p

trkk
T (PV0)∑

l p
trkl
T (PV0) +

∑
n≥1

∑
l p

trkl
T (PVn)

(k·nPU
trk)

(6.8)

where nPU
trk is the number of tracks per event and k = 0.01,

and should be the slope of 〈pPU
T 〉. Another important vari-

able used to discriminate hard scattering events and pile-
up ones is RpT

, defined as the ratio between the scalar sum
of the tracks pT associated with the PV0 and the pT of the
jet,

RpT
=

∑
k p

trkk
T (PV0)

p
jet
T

. (6.9)

Figs. 6.5 (a) and (b) show the distribution of corrJVF and
RpT

, respectively. These two variables are fed into an-
other discriminant, called Jet Vertex Tagger (JVT), with a
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2-dimensional likelihood based on a k-Nearest Neighbour
(kNN) algorithm. Fig. 6.5 (c) shows the JVT distribution
for hard scattering and pile-up jets.
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Figure 6.5: Distribution of (a) corrJVF , (b) RpT
, and (c) JVT for pile-up and hard-

scatter jets with 20 GeV < pT < 30 GeV. From Ref. [151].

6.5 b-tagging

The identification of jets as coming from b-quarks, called
b-tagging, is a vital aspect of the ATLAS experiment. Due
to the high energy involved, hadrons containing b-quarks
have relatively long lifetimes (≈ 10−12 s) and can travel
long distances (≈ 1 mm) before decaying, therefore leav-
ing a secondary vertex in the ID (see Fig. 6.6).

Different low-level tagging algorithms are adopted to dis-
criminate between b-quark jets and light-quark (u, d, s)
jets [154], using track and impact parameters and differ-
ent quality selection criteria. The output of the low-level
tagging algorithms is used by higher-level algorithms which
are chosen at the analysis level.

Low-level tagging algorithms

• IP3D algorithm uses the significance of the impact pa-
rameters (both longitudinal and transverse) of the tracks
associated with a jet. The significance of the impact
parameter S is the ratio between the impact param-
eter and its error: S(d0) = d0/σ (d0) for the transverse
plane and S(z0) = z0/σ (z0) for the longitudinal one.
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Figure 6.6: Picture representing the decay of a hadron containing a b-quark.

Probability density functions for the impact parame-
ter are used to define ratios for the b- and light-jet hy-
potheses and combined together in a Log Likelihood
Ratio discriminant (LLR). LLR can be constructed with
different sets of PDF for different track categories. Dur-
ing Run 2 these categories have been refined.

• SV1 algorithm tries to reconstruct the displaced sec-
ondary vertex within the jet. The first step is to re-
construct two-track vertices, fake vertices that can be
suppressed by noticing they do not have associated
detector hits with radii smaller than the radius of the
secondary vertex found by the algorithm. Then, tracks
compatible with KS or Λ are rejected by exploiting the
invariant masses of the particles produced by their de-
cays and searching for peaks in the invariant mass dis-
tributions of π+π− and pπ. Also, photon conversions
or hadronic interactions with the detector material. A
discriminant is constructed with the decay length sig-
nificance: L/σ (L).

• JetFitter algorithm uses the topological structure of b
and c hadrons to reconstruct the whole chain decay
PV→ b→ c decay. The algorithm tries to find a com-
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mon line between the primary vertex and the bottom
and charm vertices, as well as their position on the
line, approximating the b-hadron flight path. The dis-
crimination between b-, c- and light-jets is based on a
neural network using similar variables.

MV2 and DL1 algorithms

The output scores of IP3D, SV1 and JetFitter algorithms
are combined together to better discriminate b-jets from
light- and c-jets [155]. Two different algorithms are ob-
tained, the MV2 algorithm and the DL1 algorithm.

• MV2 algorithm uses a Boosted Decision Tree (BDT)
classifier to combine the outputs of the low-level tag-
ging algorithms. The BDT algorithm is trained us-
ing the ROOT Toolkit for Multivariate Data Analysis
(TMVA) [156] on a tt̄ sample. The algorithm treats b-
jets as signal and light and c-jets as background and
includes the kinematic properties of the jets (pT and
|η|) to take advantage of the correlations with the other
input variables. The b-jets and c-jets are reweighted in
pT and |η| to match the spectrum of the light-flavour
jets.

• DL1 algorithm uses a deep feed-forward Neural Net-
work (NN) trained using Keras [157] with the Theano
[158] backend and the Adam optimiser [159]. The
DL1 NN has a multidimensional output correspond-
ing to the probabilities for a jet to be a b-jet, a c-jet
or a light-flavour jet. The topology of the output con-
sists of a mixture of fully connected hidden and Max-
out layers [160]. The input variables to DL1 consist of
those used for the MV2 algorithm with the addition of
some JetFitter c-tagging variables exploiting the sec-
ondary and tertiary vertices (distance to the primary
vertex, invariant mass and number of tracks, energy,
energy fraction, and rapidity of the tracks associated
with the secondary and tertiary vertices). A jet pT and
|η| reweighting similar to the one used for MV2 is per-
formed. Since all flavours are treated equally during
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training, the trained network can be used for both b-
jet and c-jet tagging. The final DL1 b-tagging discrim-
inant is defined as

DDL1 = ln
( pb
fc · pc + (1− fc) · plight

)
(6.10)

where pb, pc, plight and fc represent the b-jet, c-jet,
light-flavour jet probabilities, and the effective c-jet
fraction in the background training sample, respec-
tively. Using this approach, the c-jet fraction in the
background can be chosen a posteriori in order to op-
timise the performance of the algorithm.

A comparison of the distributions of the two output dis-
criminants is shown in Fig. 6.7.

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

MV2D

4−10

3−10

2−10

1−10

1

10

F
ra

c
ti
o
n
 o

f 
je

ts
 /
 0

.0
5

t = 13 TeV, ts

ATLAS  Simulation

bjets

cjets

Lightflavour jets

(a)

8− 6− 4− 2− 0 2 4 6 8 10 12

DL1D

7−10

6−10

5−10

4−10

3−10

2−10

1−10

1

10

F
ra

c
ti
o
n
 o

f 
je

ts
 /
 0

.5
0

t = 13 TeV, ts

ATLAS  Simulation

bjets

cjets

Lightflavour jets

(b)

Figure 6.7: Distribution of the output discriminant of the (a) MV2 and (b) DL1 b-
tagging algorithms for b-jets (dashed blue), c-jets (solid green)and light-jets (dot-
ted red) in tt̄ events. From Ref. [154].

The evaluation of the performance of the algorithms is
carried out using different WPs defined by a fixed selec-
tion on the b−tagging output discriminant and ensuring a
specific b-jet tagging efficiency, εb, for the b-jets present in
the baseline tt̄ simulated sample. The selections used to
define the single-cut WPs of the MV2 and the DL1 algo-
rithms, as well as the corresponding c-jet, τ-jet and light-
flavour jet rejections, are shown in Table 6.2.
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εb
MV2 DL1

Selection c-jet τ-jet light-jet Selection c-jet τ-jet light-jet

60% >0.94 23 140 1200 >2.74 27 220 1300

70% >0.83 8.9 36 300 >2.02 9.4 43 390

77% >0.64 4.9 15 110 >1.45 4.9 14 130

85% >0.11 2.7 6.1 25 >0.46 2.6 3.9 29

Table 6.2: Selection and c-jet, τ-jet and light-flavour jet rejections corresponding
to the different b-jet tagging efficiency single-cut WPs for the MV2 and the DL1
b-tagging algorithms, evaluated on the baseline tt̄ events.

The light-flavour jet and c-jet rejections as a function of
the b-jet tagging efficiency are shown in Fig. 6.8 for the
various low- and high-level b-tagging algorithms.
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Figure 6.8: The (a) light-flavour jet and (b) c-jet rejections versus the b-jet tag-
ging efficiency for the IP3D, SV1, JetFitter, MV2 and DL1 b-tagging algorithms
evaluated on the baseline tt̄ events.

This demonstrates the advantage of combining the in-
formation provided by the low-level taggers, where im-
provements in the light-flavour jet and c-jet rejections by
factors of around 10 and 2.5, respectively, are observed at
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the εb = 70% single-cut WP of the high-level algorithms
compared to low-level algorithms. This figure also illus-
trates the different b-jet tagging efficiency ranges accessi-
ble with each low-level algorithm and thereby their com-
plementarity in the multivariate combinations, with the
performance of the DL1 found to be better than the MV2
discriminant. The two algorithms tag a highly correlated
sample of b-jets, where the relative fraction of jet exclu-
sively tagged by each algorithm is around 3% at the εb =
70% single-cut WP. The relative fractions of light-flavour
jets exclusively mistagged by the MV2 or the DL1 algo-
rithms at the εb = 70% single-cut WP reach 0.2% and
0.1%, respectively.

DL1r algorithm

An improved version of the DL1 tagging algorithm, called
DL1r [161], uses a Recursive Neural Network (RNN) with
the Impact Parameters of the tracks (RNNIP) in addition
to the SV1, JetFitter, IP3D low-level taggers as shown in
Fig. 6.9. The RNNIP network architecture learns the track

Figure 6.9: The inputs used in the MV2, DL1 and DL1r algorithms.

multiplicity and impact parameters of the B-hadron de-
cays and matches the tracks with larger IPs to b-jets decays
which tend to have them harder and wider.
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6.6 Missing Transverse Energy

In proton-proton colliders the fraction of energy the par-
tons have in the collision is unknown, therefore we do not
know the initial energy and cannot use the conservation
of the momentum. However, it is known the initial en-
ergy in the transverse plane is zero and it is possible to use
the conservation of momentum in this plane. The missing
transverse energy (Emiss

T ) accounts for all the particles that
are invisible to the detector, mainly neutrinos or particles
beyond the Standard Model, such as neutralinos. Emiss

T is
defined as

Emiss
T =

√
(Emiss
x )2 + (Emiss

y )2 (6.11)

where Emiss
x(y) = −

∑
Ex(y), and Ex(y) is the energy deposited

in the detector. Contribution for the Emiss
T comes from the

calorimeters, the MS, and also the ID. Emiss
T reconstruction

uses calorimeter cells calibrated for the different recon-
structed objects (electrons, muons, photons, hadronically
decaying τ-leptons, jets) and tracks (|η| < 2.5) and cells
in the calorimeter (|η| > 2.5) with no object attached [162,
163].
More specifically, the Emiss

T is calculated as

Emiss
x(y) = Emiss,e

x(y) +E
miss,µ
x(y) +Emiss,γ

x(y) +Emiss,τ
x(y) +Emiss,jets

x(y)

+Emiss,softjets
x(y) +E

miss,caloµ
x(y) +Emiss,tracks

x(y) +Emiss,softcalo
x(y)

(6.12)

where, in particular:

• E
miss,caloµ
x(y) is the energy of muons in the calorimeters;

• Emiss,tracks
x(y) is the energy of the tracks associated with

the hard-scatter vertex but not with any hard object.
Tracks are taken from the ID so they can be matched
to the primary vertex and can help to reconstruct low
pT particles;
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• Emiss,softcalo
x(y) is the sum of the terms in the calorimeter

that don’t match any object.

The convention adopted is that every miss term is the neg-
ative sum of the measured energy for a specific category.
The sum of these terms is done in the pseudorapidity range
|η| < 4.9. The azimuthal coordinate is evaluated as

φmiss = arctan(Emiss
y /Emiss

x ) (6.13)

Reducing noise contamination is crucial, therefore, only
the cells belonging to the topological clusters are consid-
ered. An overlap removal between calorimeter clusters
with high-pT and tracks is requested to avoid double count-
ing. Tracks with more than 40% of uncertainty on the pT
are removed.
Three different WPs are provided to satisfy the needs at
the analysis level:

• Loose WP, using all jets with pT > 20 GeV that pass the
JVT cut for |η| < 2.4 and pT < 60 GeV;

• Tight WP, reducing the Emiss
T dependence on the pile-

up by additionally vetoing the forward jets with |η| >
2.4 and 20 GeV < pT < 30 GeV;

• Forward JVT WP, vetoing the forward jets with |η| >
2.4 and 20 GeV < pT < 30 GeV and additionally failing
the ’Loose’ fJVT criteria [164].

Performance studies of events with no real Emiss
T are

done by looking at Z → µµ events while for events with
real Emiss

T , W → `ν is studied. The resolution of the Soft
Track Term (TST) in Emiss

T is estimated by comparing data
to simulated Z → µµ events, where no real Emiss

T is ex-
pected. The resolution is evaluated as the r.m.s. of the
combined Emiss

x and Emiss
x .



Chapter 7

Analysis regions and
statistical interpretation

Before diving into the analyses, this Chapter is aimed at il-
lustrating the general strategy for defining different anal-
ysis regions and providing an illustration of the statistical
interpretation of analysed events.
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7.1 Definition of Analysis regions

The overall analysis strategy of a search relies on the def-
inition of dedicated analysis regions, which can be cate-
gorised as follows:

• Control Regions (CRs), used to control and estimate
the main background contributions;

• Validation Regions (VRs), used to validate the back-
ground estimation with respect to data;

193
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• Signal Regions (SRs), used to test the signal model
with respect to data.

Fig. 7.1 shows a schematic representation of how the
CRs, VRs, and SRs are defined in a 2D plane of two arbi-
trary variables.

Figure 7.1: Schematic view of how SRs, CRs, and VRs are defined as a function of
two arbitrary variables.

The SM background is estimated either from MC sam-
ples or from data-driven techniques. It is possible to take
these MC samples at face value, or it is possible to im-
prove the prediction by using special regions where to
constrain the background and therefore have a better pre-
diction. This is done in CRs: phase space regions, close to
the other analysis regions but with a negligible expected
rate of signal events, where the backgrounds are checked
and normalized against the observed data. Generally, a
specific CR is defined for each main background, by in-
verting one or more kinematic cuts that are applied in the
SR. This allows also to have non overlapping CRs and SRs.
Usually, normalization factors for the different background
samples are extrapolated from the CRs to the VRs and
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SRs. The fit to observed data in CRs allows to eliminate
any mismodelling in the normalization of the MC. An-
other advantage is that when evaluating systematic un-
certainties in the SR, these depend only on the changes in
the ratio of the expected background yields in SR and CR.
The normalization obtained in the CR is checked by ex-
trapolating the results in the VRs. These are kinematic
regions that are close to the SR but still have a small ex-
pected signal contamination. Only after the modelling of
the background is checked against data in the VRs it is
possible to look at data inside the SR, a procedure which
is called unblinding. SRs initially are blinded, e.g. it is not
allowed to look at data inside these regions, to avoid any
biases in the definition of the SRs and the test statistic that
might come from a first observation of the data before the
background estimation strategy is optimized.

7.2 Likelihood fit

A binned likelihood function L(µ,θ) is constructed from
the product of Poisson probabilities for all N bins,

L(µ,θ) =
N∏
i=1

(µsi + bi)ni

ni!
e−(µsi+bi)

M∏
j=1

uj
mj

mj !
e−uj , (7.1)

with si and bi representing the number of expected signal
and background events in each bin and ni the observed
number of events whose expected value is E[ni] = µsi + bi .
More precisely, si = stot

∫
bin i fs(x,θs) and bi = btot

∫
bin i fb(x,θb)

where stot and btot are the total mean number of signal and
backgrounds events, fs(x,θs) and fb(x,θb) are the proba-
bility density functions (pdfs) of the variable x for signal
and background events, and θs and θb represent nuisance
parameters that might affect the shape of the pdfs.
In addition to the N values, one often makes further sub-
sidiary measurements that help constrain the set of nui-
sance parameters θ, selecting some kinematic variables.
This then gives a set of valuesmj for the number of entries
in each of theM bins of these variables whose expectation
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values is E[mj] = uj(θ).
In multi-bin fits, several regions need to be combined.
In this case, a likelihood function Lc = (µ,θc) is defined
for each region c, with µ representing the signal strength
and θc representing the set of nuisance parameters for the
c−th region. The signal strength is assumed to be the same
for all regions but in general the set of nuisance parame-
ters can vary among regions. Assuming the regions to be
statistically independent, the combined likelihood func-
tion is given by the product over all of them,

L(µ,θ) =
∏
c

Lc(µ,θc). (7.2)

To test a hypothesised value of µ, the profile likelihood
ratio,

λ(µ) =
L(µ, ˆ̂θ)

L(µ̂, θ̂)
(7.3)

is considered, where ˆ̂θ in the numerator denotes the value
of θ that maximises L for the specified µ, i.e. it is condi-
tional maximum-likelihood (ML) estimator of θ (and thus
is a function of µ). The denominator is the maximised
likelihood function, i.e. µ̂ and θ̂ are their ML estimators.
The profile likelihood ratio λ(µ) assumes values between
0 and 1 (at µ = µ̂), with λ close to 1 implying a good agree-
ment between data and the hypothesised value of µ. The
presence of the nuisance parameters broadens the profile
likelihood as a function of µ relative to what one would
have if their values were fixed. This reflects the loss of
information about µ due to the systematic uncertainties.
In our analyses, the contribution of the signal process to
the mean number of events is assumed to be non-negative.
However, it is convenient to define an effective estimator
µ̂ < 0, but providing that the Poisson mean values, µsi +bi ,
remain non-negative. This will allow us to model µ̂ as a
Gaussian-distributed variable and, in this way, we can de-
termine the distributions of the test statistics that we con-
sider.
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To set exclusion limits and set upper limits on the strength
parameter µ, we consider the test statistic q̃µ, defined as

q̃µ =
{
−2ln λ̃(µ) µ̂ ≤ µ
0 µ̂ > µ

(7.4)

where λ̃(µ) is the profile likelihood ratio. The reason for
setting q̃µ = 0 for µ̂ > µ is to avoid considering, as signal
evidence, upward fluctuations of the data guaranteeing
a one-sided confidence interval, and therefore this is not
taken as part of the rejection region of the test. From the
definition of the test statistic, one sees that higher values
of q̃µ represent greater incompatibility between the data
and the hypothesised value of µ.
In our case, µ > 0, so considering λ̃(µ), we have

q̃µ =


−2ln L(µ, ˆ̂θ(µ))

L(0, ˆ̂θ(0))
µ̂ < 0

−2ln L(µ, ˆ̂θ(µ))
L(µ̂,θ̂)

0 ≤ µ̂ ≤ µ
0 µ̂ > µ.

(7.5)

Assuming the Wald approximation, we find that

q̃µ =


µ2

σ2 −
2µµ̂
σ2 µ̂ < 0

(µ−µ̂)2

σ2 0 ≤ µ̂ ≤ µ
0 µ̂ > µ

(7.6)

where µ̂ follows a Gaussian distribution centred at µ′ with
a standard deviation σ . The pdf f (q̃µ|µ′) is found to be

f (q̃µ|µ′) =Φ
(µ′ −µ
σ

)
δ(q̃µ)+

+


1
2

1√
2π

1√
q̃µ

exp
[
− 1

2

(√
q̃µ −

µ−µ′
σ

)2]
0 < q̃µ < µ2/σ2

1√
2π (2µ/σ )

exp
[
− 1

2
(q̃µ−(µ2−2µµ′)/σ2)2

(2µ/σ )2

]
q̃µ > µ

2/σ2

(7.7)



198 Chapter 7 Analysis regions and statistical interpretation

where Φ is the cumulative distribution function of the
standard normal distribution.
The special case µ = µ′ is therefore

f (q̃µ|µ′) =
1
2
δ(q̃µ)+


1
2

1√
2π

1√
q̃µ

exp
[
− 1

2 q̃µ

]
0 < q̃µ < µ2/σ2

1√
2π (2µ/σ )

exp
[
− 1

2
(q̃µ+µ2/σ2)2

(2µ/σ )2

]
q̃µ > µ

2/σ2

(7.8)
The cumulative distribution function F(q̃µ|µ′) correspond-

ing to the f (q̃µ|µ′) pdf is given by

F(q̃µ|µ′) =


Φ

(√
q̃µ −

µ−µ′
σ

)
0 < q̃µ < µ2/σ2

Φ

(
q̃µ−(µ2−2µµ′)/σ2

2µ/σ

)
q̃µ > µ

2/σ2.
(7.9)

The special case µ = µ′ is therefore

F(q̃µ|µ′) =


Φ

(√
q̃µ

)
0 < q̃µ < µ2/σ2

Φ

(
q̃µ+µ2/σ2

2µ/σ

)
q̃µ > µ

2/σ2.
(7.10)

The p-value of the hypothesised µ is given by the formula

pµ = 1−F(q̃µ|µ) (7.11)

with a corresponding significance

Zµ =


√
q̃µ 0 < q̃µ < µ2/σ2,

q̃µ+µ2/σ2

2µ/σ q̃µ > µ
2/σ2.

(7.12)

If the p-value is found below a specific threshold α (of-
ten taken as α = 0.05), then the value of µ is said to be
excluded at a confidence level (CL) of 1-α. The observed
upper limit on µ is the smallest µ such that pµ < α. There-
fore, the observed upper limit on µ at CL 1−α is found by
setting pµ = α and solving Eq. (7.11) for µ, that is

µup = µ̂ + σΦ−1(1−α). (7.13)
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If α = 0.05, then Φ−1(1 −α) = 1.64. Moreover, σ depends
in general on the hypothesised value of µ. Upper lim-
its closer to the hypothesised value of µ correspond to
stricter constraints on the hypothesised value for µ and
thus higher significance.

7.2.1 The CL technique
By using the statistical test q̃µ, it is possible to exclude a
specific signal model or to compute the upper limit on the
visible cross-section using the CLs method. This method
is introduced to not exclude signals for which an analysis
has little or no sensitivity; for example in cases where the
expected number of signal events is much smaller than
the background and, consequently, the q̃µ distributions
under the background-only and signal+background hy-
potheses almost overlap each other. Assuming signal plus
background hypothesis as null hypothesis, the observed
value q̃obs

µ of the statistical test q̃µ for the given signal strength
(µ = 1) is computed and, subsequently, the p−values for
the signal+background (ps+b) and background-only (pb)
hypotheses are estimated as

ps+b = CLs+b =
∫ +∞

q̃obs
µ=1

f (q̃µ|µ = 1, ˆ̂θµ)dq̃µ (7.14)

pb = 1−CLb =
∫ q̃obs

µ=1

−∞
f (q̃µ|µ = 0, ˆ̂θµ)dq̃µ (7.15)

where f (q̃µ|µ = 1, ˆ̂θµ) and f (q̃µ|µ = 0, ˆ̂θµ) are the distribu-
tions of the test statistic q̃µ for the signal+background and
background-only hypothesis.
The CLs is therefore calculated as

CLs =
CLs+b
CLb

=
ps+b

1− pb
(7.16)

and the signal+background hypothesis is rejected for all
models having a CLs value lower than 0.05, thus with a
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95% CL.
An expected CLs, referred as CLexp

s , can be computed us-
ing the same Eqs.(7.14)-(7.15) but replacing q̃obs

µ with the

median q̃med
µ of the f (q̃µ|µ = 0, ˆ̂θµ) distribution.

For the exclusion limits, the method just described is ap-
plied for each signal model, building a likelihood that
takes into account both CRs and SRs. A contour exclu-
sion plot, selecting the mass region with a CLs value lower
than 0.05, is then obtained. For the purpose of setting up-
per limits on a model, a scan varying the hypothesised µ
is performed. Given the estimated total SM with its error
and the observed data, an upper limit on the number of
observed signal events (S95

obs) and expected signal events
(S95

exp) is estimated. An upper limit on the visible cross-
section σvis by taking the ratio between S95

obs and the inte-
grated luminosity considered in the analysis.

7.2.2 Nuisance parameters in the likelihood

The nuisance parameters, generically referred to as θ, may
enter the likelihood function in different ways. For illus-
trating this, a parametrized probability density function
is constructed by HistFactory. This likelihood pdf is suf-
ficiently flexible to describe many analyses based on tem-
plate histograms. The general form of the HistFactory pdf
can be written as

L(nc,xe, ap|φp,αp,γb) =
∏

c∈{channels}

[
Pois(nc|νc)

nc∏
e=1

fc(xe|α)
]
·

·G(L0|λ,∆L) ·
∏
p∈S+Γ

fp(ap|αp)

(7.17)

where:

• c is the channel index, e is an event index, p is the
parameter index;
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• nc and νc are the total observed and expected mean
number of events in channel c, respectively;

• fc(xe|α) is the pdf of channel c, assuming xe as the
number of events in a generic bin be and α as a nui-
sance parameter;

• G(L0|λ,∆L) is a Gaussian constraint term referred to
the luminosity parameter λcs. In principle, it might
depend on the sample and channel, but it is typically
assumed constant in a given channel for all the sam-
ples that are normalized with a normalization factor
λcs = L0;

• fp(ap|αp) is a constraint term describing an auxiliary
measurement ap that constrains the nuisance param-
eter αp.

The likelihood pdf can be more easily rewritten in terms
of the individual bins as

L(ncb, ap|φp,αp,γb) =
∏

c∈{channels}

∏
b∈{bins}

Pois(ncb|νcb)

·G(L0|λ,∆L) ·
∏
p∈S+Γ

fp(ap|αp)

(7.18)

where the expected mean of events in a given bin b, νcb,
is given by

νcb(φp,αp,γb) = λcsγcbφcs(α)ηcs(α)σcsb(α). (7.19)

The nuisance parameters that enter in the pdf are listed
in Table 7.1.

There are two sets of nuisance parameters, constrained
and unconstrained. The set of unconstrained normaliza-
tion factors as normFactor is indicated with N = {φp}, the
set of parameters which have external constraints such as
histoSys and overallSys with S = {αp} = {σcsb,ηcs}, the set of
bin-by-bin uncertainties with constraints such as shapeSys
and statistical errors but not those associated to an uncon-
strained shapeFactor with Γ = {γcb}.
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Constrained Unconstrained

Normalization Variation overallSys (ηcs) normFactor (φp)

Coherent Shape Variation histoSys (σcsb) -

Bin-by-bin variation shapeSys & statError (γcb) shapeFactor (γcsb)

Table 7.1: Parameters implemented in the HistFactory pdf.

A histoSys parameter describes a correlated uncertainty of
the shape and normalization while an overallSys param-
eter describes an uncertainty of the global normalization
of the sample, the latter not affecting the shape of the dis-
tributions of the sample. A shapeSys parameter describes
an uncertainty of statistical nature, typically arising from
limited MC statistics. In HistFactory, shapeSys is modelled
with an independent parameter for each bin of each chan-
nel and shared among all samples having statistical un-
certainty associated. Starting from these native HistFac-
tory types of nuisance parameters, others are defined. For
example, normHistoSys is defined as a histoSys system-
atic type where norm indicates that the total event count
is required to remain invariant in a user-specified list of
normalization regions when constructing up/down vari-
ations. Such a systematic uncertainty is therefore trans-
formed from an uncertainty on event counts in each re-
gion into a systematic uncertainty on the transfer factors.
OneSide and Sym types indicate that an uncertainty is con-
structed as a one-sided or a symmetrized one, respectively,
from the inputs.

In the RooFit workspace produced by HistFactory, αp
can be assumed as the mean of a Gaussian distribution

G(ap|αp,σp) =
1√

2πσ2
p

exp
[
−

(ap −αp)2

2σ2
p

]
(7.20)

with σp = 1 by default. It is possible, however, to con-
strain these parameters with a Poisson distribution or a
Log-normal one.
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7.2.3 Systematic interpolation

The treatment of systematic uncertainties is subtle, partic-
ularly when one wishes to take into account the correlated
effect of multiple sources of systematic uncertainty across
many signal and background samples. The most impor-
tant conceptual issue is that we separate the source of the
uncertainty (for instance the uncertainty in the response
of the calorimeter to jets) from its effect on an individ-
ual signal or background sample (e.g. the change in the
acceptance and shape of a W+jets background). In partic-
ular, the same source of uncertainty has a different effect
on the various signal and background samples 1. The ef-
fect of these ±1σ variations about the nominal predictions
η0 = 1 and σ0

sb is quantified by dedicated studies that pro-
vide η±sp and σ±sp.
Once one has estimated the effects of the individual sources
of systematic uncertainty for each sample, one must ad-
dress two related issues to form a likelihood parametrized
with continuous nuisance parameters. First, one must pro-
vide an interpolation algorithm to interpolate to define
ηs(α) and σsb(α). Secondly, one must incorporate constraint
terms on the αp to reflect that the uncertain parameter
has been estimated with some uncertainty by an auxiliary
measurement. A strength of the histogram template based
approach (compared to parametrized analytic functions)
is that the effects of individual systematics are tracked ex-
plicitly; however, the ambiguities associated with the in-
terpolation and constraints are a weakness.

For each sample, one can interpolate and extrapolate
from the nominal prediction η0

s = 1 and the variations η±sp
to produce a parametrized ηs(α). Similarly, one can in-
terpolate and extrapolate from the nominal shape σ0

sb and
the variations σ±psb to produce a parametrized σpsb(α). We
choose to parametrize αp such that αp = 0 is the nominal
value of this parameter, αp = ±1 are the ±1σ variations.
Needless to say, there is a significant amount of ambiguity
in these interpolation and extrapolation procedures and
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they must be handled with care.

Polynomial Interpolation and Exponential Extrapolation

The strategy is to use the piecewise exponential extrapo-
lation with a polynomial interpolation that matches η(α =
±α0), dη/dα|α=±α0

, and d2η/dα2
|α=±α0

and the boundary
±α0 is defined by the user (with default α0 = 1),

ηs(α) =
∏
p∈Syst

Ipoly|exp(αp;1,η+
sp,η

−
sp,α0), (7.21)

with

Ipoly|exp(αp; I0, I
+, I−,α0) =


(I+/I0)α = α ≥ α0
1 +

∑6
i=1 aiα

i = |α| < α0
(I−/I0)−α = α ≤ α0

(7.22)
This approach avoids the kink (discontinuous first and

second derivatives) at α = 0, which can cause some diffi-
culties for numerical minimization packages such as Mi-
nuit and ensures that η(α) ≥ 0, as shown in Fig. 7.2.

Figure 7.2: Comparison of the four interpolation options choosing η+ = 1.2 and
η− = 0.8.



7.2. Likelihood fit 205

Systematic pulling and profiling

The fits do not only change normalizations at the post-fit
level, but they also profile uncertainties. Two important
effects can be distinguished:

• Pulling shifts the nominal value of a nuisance parame-
ter and causes a change in the yield prediction within
its uncertainty to better match the data;

• Profiling reduces the uncertainty of a nuisance param-
eter associated with a systematic when testing its com-
patibility to data.

These effects are shown in Fig. 7.3 for an uncertainty of
±1 set to a nominal value of 0 at the pre-fit level.

Figure 7.3: The effects of the systematic pulling and profiling for an uncertainty
of ±1 set to a nominal value of 0 at the pre-fit level.

At the post-fit level, its nominal value can be shifted
towards one side of the initial interval due to pulling, or
constrained due to profiling. These effects need to be con-
sidered very carefully in our fits, especially if their entity
is considered to be large. Pulling is particularly danger-
ous in shape fits because it can tune a background yield in
a specific bin, which usually happens if the bin has high
statistics, to a level that is incompatible with the other
bins, while profiling is dangerous because it can reduce
too much a systematic uncertainty, e.g. to a level that is
was not designed for with the object reconstruction. The
opposite of profiling, e.g. the expansion of the interval
of an uncertainty around its range, is also possible in fits,
however this is considered a less worrisome issue com-
pared to the other effects discussed before since an in-
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crease of the uncertainty can reduce the sensitivity but
does not bias the results, yet it still has to be monitored.

7.3 Types of fit

There are three most commonly used fit strategies: the
background-only fit, the exclusion fit (also called model-dependent
signal fit), and the discovery fit (also called model-independent
signal fit:

• Background-only fit. The purpose of this fit strategy
is to estimate the total background in SRs and VRs,
without making assumptions on any signal model. As
the name suggests, only background samples are used
in the model. The CRs are assumed to be free of sig-
nal contamination. The fit is only performed in the
CR(s), and the dominant background processes are
normalized to the observed event counts in these re-
gions. As the background parameters of the PDF are
shared in all different regions, the result of this fit
is used to predict the background event levels in the
SRs and VRs. The background predictions from the
background-only fit are independent of the observed
number of events in each SR and VR, as only the CR(s)
are used in the fit. This allows for an unbiased com-
parison between the predicted and observed number
of events in each region. The background-only fit pre-
dictions are used to present the validation of the trans-
fer factor-based background level predictions. An-
other important use case for background-only fit re-
sults in the SR(s) is for external groups to perform a
hypothesis test on an untested signal model, which
has not been studied by the experiment. With the
complex fits currently performed at the LHC, it may
be difficult (if not impossible) for outsiders to recon-
struct these. An independent background estimate in
the SR, as provided by the background-only fit, is then
the correct estimate to use as input to any hypothesis
test.

• Exclusion fit. This fit strategy is used to study a spe-
cific signal model. In the absence of a significant event
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excess in the SR(s), as concluded with the background-
only fit configuration, exclusion limits can be set on
the signal models under study. In case of excess, the
model-dependent signal fit can be used to measure
properties such as the signal strength. The fit is per-
formed in the CRs and SRs simultaneously. Along
with the background samples, a signal sample is in-
cluded in all regions, not just the SR(s), to correctly
account for possible signal contamination in the CRs.
A normalization factor, the signal strength parameter
µsig , is assigned to the signal sample. Note that this
fit strategy can be run with multiple SRs (and CRs)
simultaneously, as long as these are statistically in-
dependent, non-overlapping regions. If multiple SRs
are sensitive to the same signal model, performing the
model-dependent signal fit on the statistical combina-
tion of these regions shall, in general, give better (or
equal) exclusion sensitivity than obtained in the indi-
vidual analyses.

• Discovery fit. An analysis searching for new physics
phenomena typically sets model-independent upper
limits on the number of events beyond the expected
number of events in each SR. In this way, for any sig-
nal model of interest, anyone can estimate the number
of signal events predicted in a particular signal region
and check if the model has been excluded by current
measurements or not. Setting the upper limit is ac-
complished by performing a model-independent sig-
nal fit. For this fit strategy, both the CRs and SRs are
used, in the same manner as for the model-dependent
signal fit. Signal contamination is not allowed in the
CRs, but no other assumptions are made for the signal
model, also called a “dummy signal” prediction. The
SR in this fit configuration is constructed as a single-
bin region, since having more bins requires assump-
tions on the signal spread over these bins. The num-
ber of signal events in the signal region is added as
a parameter to the fit. Otherwise, the fit proceeds in
the same way as the model-dependent signal fit. The
model-independent signal fit strategy, fitting both the
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CRs and each SR, is also used to perform the background-
only hypothesis test, which quantifies the significance
of any observed excess of events in a SR, again in a
manner that is independent of any particular signal
model. One key difference between the model-independent
signal hypothesis test and the background-only hy-
pothesis test is that the signal strength parameter is
set to one or zero in the profile likelihood numerator
respectively.

7.4 Statistical significance

In order to optimise a search, or estimate how much data
deviate from the SM prediction, it is useful to introduce
the statistical significance. The definition of the statistical
significance used in the analyses is:

Zn =

√
2
[
n log

(
n(b+ σ2)
b2 +nσ2

)
− b

2

σ2 log
(
1 +

σ2(n− b)
b(b+ σ2)

)]
(7.23)

where n is the number of observed events (n = s+b) given a
background prediction of b±σ events. In order to exclude
a model at 95% CL, a significance of Zn = 1.64 is needed
(the p-value drops below 0.05 for Zn = 1.64). The formula
reproduces well the significance calculated through a toy
(frequentist) approach for a corresponding model. 1

The derivation of Eq. (7.23) makes use of the asymptotic
formulae for the distributions of profile likelihood test
statistics. A likelihood function L(s) can be constructed
from the product of two Poisson distributions

L(s) = P (n|s+ b)P (m|τb). (7.24)

The term P (m|τb) for this likelihood comes from the fact
that the background rate b is supposed to be a true but
unknown parameter which is constrained by an auxiliary
measurement m. The factor τ relates the event rates in
the region where we perform the auxiliary measurement

1Historically, the signal (s) over background (b) s/b or s/
√
b was used in searches that were system-

atics or statistics dominated, respectively. However, it has been shown that when the statistics is very
low, both indicators fail.
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m to the region where we measure n, and it is a func-
tion of the background b and its uncertainty σ through
τ = bσ2. For the purpose of computing significance, the
observed value of m is taken to be τb. This is, however,
not required to be an integer, and so the second Poisson
distribution given here is actually described by gamma
functions. The likelihood is maximised for ŝ = n −m/τ ,
b̂ = m/τ . For the background-only hypothesis, the maxi-

mum likelihood is for ˆ̂b = (n+m)/(1 + τ). The profile like-
lihood ratio 0 ≤ λ(s,b) = L(s,b)/L(ŝ, b̂) ≤ 1 becomes for the
background-only hypothesis

λ(0) =
L(0, ˆ̂b)

L(ŝ, b̂)
=

(n+m
1 + τ

)n+m τm

nmmm
. (7.25)

Using the test statistic q0 = −2lnλ(0) and Wilk’s approxi-
mation for the test statistic distribution we can write

Z =
√
−2lnλ(0) (7.26)

which, setting m = τb, yields Eq. (7.23).
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Chapter 8

Compressed chargino search

In this Chapter, the compressed chargino search is pre-
sented. This search targets the direct production of chargino
pairs decaying into the LSP neutralinos through the emis-
sion of W bosons, which further decay into leptons and
neutrinos. A signature with two leptons, Emiss

T and no
hadronic activity is considered and a compressed mass
spectrum where the difference in mass between chargino
and neutralino is close to the mass of the W boson is tar-
geted.
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8.1 Analysis overview

The analysis targets the direct production of chargino pairs
χ̃+

1 χ̃
−
1 in the wino-bino scenario, where each chargino de-

cays into the LSP neutralino via the emission of a SM W
boson, as shown in Fig. 8.1. The topology of the signal is
close to the SM WW process and it is characterised by 2
leptons that can be both of the Same Flavour (SF), namely
ee and µµ, or Different Flavour (DF), namely eµ.

A previous search [165] considering the same model
and signature was performed. The search exploited the
full ATLAS Run 2 data set too but it was optimized to tar-
get the phase space where a large mass difference between
chargino and the LSP is present and resulted in the exclu-
sion of χ̃±1 mass up 420 GeV in the case of a massless χ̃0

1.
The search used the mT2 variable as a key discriminating
variable. The analysis strategy is not effective in scenarios
with a compressed mass spectrum where the SUSY parti-
cles are at the scale of the SM bosons.

In order to explore the compressed phase space, Ma-
chine Learning (ML) techniques are exploited in this new
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Figure 8.1: Diagram of the supersymmetric production of charginos, with two
leptons and weakly interacting particles in the final state. In this model with
intermediate W bosons, two flavour ẽ, µ̃ are considered.

effort [166, 167]. The analysis strategy relies on Boosted
Decision Trees (BDTs), developed in the LightGBM frame-
work [168] designed for both speed and performance on
large data sets. The classifier is trained to separate into
4 classes: signal, diboson, Top (tt̄ and Wt) and all other
backgrounds (Z(ee/µµ)+jets, Z(ττ)+jets, VVV and all other
minor backgrounds), with the output score of each class
corresponding to the probability for the event of being
in each class. The four output scores sum to one. The
technique is found to be more effective at discriminating
the signal and backgrounds than a binary signal vs back-
ground classifier, and the scores corresponding to each
background can be used to isolate that background for
control and validation regions.

The main SM backgrounds are the irreducible diboson
(VV = WW/WZ/ZZ) and the Top processes, and dedi-
cated CRs and VRs are designed for them. For the VV
background, a selection is performed in BDT-signal score
cut and two intervals are used for the CR and VR. Cuts
on BDT-VV score are applied to define the VV CRs and
VRs. A selection on BDT-top score is instead used to re-
duce the top contamination in VV CRs and VRs. The top
processes (tt̄ andWt) contain b-jets in the final state, so by
requiring events with a b-jet, regions rich in top processes
can be defined. This has the additional benefit of orthog-
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onality to all the signal regions, which have a b-veto. The
BDT-signal score is used to select a region close to the SR,
while a selection on the BDT-top score ensures a large pu-
rity.

A SR is defined by taking the region in BDT-signal score
with the high significance, and a shape fit as a function of
BDT-signal score is performed, by considering the DF and
SF channels separately. No significant excess of events is
observed in the SRs and exclusion limits at 95% of CL are
reported as results. The results supersede the previous
ATLAS results in particularly interesting regions where
the difference in mass between the chargino and neutralino
is close to the mass of the W boson and the chargino pair
production could have hidden behind the looking-alike
WW background.

8.2 Event samples

8.2.1 Signal samples

The MC signal samples with χ̃+
1 χ̃
−
1 → Wχ̃0

1Wχ̃0
1 are gen-

erated from leading-order (LO) matrix elements with up
to two extra partons using MadGraph5_aMC@NLO [169]
v2.6.2 interfaced with PYTHIA 8.2 [97] with the A14 tune
[170], for the modelling of the SUSY decay chain, par-
ton showering, hadronisation and the description of the
underlying event. Parton luminosities are provided by
the NNPDF23LO PDF set [171]. Jet-parton matching has
been done following the CKKW-L prescription [172], with
a matching scale set to one quarter of the pair-produced
superpartner mass. In order to allow for the off-shell W
decay to keep track of the spin correlations effects, the
MadSpin code [173] has been used in generation for mass
splitting between chargino and neutralino lower than 100
GeV. Signal cross-sections were calculated assuming the
wino-bino mass hierarchy to next-to-leading order (NLO)
in αS adding the resummation of soft gluon emission at
next-to-leading-logarithm accuracy (NLO+NLL) [48, 174,
175]. The nominal cross-sections and their uncertainties
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were taken from an envelope of cross-section predictions
using different PDF sets and factorisation and renormali-
sation scales, as described in Ref. [44]. The samples used,
filtered in generation by requiring 2 leptons with pT > 3
GeV and the leading lepton with pT > 20 GeV, are listed
in Table 8.1.

∆m(χ̃±1 , χ̃
0
1) [GeV] m(χ̃±1 , χ̃0

1) [GeV]

10 (100, 90) (125, 115) (150, 140) (175, 165) (200, 190) (250, 240)

20 (100, 80) (125, 105) (150, 130) (175, 155) (200, 180) (250, 230)

30 (100, 70) (125, 95) (150, 120) (175, 145) (200, 170) (250, 220)

40 (100, 60) (125, 85) (150, 110) (175, 135) (200, 160) (250, 210)

50 (100, 50) (125, 75) (150, 100) (175, 125) (200, 150) (250, 200)

60 (100, 40) (125, 65) (150, 90) (175, 115) (200, 140) (250, 190) (300, 240)

70 (100, 30) (125, 55) (150, 80) (175, 105) (200, 130) (250, 180) (300, 230)

80 (100, 20) (125, 45) (150, 70) (175, 95) (200, 120) (250, 170) (300, 220)

90 (100, 10) (125, 35) (150, 60) (175, 85) (200, 110) (250, 160) (300, 210)

100 (125, 25) (150, 50) (175, 75) (200, 100) (225, 125) (250, 150) (300, 200)

125 (150, 25) (175, 50) (200, 75) (225, 100) (250, 125) (300, 175)

150 (175, 25) (200, 50) (300, 150) (350, 200)

175 (200, 25) (300, 125) (350, 175)

200 (350, 150)

225 (350, 125)

Table 8.1: Signal samples produced for the chargino search. Grid points are dis-
tinguished as a function of their mass splitting ∆m(χ̃±1 , χ̃

0
1) and separated in order

of mχ̃±1 in the different columns.

8.2.2 Background samples
The SM background processes considered in the search
are top (pair production tt̄ and single top Wt), diboson
(VV ), triboson (VVV ),W/γ+jets, Z/γ+jets, and other pro-
cesses.

• Top processes. The production of tt̄ and tt̄H events is
modelled using the POWHEG-BOX-v2 [176–178] gen-
erator at NLO with the NNPDF3.0NLO [179] set of
PDFs and the hdamp parameter1 set to 1.5 mt [180].
The events are interfaced to PYTHIA8 [97] to model
the parton shower, hadronisation, and underlying event,

1The hdamp parameter is a resummation damping factor and one of the parameters that controls
the matching of Powheg matrix elements to the parton shower and thus effectively regulates the high-
pT radiation against which the pT system recoils.
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with parameters set according to the A14 tune [170]
and using the NNPDF2.3LO [171] set of PDFs. The
decays of bottom and charm hadrons are performed
by EvtGen v1.6.0 [181].
The associated production of top quarks withW bosons
(Wt) is modelled using the POWHEG-BOX-v2 gener-
ator at NLO in QCD using the five-flavor scheme and
the NNPDF3.0NLO set of PDFs. The Diagram Re-
moval (DR) scheme [182] is used to remove interfer-
ence and overlap with tt̄ production. The events are
interfaced to PYTHIA v8 using the A14 tune and the
NNPDF2.3LO set of PDFs. The MadGraph5_aMC@NLO
v2.3.3 [169] generator at NLO with the NNPDF3.0NLO
PDF is used to model the production of tt̄V , tWZ and
tZq events. The events are interfaced to PYTHIA v8.2
[97] using the A14 tune and the NNPDF2.3LO PDF
set. The MadGraph5_aMC@NLO v2.3.3 generator at
LO with the NNPDF2.3LO PDF is used for the pro-
duction of tt̄γ events. The events are interfaced with
8.2 using the A14 tune and the NNPDF2.3LO PDF set.

• VV processes. Samples of VV processes are simu-
lated with the SHERPA v2.2.1 or v2.2.2 [183] gener-
ator depending on the process, including off-shell ef-
fects and Higgs-boson contributions, where appropri-
ate. Fully leptonic final states and semileptonic fi-
nal states, where one boson decays leptonically and
the other hadronically, are generated using matrix el-
ements at NLO accuracy in QCD for up to one ad-
ditional parton and at LO accuracy for up to three
additional parton emissions. Samples for the loop-
induced processes gg → VV are generated using LO-
accurate matrix elements for up to one additional par-
ton emission for both cases of fully leptonic and semilep-
tonic final states. The matrix element calculations are
matched and merged with the SHERPA parton shower
based on Catani-Seymour dipole [184, 185] using the
MEPS@NLO prescription [186–188]. The virtual QCD
correction are provided by the openloops library [189].
The set of PDFs used is NNPDF3.0NLO, along with
the dedicated set of tuned parton-shower parameters
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developed by the SHERPA authors. Electroweak pro-
duction of diboson in association with two jets (VV jj)
is simulated with the SHERPA v2.2.2 generator. The
LO-accurate matrix elements are matched to a parton
shower based on Catani-Seymour dipoles using the
MEPS@LO [186–188] prescription. Samples are gen-
erated using the NNPDF3.0NLO set, along with the
dedicated set of tuned parton-shower parameters de-
veloped by the SHERPA authors.

• VVV processes. The production of VVV events is
simulated with the SHERPA v2.2.2 generator using
factorised gauge boson decays. Matrix elements, ac-
curate at NLO for the inclusive process and at LO for
up to two additional parton emissions, are matched
and merged with the SHERPA parton shower based on
Catani-Seymour dipoles using the MEPS@NLO pre-
scription. The virtual QCD correction for matrix el-
ements at NLO accuracy are provided by the open-

loops library. Samples are generated using the NNPDF3.0NLO
set, along with the dedicated set of tuned parton-shower
parameters developed by the SHERPA authors.

• V (W,Z)+jets processes. The production of V (W,Z)+jets
is simulated with the SHERPA v2.2.1 generator using
NLO-accurate matrix elements for up to two jets, and
LO-accurate matrix elements for up to four jets cal-
culated with the COMIX and OPENLOOPS libraries.
They are matched with the SHERPA parton shower
using the MEPS@NLO prescription using the set of
tuned parameters developed by the SHERPA authors.
The NNPDF3.0NLO set of PDFs is used and the sam-
ples are normalised to a Next-to-Next-to-Leading Or-
der (NNLO) prediction [190]. Electroweak produc-
tion of ``jj, `νjj and ννjj final states are generated
using SHERPA v2.2.1 using leading order matrix el-
ements with up to two additional parton emissions.
The matrix elements are merged with the SHERPA

parton shower following the MEPS@NLO prescription
and using the set of tuned parameters developed by
the SHERPA authors. The NNPDF3.0NLO set of PDFs
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is employed. The samples are produced using the VBF
approximation, which avoids the overlap with semi-
leptonic diboson topologies by requiring a t-channel
colour singlet exchange.

8.2.3 Data samples
The full Run 2 ATLAS data set is exploited, correspond-
ing to 3.2 fb−1 of data collected in 2015, 33.0 fb−1 of data
collected in 2016, 44.3 fb−1 of data collected in 2017 and
58.45 fb−1 of data collected in 2018. The dataset consid-
ered corresponds then to a combined total integrated lu-
minosity of 138.95 fb−1. The uncertainty in the combined
2015–2018 integrated luminosity is 1.7% [191], obtained
using the LUCID-2 detector [192] for the primary lumi-
nosity measurements.

8.3 Object definition

This Section is dedicated to specify the objects used for
the analysis: electrons, muons, jets and Emiss

T . Hadronic
taus are not selected but there is no explicit veto on them.
The set of quality cuts and the trigger selection required
for the events is first discussed. The object definition cri-
teria for electrons, muons and jets can be found in Ta-
bles 8.2, 8.3 and 8.4, respectively.

8.3.1 Event Quality Cuts
The pp collision events recorded by the ATLAS experi-
ment are on top of a background that is due to both colli-
sion debris and non-collision components. The non-collision
background comprises three types: beam-induced back-
grounds (BIB), cosmic particles and detector noise. BIB
is due to proton losses upstream of the interaction point
with the proton losses inducing secondary cascades which
can reach the ATLAS detector and become a source of
background for physics analyses. In general, this back-
ground is difficult to model in simulation and a set of se-
lections on top of the analysis level is applied to reduce
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it and to veto inactive regions of the detector. The set of
requirements applied at event level is:

• ATLAS Good Run List (GRL) (data only): data events
must satisfy the GRL, which selects good luminosity
blocks within the data runs (spanning 1-2 minutes of
data-taking). The decision of including a luminosity
block in the GRL is taken online during data-taking,
while the other requirements for data from the errors
received by subdetectors are usually performed in a
subsequent step, in the analysis of the RAW data. Lu-
minosity blocks that are absent in the GRL are consid-
ered bad, thus they are not considered in the analysis.

• LAr/Tile error (data only): events with noise bursts
and data integrity errors in the LAr calorimeter/Tile
are removed;

• Tile Trip (data only): events with Tile trips are re-
moved;

• SCT error (data only): events affected by the recov-
ery procedure for single event upsets in the SCT are
removed;

• Cosmic or bad muons (data and MC): fake muons are
reconstructed muons not corresponding to true ob-
jects coming from pp collisions. They can sometimes
be created from high hit multiplicities in the muon
spectrometer in events where some particles from very
energetic jets punch through the calorimeter into the
muon system, or from badly measured inner detector
tracks in jets wrongly matched to muon spectrome-
ter segments. They can also be caused by the cavern
background creating hits in the muon spectrometer.
Cosmic muons are also a source of muons unrelated to
the hard scattering. If an event contains at least one
cosmic muon after overlap removal (defined as hav-
ing abs(zP V0 ) > 1 mm or dP V0 > 0.2 mm) or at least one
bad baseline muon before overlap removal (satisfying
σ (q/p)/(|q/p|) > 0.4) then the event is rejected.
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• Bad jets (data and MC): non-collision background pro-
cesses can lead to (fake or real) energy deposits in
the calorimeters. These energy deposits are recon-
structed as jets. Jet properties can be used to distin-
guish background jet candidates not originating from
hard scattering events from jets produced in pp colli-
sions. Events with a BadLoose jet [193] with pT > 20
GeV are rejected.

• Primary Vertex (data and MC): events must have a Pri-
mary Vertex (PV), selected as the one with the highest∑
p2

T of associated tracks, with at least two tracks.

Electrons

Electrons are reconstructed as described in Section 6.2 and
are required to reside within |η| <2.47. At baseline level,
electrons must have pT > 9 GeV, satisfy the LooseAnd-

BLayerLLH Particle Identification (PID) quality criteria and
also satisfy the Interaction Point (IP) condition |z0 sinθ| <
0.5 mm. Signal electrons must have pT > 9 GeV and be
isolated with respect to other high-pT charged particles
satisfying the FCLoose isolation criteria. Moreover signal
electrons must pass TightLLH quality criteria and also sat-
isfy the IP condition S(d0) < 5. The electron selection is
summarised in Table 8.2.

Muons

Muons used in this analysis must have pT > 9 GeV and
reside within |η| < 2.6. Baseline muons must pass Medium
quality requirements and also satisfy the IP condition |z0 sinθ| <
0.5 mm. Signal muons must have pT > 9 GeV, pass the
Medium quality criteria, be isolated with respect to other
high-pT charged particles, satisfying the FCLoose isola-
tion criteria and additionally having S(d0) < 3 constraint
on the IP. The muon selection criteria are summarised in
Table 8.3.
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Baseline electron

Acceptance pT > 9 GeV, |ηclust| < 2.47

PID Quality LooseAndBLayerLLH

Impact parameter |z0 sinθ| < 0.5 mm

Signal electron

Acceptance pT > 9 GeV, |ηclust| < 2.47

PID Quality TightLLH

Isolation FCLoose

Impact parameter S(d0) < 5

Table 8.2: Summary of the electron selection criteria. The signal selection re-
quirements are applied on top of the baseline selection and after Overlap Re-
moval has been performed.

Baseline muon

Acceptance pT > 9 GeV, |η| < 2.6
PID Quality Medium

Impact parameter |z0 sinθ| < 0.5 mm

Signal muon

Acceptance pT > 9 GeV, |η| < 2.6
PID Quality Medium

Isolation FCLoose

Impact parameter S(d0) < 3

Table 8.3: Summary of the muon selection criteria. The signal selection require-
ments are applied on top of the baseline selection after Overlap Removal has been
performed.

Jets

This analysis uses PFlow jets reconstructed using the anti-
kT algorithm with distance parameterD = 0.4. At baseline
level these jets are required to have pT > 20 GeV and ful-
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fill the pseudorapidity requirement of |η| < 2.8. To reduce
the effects of pile-up, signal jets are further required to
pass a cut of JV T > 0.5 on the JV T [151], if their pT is
in the 20-60 GeV range and they reside within |η| < 2.4.
Only jet candidates with pT > 20 GeV and |η| < 2.4 are fi-
nally considered,2 although jets with |η| < 4.9 are included
in the missing transverse momentum calculation and are
considered when applying the procedure to remove re-
construction ambiguities, which is described later in this
Section.

The DL1r algorithm [161] identifies b-jets. A selection
that provides 85% efficiency for tagging b-jets in simu-
lated tt̄ events is used. The choice of 85% WP ensured a
stronger tt̄ and single top rejection, without a significant
loss of signal statistics. The jet selection criteria are sum-
marised in Table 8.4.

Baseline jet

Collection AntiKt4EMPFlowJets

Acceptance pT > 20 GeV, |η| <2.8

Signal jet

JVT Tight

Acceptance pT > 20 GeV, |η| < 2.4

Signal b-jet

b-tagger Algorithm DL1r

Efficiency FixedCutBEff_85

Acceptance pT > 20 GeV, |η| < 2.4

Table 8.4: Summary of the jet and b-jet selection criteria. The signal selection
requirements are applied on top of the baseline requirements after Overlap Re-
moval has been performed.

2Hadronic τ-lepton decay products are treated as jets.
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Missing transverse momentum

The missing transverse energy is built from the transverse
momenta of all physics objects considered in the analy-
sis (jets, muons and electrons), as well as photons and all
tracks matched to the primary vertex not associated with
these objects. The Emiss

T is reconstructed using the Tight

working point, where the jets with |η| > 2.4 are required to
have pT > 30 GeV.

Associated to the Emiss
T value is the Emiss

T significance
value, obtained by also considering the resolution of each
physics object considered in the analysis. Emiss

T signif-
icance helps to separate events with true Emiss

T (arising
from weakly interacting particles) from those where it is
consistent with particle mismeasurement, resolution or
identification inefficiencies. On an event-by-event basis,
given the full event composition, Emiss

T significance evalu-
ates the p-value that the observed Emiss

T is consistent with
the null hypothesis of zero real Emiss

T , as further detailed
in Ref. [194].

8.3.2 Trigger selection
Single lepton triggers requiring the presence of at least an
electron or a muon in each event are adopted. Events are
required to satisfy a logical OR of the triggers listed in Ta-
ble 8.5. The triggers are divided by year and ordered by
pT threshold, with the first triggers listed on top of each
year corresponding to lower pT thresholds but also having
isolation requirements (ivar) while the other triggers hav-
ing higher pT thresholds allowing high efficiency at high
pT [195, 196].

8.3.3 Overlap Removal

The Overlap Removal (OR) procedure is performed with
baseline objects (electrons, muons and jets) to avoid the
double counting of analysis baseline objects. This config-
uration is described from the following steps:
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Single electron Single muon

2015 HLT_e24_lhmedium_L1EM20VH HLT_mu20_iloose_L1MU15

HLT_e60_lhmedium HLT_mu60_0eta105_msonly

HLT_e120_lhloose HLT_mu50

2016 HLT_e24_lhtight_nod0_ivarloose HLT_mu26_ivarmedium

HLT_e26_lhtight_nod0_ivarloose HLT_mu50

HLT_e60_lhmedium_nod0

HLT_e140_lhloose_nod0

HLT_e300_etcut

2017-2018 HLT_e26_lhtight_nod0_ivarloose HLT_mu26_ivarmedium

HLT_e60_lhmedium_nod0 HLT_mu50

HLT_e140_lhloose_nod0 HLT_mu60_0eta105_msonly

HLT_e300_etcutP

Table 8.5: Summary of the triggers used in the analysis. Further details on the
triggers are provided in Refs. [195, 196].

• jet candidates within ∆R =
√
∆y2 +∆φ2 = 0.2 of an

electron candidate, or jets with fewer than three tracks
that lie within ∆R = 0.4 of a muon candidate are re-
moved, as they mostly originate from calorimeter en-
ergy deposits from electron shower or muon bremsstrahlung;

• electrons and muons within ∆R′ = min(0.4,0.04+10/pT)
of the remaining jets are discarded, to reject leptons
from the decay of b- or c-hadrons;

• calo-tagged muon candidates sharing an ID track with
an electron are removed. Electrons sharing an ID track
with remaining muons are removed.

8.3.4 Correction to the MC event weight
To account for differences between data and simulation,
MC event weights are corrected by using several scale fac-
tors. These factors are related to lepton identification and
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reconstruction efficiency, to the efficiency of the lepton
isolation requirements, to JV T cut, to jet b-tagging effi-
ciencies and trigger efficiencies. Additionally, a pile-up
weight is applied to the MC samples, so that their distri-
bution of the average number of interactions per bunch
crossing reproduces the observed distribution in the data.

8.4 The Fake and Non Prompt background

One of the backgrounds that have to be estimated is the
one coming from Fake and Non Prompt (FNP) leptons.
These come from QCD or conversion processes and their
contribution is estimated through the Matrix Method (MM) [197].
The MM uses two sets of lepton identification criteria: i)
the standard set used in the analysis (called tight) and ii)
a looser selection (called loose) achieved by relaxing or re-
moving some of the requirements in the signal definitions.
The definition of the loose and tight leptons used in the
MM follow exactly the Baseline and Signal selections listed
in Table 8.2 and 8.3 for electrons and muons, respectively.

Let T denote the leptons passing the tight identifica-
tion criteria and L leptons that at least pass the loose cri-
teria (inclusive loose). Leptons passing loose but not tight
are called exclusive loose and are denoted by denoted l. A
schematic diagram of these three sets is shown in Fig. 8.2.

Figure 8.2: A schematic view of the lepton categorisation used in the MM. L de-
notes all leptons that pass the loose criteria, T all leptons passing both loose and
tight and l leptons passing loose but not tight.

All the observed events containing two inclusive loose
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leptons are counted, ordered in pT, and classified into four
different categories: NT T , NT l , NlT andNll , where the first
letter in the subscript indicates the lepton with the highest
pT. In addition two probabilities, r and f , are defined. The
real efficiency, r, is the probability that a real prompt lep-
ton passing the loose identification criteria also passes the
tight. The fake rate, f , is the corresponding probability for
an FNP lepton that passes loose to also pass tight. If the
event contains two leptons of opposite flavour (eµ or µe)
four probabilities are needed since the electron and muon
probabilities are in general different. Using pT and/or η
dependent efficiencies demands also four different effi-
ciencies since the two leptons in an event often have dif-
ferent values of pT and η and thus different probabilities.
The probabilities used in the MM are therefore r1, r2, f1
and f2 where the subscripts, 1 and 2, indicate the hardest
and second hardest lepton in pT, respectively. With these
probabilities and the number of events in each of the cat-
egories, NT T , NT l , NlT and Nll , the estimated number of
events with two real (NRR

LL ), one real and one fake (NRF
LL

and NFR
LL ) and two fake (NFF

LL ) leptons is achieved by in-
verting the following matrix
NT T

NT l

NlT

Nll


=


r1r2 r1f2 f1r2 f1f2

r1(1− r2) r1(1− f2) f1(1− r2) f1(1− f2)

(1− r1)r2 (1− r1)f2 (1− f1)r2 (1− f1)f2

(1− r1)(1− r2) (1− r1)(1− f2) (1− f1)(1− r2) (1− f1)(1− f2)




NRRLL
NRFLL
NFRLL
NFFLL


, (8.1)

obtaining

NRRLL = (1− f1)(1− f2)NT T − [f2(1− f1)]NT l − [f1(1− f2)]NlT + f1f2Nll

NRFLL = −(1− f1)(1− r2)NT T + [r2(1− f1)]NT l + [f1(1− r2)]NlT + f1r2Nll

NRFLL = −(1− f2)(1− r1)NT T + [f2(1− r1)]NT l + [r1(1− f2)]NlT + f2r1Nll

NFFLL = (1− r1)(1− r2)NT T − [r2(1− r1)]NT l − [r1(1− r2)]NlT + r1r2Nll .

(8.2)

These are the expected number of events with two, one
and zero prompt real leptons in a sample of two inclusive
loose leptons (thus the LL subscript). Since we are inter-
ested in regions with two tight leptons in the final state
the above estimates need to be translated into the corre-
sponding yields for a sample containing two tight leptons
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by multiplying Eq. (8.2) by the appropriate probabilities

NRR
T T = r1r2N

RR
LL (8.3)

NRF
T T = r1f2N

RF
LL (8.4)

NFR
T T = f1r2N

FR
LL (8.5)

NFF
T T = f1f2N

FF
LL . (8.6)

8.4.1 Real and fake efficiencies
The efficiencies, r, and fake rates, f , are in general mea-
sured in data using dedicated CRs, as will be discussed
in detail in Section 8.4.3. Once these are defined, events
with exactly two inclusive loose leptons are used to calcu-
late the real efficiencies and fake rates. First, the hardest
lepton is tagged while the other lepton acts as a probe and
it is checked whether it passes tight or not. The procedure
is then repeated on the same event, but now tagging the
softest lepton and probing the hardest one whether it is
tight. To find the efficiencies/rates as a function of some
kinematic variable, like η or pT, one histogram for the nu-
merator and one for the denominator is filled using η or pT
of the probe lepton. Then, to get the final efficiency/rate,
the two histograms are divided by each other, bin-by-bin.
The FNP leptons originate in general from different sources
and thus the final fake rates used in the MM is a linear
combination of the different sources given by Eq. (8.7)

ftotal(pT) =
∑
i

fi(pT)wi(pT), (8.7)

where i runs over the different FNP sources and fi is the
corresponding fake rate for that source.

8.4.2 Lepton Classification
In ATLAS, leptons are classified into different classes by
the IFFTruthClassifier algorithm. The possible sources lep-
tons come from are:

• Unknown, leptons that cannot be attributed to any of
the classes listed below;
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• KnownUnknown, leptons which, in principle, could be
classified, but the tool fails with the classification due
to missing information;

• IsoElectron, electrons classified as prompt or iso-
lated electrons;

• ChargeFlipIsoElectron, electrons with correctly-assigned
and mis-identified charge (charge-flip) identified from
the charge of the mother-particle being different from
the reconstructed charge;

• PromptMuon, muons classified as prompt or isolated
muons;

• PromptPhotonConversion, electrons originating from
the conversion of prompt photons or an electromag-
netic process;

• ElectronFromMuon, electrons classified as muons but
reconstructed as electrons;

• TauDecay, non-isolated electrons and muons from hadronic
tau-decays;

• BHadronDecay, electrons and muons originating from
heavy-flavor decays can of b-hadrons;

• CHadronDecay, electrons and muons originating from
heavy-flavor decays can of c-hadrons;

• LightFlavorDecay, leptons produced by light-flavor
jets.

The MM estimates the contribution from leptons believed
to come from PromptPhotonConversion, BHadronDecay,
CHadronDecay and LightFlavorDecay. The remaining sources
of FNP leptons are taken from MC.

8.4.3 CRs for efficiency measurements
Table 8.6 shows the CRs used to extract the real efficien-
cies and fake rates for the FNP estimates.

• CRREAL The real efficiencies are extracted from MC
after applying all the relevant scale factors with a SR-
like selection.
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Variable CRREAL CRFAKE
HF CRFAKE

CO CRFAKE
LF

Data/MC MC Data MC

p`T [GeV] p`1
T > 27, p`2

T > 9
nleptons 2 2 3 2
Type (e±e∓) or (µ±µ∓) µ(e) (µµ) µ+µ−(e±) (e±e±)
|m`` −mZ | [GeV] - - > 10 < 10 -
Emiss

T [GeV] Significance > 3 < 50 < 50 < 40
MT(tag, Emiss

T ) [GeV] - < 50 - -
nb−jets ≤ 1 1 0 -
∆R(lep, b−jet) passOR tag: < 0.3 passOR passOR
∆R(lep, jet) passOR probe: > 0.4 passOR passOR

Table 8.6: The cuts used to define the CRs for extracting the real efficiencies
and fake rates used as input to the MM. The leptons in parenthesis indicate the
ones used as probe to calculate the real efficiency/fake rate. If two leptons are in
parenthesis, they are both used as probes.

• CRFAKE
HF The fake rate for leptons originating from de-

cays of heavy flavoured (HF) jets are estimated from
a b control region. The region is defined by requiring
exactly one tag muon passing the baseline selection,
before overlap removal is applied, within 0.3 in ∆R of
a reconstructed b-jet. The probe lepton (either elec-
tron or muon) is required to be separated by 0.4 in ∆R
from any jet in the event. By requiring exactly one b-
jet (the one overlapping with the tag muon) the probe
is believed to come from a second, unreconstructed,
b-jet in the event. In order to minimize the real lepton
contamination additional requirements of Emiss

T < 50
GeV and MT(tag,Emiss

T ) < 50 GeV are added. Events
from Z boson decays in the µµ region are suppressed
by applying an additional Z boson veto.

• CRFAKE
CO The CR used to estimate the fake rate for elec-

trons from converted photons (CO) targets events with
Z boson decaying into two muons where one of the
muons radiates a photon which again converts into an
electron/positron pair for which only one of them are
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reconstructed. The region require two muons of op-
posite sign together with an electron where the invari-
ant mass of the three leptons is within 10 GeV of the
Z boson mass. In order to reduce the prompt lepton
contamination an additional b-jet veto and Emiss

T < 50
GeV are required.

• CRFAKE
LF The fake rate for electrons coming from de-

cays of light-flavoured (LF) jets or jets reconstructed
as electrons in the detector is taken from MC as it
is difficult to construct a CR in data pure enough in
FNP electrons. The fake rate is calculated by using an
inclusive ee region and selecting electrons from light
flavoured sources using the truth information.

8.5 Preselection

Candidate events are firstly selected by applying a prese-
lection, reported in Table 8.7.

Variable Cut

NOS leptons = 2

p`1
T > 27 GeV

p`2
T > 9 GeV

m`` > 11 GeV

njet = 0

Emiss
T significance > 3

|m`` −mZ | > 15 GeV (for SF only)

Table 8.7: Preselection cuts on SF and DF events for the training of the chargino
signals via WW analysis.

Exactly 2 Opposite Signed (OS) charged leptons (elec-
trons and/or muons) are required. The leading and sub-
leading lepton transverse momenta, p`1

T and p`2
T , are re-
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quired to be > 27 GeV and > 9 GeV, respectively. An in-
variant mass (m`` > 11 GeV) cut is applied in order to re-
move low mass resonances (J/Ψ ,φ′,Υ , ...). A veto on jets
with pT > 20 GeV and |η| < 2.4 removes the bulk of the
top backgrounds. The cut on Emiss

T significance > 3 fur-
ther reduces Z+jets event contamination. Then, the cut
|m`` −mZ | > 15 GeV on SF leptons excludes a mass win-
dow close to the Z mass.

Figs. 8.3 and 8.4 show the data and MC distributions
of the variables trained over at the preselection level for
DF0J and SF0J events, respectively.

8.6 BDT classification

8.6.1 Training setup

The signal and background MC samples are split into two
sets: the training and test sets. A classifier is trained over
the training set, and the classifier tests the testing set. The
two sets are then inverted, and the test set is used for
training a second classifier which tests the original train-
ing set. The training and test sets are split such that they
both contain half of the total MC samples, according to
the “EventNumber” being odd or even. In this way, the
entire signal and background samples get tested and we
can use the entire MC statistics for the fit, whilst always
testing over a statistically independent data sample.

Two regions are trained over, defined by requirements
on the lepton flavour combination SF or DF, with 0 jets
and on top of the preselection cuts in Table 8.7. These two
regions that are trained over (DF 0-jets and SF 0-jets) con-
sist of a loose selection, such that the machine learning
classifier has lots of information for learning. Moreover,
the two regions are different from the kinematic and back-
ground composition point of view, so trainings are sepa-
rated. Training was also performed over the 1-jet chan-
nels, however no sensitivity can currently be attained so
these channels are not further considered.
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Figure 8.3: The data and MC distributions of the variables trained over, after the
preselection and DF 0-jet selections. Both statistical and systematic uncertainties
are shown.



8.6. BDT classification 233

0 20 40 60 80 100 120 140 160 180 200

1

10

210

3
10

410

5
10

6
10

710

8
10

9
10

E
ve

nt
s

 

Data SM
VV tt
Wt FNP

)µµZ(ee/ )ττZ(
VVV other

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
Preselection SF0J

 

0 20 40 60 80 100 120 140 160 180 200

 [GeV]
T

Leading lepton p

0.5
1

1.5
2

D
at

a/
S

M 0 20 40 60 80 100 120 140 160 180 200

1

10

210

3
10

410

5
10

6
10

710

8
10

9
10

E
ve

nt
s

 

Data SM
VV tt
Wt FNP

)µµZ(ee/ )ττZ(
VVV other

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
Preselection SF0J

 

0 20 40 60 80 100 120 140 160 180 200

 [GeV]
T

Subleading lepton p

0.5
1

1.5
2

D
at

a/
S

M

0 50 100 150 200 250

1

10

210

3
10

410

5
10

6
10

710

8
10

9
10

E
ve

nt
s

 

Data SM
VV tt
Wt FNP

)µµZ(ee/ )ττZ(
VVV other

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
Preselection SF0J

 

0 50 100 150 200 250

 [GeV]miss
TE

0.5
1

1.5
2

D
at

a/
S

M 6 8 10 12 14 16 18 20 22 24

1

10

210

3
10

410

5
10

6
10

710

8
10

E
ve

nt
s

 

Data SM
VV tt
Wt FNP

)µµZ(ee/ )ττZ(
VVV other

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
Preselection SF0J

 

6 8 10 12 14 16 18 20 22 24

 significancemiss
TE

0.5
1

1.5
2

D
at

a/
S

M

0 20 40 60 80 100 120 140 160 180 200

1

10

210

3
10

410

5
10

6
10

710

8
10

9
10

E
ve

nt
s

 

Data SM
VV tt
Wt FNP

)µµZ(ee/ )ττZ(
VVV other

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
Preselection SF0J

 

0 20 40 60 80 100 120 140 160 180 200

) [GeV]llm(

0.5
1

1.5
2

D
at

a/
S

M 0 50 100 150 200 250

1

10

210

3
10

410

5
10

6
10

710

8
10

9
10

E
ve

nt
s

 

Data SM
VV tt
Wt FNP

)µµZ(ee/ )ττZ(
VVV other

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
Preselection SF0J

 

0 50 100 150 200 250

 [GeV]T2m

0.5
1

1.5
2

D
at

a/
S

M

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1

10

210

3
10

410

5
10

6
10

710

8
10

9
10

E
ve

nt
s

 

Data SM
VV tt
Wt FNP

)µµZ(ee/ )ττZ(
VVV other

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
Preselection SF0J

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
|

ll
*θ|cos 

0.5
1

1.5
2

D
at

a/
S

M 0 0.5 1 1.5 2 2.5 3

1

10

210

3
10

410

5
10

6
10

710

8
10

9
10

E
ve

nt
s

 

Data SM
VV tt
Wt FNP

)µµZ(ee/ )ττZ(
VVV other

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
Preselection SF0J

 

0 0.5 1 1.5 2 2.5 3

)miss

T
,E1l(φ∆

0.5
1

1.5
2

D
at

a/
S

M

0 0.5 1 1.5 2 2.5 3

1

10

210

3
10

410

5
10

6
10

710

8
10

E
ve

nt
s

 

Data SM
VV tt
Wt FNP

)µµZ(ee/ )ττZ(
VVV other

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
Preselection SF0J

 

0 0.5 1 1.5 2 2.5 3

)miss

T
,E2l(φ∆

0.5
1

1.5
2

D
at

a/
S

M 0 0.5 1 1.5 2 2.5 3

1

10

210

3
10

410

5
10

6
10

710

8
10

9
10

E
ve

nt
s

 

Data SM
VV tt
Wt FNP

)µµZ(ee/ )ττZ(
VVV other

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
Preselection SF0J

 

0 0.5 1 1.5 2 2.5 3

|
boost

φ∆|

0.5
1

1.5
2

D
at

a/
S

M

Figure 8.4: The data and MC distributions of the variables trained over, after the
preselection and SF 0-jet selections. Both statistical and systematic uncertainties
are shown.
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8.6.2 Signal samples

Concerning the χ̃±1 χ̃
∓
1 signal samples used for the train-

ing, different training strategies were tested. Depending
on the mass splitting between chargino and neutralino,
∆m(χ̃±1 , χ̃

0
1), being equal or below the W boson mass, the

kinematic of the signal is different and classifiers trained
on one mass region have no sensitivity for signals in an-
other region. Three different trainings were tested:

• for the more-compressed region with ∆m(χ̃±1 , χ̃
0
1) < 80

GeV, a classifier was trained with signal samples hav-
ing ∆m(χ̃±1 , χ̃

0
1) = 30 GeV. For signals with low mass

splitting, the 1-jet selection was found to have a bet-
ter performance compared to the 0-jet one, but this
training is no longer considered due to the very lim-
ited sensitivity.

• for the region where the χ̃±1 χ̃
∓
1 are very WW -like with

a ∆m(χ̃±1 , χ̃
0
1) = 80 GeV, little sensitivity can be achieved

and it is not considered further.

• for the less-compressed region with ∆m(χ̃±1 , χ̃
0
1) > 80

GeV, a classifier was trained with the samples with
∆m(χ̃±1 , χ̃

0
1) = 90 and 100 GeV combined together. This

is found to provide the best sensitivity in this less-
compressed region.

The classifier trained over ∆m(χ̃±1 , χ̃
0
1) = 90 and 100 GeV

signal samples was found to be the one driving the sensi-
tivity of the search, therefore it is the only classifier con-
sidered in the search.

8.6.3 Input features
The choice of variables is a key consideration when train-
ing a BDT. Having poor discriminating input features re-
duces the performance of a classifier, while adding too
many input features makes the classifiers more likely to
overfit. Choosing an optimal set of input features is thus
of utmost importance.
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Different variables are considered as input features. The
performance when each variable is removed and the BDT
retrained is assessed. A variable which, when removed,
resulted in an increase of performance is removed and
this process is repeated until no gain in performance is
gained by removing any of the variables. The best vari-
able set is found to be: p`1

T , p`2
T , Emiss

T , Emiss
T significance,

m``, the stransverse mass mT2
3, the angular variable cosθ∗

4, the azimuthal separation between Emiss
T and `1 denoted

by ∆φEmiss
T ,`1

, the azimuthal separation between Emiss
T and

`2 denoted by ∆φEmiss
T ,`2

, and the azimuthal separation be-

tween Emiss
T and the vector sum of the pT of the two lep-

tons and Emiss
T denoted by ∆φboost.

Fig. 8.5 shows the significance of the m(χ̃±1 , χ̃
0
1) = (150,

50) GeV signal sample when each variable is removed from
the training in the DF channel, which is found to be the
most sensitive one.

In all cases, removing a variable determines a loss in
the baseline significance, meaning that all the variables
in the chosen set are beneficial. The input features that,
when removed, determine the most drastic loss in signif-
icance are the ones which turn out to be the most benefi-

3The stransverse mass [198, 199] is a kinematic variable used to bound the masses of a pair of
particles that are assumed to have each decayed into one visible and one invisible particle. It is
defined as

m
mχ
T2 (pT,1,pT,2,p

miss
T ) = min

qT,1+qT,2=pmiss
T

{
max[mT(pT,1,qT,1;mχ),mT(pT,2,qT,2;mχ) ]

}
,

where pT,1 and pT,2 indicate the transverse-momentum vectors of the two leptons, qT,1, qT,2 are
vectors with pmiss

T = qT,1+qT,2,mχ is the mass of the invisible particle andmT indicates the transverse
mass, defined as

mT(pT,qT,mχ) =
√
m2
` +m2

χ + 2(E`TE
q
T −pT ·qT).

The minimisation in m
mχ
T2 is performed over all the possible decompositions of pmiss

T . mχ is a free
parameter, which has been set to 0 GeV since this choice improves the sensitivity to several chargino
signals. The interesting property of m

mχ
T2 is that, for mχ = minv, the value of mT2 has a kinematic

endpoint at the mass M of the mother particle.
4The angular variable cosθ∗, where θ∗ is the polar angle between the incoming quark in one of

the protons and the produced sparticle, is sensitive to the spin of the produced particles [200]. Since
θ∗ is not directly measurable, cosθ∗`` = cos

(
2tan−1 e∆η`` /2

)
= tanh(∆η`` /2) is defined in terms of the

difference in pseudorapidity between the two leptons. The leptons “inherit” some knowledge of the
rapidity of their supersymmetric parents, and the two variables cosθ∗ and cosθ∗`` are well correlated
to each other.
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Figure 8.5: The significance of the m(χ̃±1 , χ̃
0
1) = (150, 50) GeV signal sample when

removing each variable and retraining the classifier in the DF channel. The blue
vertical line indicates our current significance.

cial for gaining sensitivity. Furthermore, we cannot gain
any significant sensitivity by reducing this set of variables
trained over and training with the extra variables showed
no increase in sensitivity.

8.6.4 ROC and PR curves

The performance of the classifier can be quantified us-
ing Receiver Operating Characteristic (ROC) and Precision-
Recall (PR) curves. These take the signal and background
BDT score distribution and apply cuts on the BDT score,
classifying events with BDT score less than the cut value
as background and events with BDT score above the cut
value as signal. The signal events correctly classified as
signal are called True Positives (TP), whereas the background
events that have been incorrectly classified as signal are
called False Positives (FP). Similarly, the background events
correctly classified as background are called True Nega-
tives (TN), whereas the signal events that have been incor-
rectly classified as background are called False Negatives
(FN). These four categories form a confusion matrix.

ROC curves plot the True Positive Rate (TPR = TP / TP
+ FN) as a function of the False Positive Rate (FPR = FP
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/ FP + TN), with a better classifier maximising the TPR
whilst minimising the FPR. The Area Under the Curve
(AUC) is a numerical measure of the quality of the clas-
sifier, which corresponds to the probability that the clas-
sifier would rank a randomly chosen signal event higher
than a randomly chosen background event. AUC = 1 rep-
resents perfect signal/background separation and AUC =
0.5 represents what is expected from random guessing.
The ROC curves for the training and testing sets in the
DF channel can be seen in Fig. 8.6, with the AUC values
for each set listed in the legend.

Figure 8.6: The ROC curve for the training and testing sets in the DF channel.
These have been calculated considering the signal against all the other back-
grounds. The AUC values are included in the legend. The star indicates where
the SRs begin.

Also, the ROC curves for each of the four categories
(VV , signal, top, other) are shown in Fig. 8.7, which in-
dicates which of the categories are easiest to distinguish
from the rest. Clearly, the other more minor backgrounds
are the easiest to separate from the rest of the backgrounds,
with a very high AUC of 0.93, due to very different event
kinematics.

One drawback of ROC curves for datasets which have
a large mismatch in statistics between signal and back-
ground samples, with few small signal events among a
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Figure 8.7: The ROC for each of the four categories (VV , signal, top, other) in the
multiclass classifier in the DF channel. The curves use the respective BDT score
and measure the separation to the other categories. The AUC are included in the
legend, for the training and test sets.

large background as in the case here considered, is that
they can be overly sensitive to large numbers of true nega-
tives, that is background correctly identified as background.
For this case, PR curves can be more illustrative of perfor-
mance: they show the precision (precision = TP / TP +
FP) against the recall (recall = TPR = TP / TP + FN). Intu-
itively, precision is the ability of the classifier not to label
as positive an event that is negative, and recall is the abil-
ity of the classifier to find all the positive events. The PR
curves in the DF channel are shown in Fig. 8.8, with the
area under the PR curve (the average precision) for each
set shown in the legend.

Both the AUC and average precision illustrate the per-
formance on the BDT score. Because these estimators are
computed across the entire range of the BDT score, it can
happen that a classifier has a lower AUC or average pre-
cision but actually provides better sensitivity to a specific
signal.
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Figure 8.8: The PR curves for the training and testing sets in the DF channel.
These have been calculated considering the signal against all the other back-
grounds. The average-precision values are included in the legend. The star indi-
cates where the SRs begin.

8.6.5 Feature importance

Understanding how important each input feature is to the
classifier gives a good insight into interpreting the classi-
fier output. Firstly, we can consider the number of times
each feature is used in building the model. As can be seen
in Fig. 8.9, the most used variables when constructing the
BDT are mT2, ∆φEmiss

T ,`1
and Emiss

T .

A further method to determine the feature importance
is through permutation importance. A trained classifier is
considered and the performance is tested with one vari-
able removed in order to explicitly see the effect of each
variable in the classification, with the removal of a more
important variable causing the performance to decrease
more. Since the classifier will not work if a variable is re-
moved, the variable is instead replaced with random noise
drawn from the same distribution as the original values
for that variable. No useful information can be gained
from that variable and the effect is the same as remov-
ing the variable. The variable can be replaced with noise
by randomly shuffling, or permuting, its values across all
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Figure 8.9: The number of times each feature is used to split in the BDT.

events. This both saves time in re-training the classifier,
and more importantly allows us to assess the classifier.
Fig. 8.10 reports the ROC curves for the test set with one
variable shuffled to assess the importance.

Figure 8.10: The ROC curves for the test set with one variable randomly shuffled
across all events, as indicated by the legend. Lower values of the AUC indicate a
more important variable.

Interestingly, this permutation importance leads to the
conclusion that Emiss

T significance is the most important
variable since its removal leads to worse performance. The
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Emiss
T significance is used fewer times for splitting the trees,

however, clearly is important when doing the splitting.
Since these two feature importances metrics are inherently
different - the number of times each variable is used com-
pared to the AUC - it is not unexpected that there are some
differences in ordering. Both methods provide comple-
mentary information and help us understand the classi-
fier.

8.6.6 Hyperparameters

When training a machine learning classifier, certain pa-
rameters are defined before the training procedure and
do not change throughout. These are known as hyper-
parameters, the choice of which is essential for good per-
formance. For example, with too few trees the classifier
will not be able to generate the required complexity to de-
scribe the data, whereas if there are too many trees the
classifier can tune to fluctuations in the training set and
not generalise to the underlying distributions. These two
scenarios are typically known as underfitting and overfit-
ting, respectively. The optimal set of hyperparameters for
each situation is not known before training, and so must
be determined by hyperparameter optimisation methods.

For the BDTs, four hyperparameters are varied whilst
keeping the others at their default value. These hyper-
parameters are: the number of trees in the BDT, the maxi-
mum number of leaves of each tree, the learning rate (how
often the loss is updated during training), and the mini-
mum number of samples per each leaf. Cross validation is
used to find the best significance with the simplest classi-
fier. The significance used for this optimisation is calcu-
lated with Eq. (7.23), using a flat 20% systematic uncer-
tainty. The classifiers in the DF and in the SF channels are
independently optimised in this way.

The optimisation of the hyperparameters does not make
too much difference to the overall results, with many hy-
perparameter configurations giving a very similar perfor-
mance. We prefer simpler classifiers, such that we are less
likely to be overfitting, so when two classifiers have the
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same performance we prefer the simpler one. We measure
the complexity of the BDT as the number of trees multi-
plied by the number of leaves in each tree.

In order to optimise, we use 5-fold cross validation and
look at the significance value. We then choose the simplest
classifier with significance within one standard error of
the best classifier.

We observed that having a high number of trees with a
small number of leaves gives a good performance. With
this setup, the sensitivity is comparable with a large range
of hyperparameter selections. Table 8.8 illustrates the fi-
nal significance on the representative m(χ̃±1 , χ̃

0
1) = (150,

50) GeV sample as well as the ROC AUC for the chosen
simpler classifiers, as well as the classifier which was seen
to maximise the significance. Interestingly, the classifiers
which had the highest sensitivity tend to have more trees,
however we can see that the sensitivity is very compara-
ble between this and the simpler classifiers used in the
final analysis, since the significance values are observed
to be very stable across a wide range of hyperparameter
choices.

Classifier DF chosen DF best Z SF chosen SF best Z

ntrees 100 752 150 771

nleaves 24 40 20 40

minndata in trees 11 482 177 207

learning rate 0.06 0.03 0.05 0.04

Z 1.02 1.05 0.45 0.48

AUC-train 0.697 0.731 0.729 0.775

AUC-test 0.689 0.694 0.721 0.726

Table 8.8: Various metrics for the classifiers. The significance Z of the m(χ̃±1 , χ̃
0
1)

= (150, 50) GeV sample when calculated with a single cut on the BDT score, and
the ROC area under the curve (AUC) calculated on the train and test sets.

The AUC values on the training and test set show a clear
mismatch for the more complicated classifiers, indicating
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that if we did use a more complicated classifier we would
be at risk of overfitting. The hyperparameter selection is
simple enough to not overfit to the training set and to en-
sure enough complexity to effectively separate the signal
and backgrounds, thus providing good sensitivity.

8.6.7 SHAP values

SHAP (SHapley Additive exPlanations) values [201] are a
novel way of explaining machine learning models. These
help us improve in model explainability and transparency,
which are very important for machine learning models.

For each event, SHAP values are calculated for each in-
put feature to indicate the marginal contribution of each
variable to the output score from the BDT. For example,
the value of p`1

T can, averaged over all permutations of
adding it, make the event more signal-like and increase
the BDT score by 0.1: p`1

T for this event would have a
SHAP value of 0.1.

In our case, since we are doing multi-class classifica-
tion, the BDT has four output scores: BDT-VV, BDT-signal,
BDT-top and BDT-others. In this case, we have four BDT
output scores for which we can obtain SHAP values, i.e.
we can obtain the contributions of the variables to each of
the four scores.

We can firstly look at the SHAP values for the BDT-
signal score in Fig. 8.11.

The x-axis indicates the SHAP value, e.g. the impact on
the model output. Higher SHAP values mean more signal-
like for the event while lower SHAP values mean more
background-like for the event. Each dot on the plot cor-
responds to one event, and its colour (on the scale blue to
red) indicates the value of the corresponding variable the
SHAP value is calculated for, labelled on the y-axis. For
example, at the top of the y-axis is the Emiss

T significance
variable. This plot indicates that high (red dots) values
of Emiss

T significance are more signal-like events (higher
SHAP values). The corresponding plots for the other classes
(VV, top and others) are shown in Figs. 8.12, 8.13 and 8.14.
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Figure 8.11: The SHAP values for the BDT-signal score. Points to the right are
more signal-like and to the left are more background-like. The colour of the
point indicated the value of the corresponding variable.

Figure 8.12: The SHAP values for the BDT-VV score. Points to the right are more
VV-like. The colour of the point indicated the value of the corresponding vari-
able.

The variables on the y-axis are in descending feature
importance order, that is the variables at the top (Emiss

T
significance, cosθ∗``, ∆φEmiss

T ,`1
) affect the BDT-signal score
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Figure 8.13: The SHAP values for the BDT-top score. Points to the right are more
top-like. The colour of the point indicated the value of the corresponding vari-
able.

Figure 8.14: The SHAP values for the BDT-others score. Points to the right are
more others-like. The colour of the point indicated the value of the corresponding
variable.

the most. Interestingly, this is not seen when using sim-
pler feature importance metrics such as the number of
times the variable is used for splitting in the tree.

Secondly, we can take the mean of the absolute values of



246 Chapter 8 Compressed chargino search

the SHAP values for each score, and plot it as a bar chart
in Fig. 8.15.

Figure 8.15: SHAP bar chart indicating the average impact (magnitude of SHAP
value) of each variable on each specific BDT score.

Here, we can see which variables are best for distin-
guishing each class by the relative size of the coloured bar.
For example, as shown earlier Emiss

T significance makes
the largest contribution to the BDT-signal score, whereas
Emiss

T makes the largest contribution to the BDT-top score.
This gives us a much clearer insight into how the classi-
fier works than the simple feature importances previously
considered.

Finally, and perhaps most interestingly, we can plot SHAP
dependency plots, in Fig. 8.16. These have the value of the
variable considered on the x-axis, with its corresponding
SHAP value on the y-axis. Again each dot corresponds to
an event, however in this case the colour of the dots corre-
sponds to the value of a different variable. This allows us
to see how the interaction between two variables can affect
the SHAP value, that is whether two variables interact to
make the event more signal or background-like. Fig. 8.16,
illustrates that high cosθ∗`` values are more background-
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Figure 8.16: SHAP interaction values. Here the SHAP values are plotted as a
function of a variable such that we can explicitly see how the SHAP values depend
on cosθ∗`` and ∆φEmiss

T ,`1
. The interaction between these variables and the p`1

T
variable can also be seen by the colour of the dots.

like (low SHAP), as we ascertained previously. Moreover,
we can see an interaction such that at low cosθ∗`` values

high p`2
T (red dots) are more signal-like, whereas at high

cosθ∗`` values the reverse is true - low p`2
T (blue dots) val-

ues are more signal-like. On the other hand, there is no
clear interaction between Emiss

T significance andm`` as can
be seen in Fig. 8.16. We can still see that higher values of
Emiss

T significance indicate a more signal-like event as we
would expect.

8.6.8 BDT-signal score

The BDT-signal score for the chargino signals and the back-
grounds is shown in Fig. 8.17. As we can see, we gain sig-
nal sensitivity with ∆m(χ̃±1 , χ̃

0
1) = 100 GeV and 90 GeV at

higher BDT-signal scores, where the BDT has identified
the events to be more signal-like.

8.7 SR definition

The definition of the SR proceeds by first applying two
baseline cuts, then cuts on the BDT output score.
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Figure 8.17: The BDT-signal score for the backgrounds and the signal samples, in
the DF0J and SF0J channels.

8.7.1 Baseline cuts

Considering the Emiss
T significance distribution, it can be

noticed that the BDT-signal requires high Emiss
T signifi-

cance for the more signal-like events, as we would expect.
We apply a cut of Emiss

T significance > 8 as well as BDT-
signal score cuts to define the SRs, and we also validate the
BDT scores with orthogonal events that have Emiss

T signif-
icance < 8. This general validation region is used to verify
the data/MC shape agreement for the BDT score.
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A further selection of mT2 > 50 GeV is applied to the SR.
The cut is designed to ensure good data/MC modelling in
the VRs and therefore applied to all the region relevant
for the search. The impact of the mT2 > 50 GeV cut on
the signal regions is very small at high BDT-signal score,
as expected from the correlation between mT2 and BDT-
signal score.

8.7.2 BDT-signal score cut
Different ways of defining the SR and its binning are in-
vestigated to obtain the best possible sensitivity. First, the
starting point in BDT-signal of the SR has to be chosen, in
both the DF and SF channels, this way fixing the amount
of events entering in the SR. Secondly, one can improve
the sensitivity in the SR by subdividing it into bins and
performing simultaneous measurements for the combina-
tion of the SR bins in the likelihood fit. The choice of the
binning for the DF and SF channels is performed sepa-
rately, due to differing BDT score shapes. It was observed
that the full fit (with all the systematic uncertainties in-
cluded) with SR bins with high statistics becomes unsta-
ble, with systematic pulling and profiling. To recover for
these effects, one can start by adding bins from the end of
the BDT-signal score, ensuring that the background yield
of each SR bin remains below a certain threshold, and
keep adding SR bins going back in the BDT-signal until
no pathological behaviour is observed. When perform-
ing the following binning studies it was ensured that the
background yield remained below roughly 30 background
events, since in the end the fit was observed to be stable
with this threshold.

For these studies, the expected CLs values for them(χ̃±1 , χ̃
0
1)

= (125, 25), (150, 50), (125, 35) GeV signal samples are
considered. The m(χ̃±1 , χ̃

0
1) = (150, 50) and (125, 35) GeV

signal samples are on the edge of the expected exclusion
sensitivity. Table 8.9 shows these CLs values obtained.

• Firstly, a single bin signal region is considered with
cuts of BDT-signal > 0.84 and BDT-signal > 0.785 con-
sidered for DF and SF respectively. These are the rows
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DF one bin above 0.84 and SF one bin 0.785.

• Secondly, splitting this one bin into multiple bins (5
bins for SF and 4 bins for DF) in the rows DF binned
above 0.84 (4 bins) and SF binned above 0.785 (5 bins),
we see a sensitivity improvement over the one bin case.

• Thirdly, including more bins with around 30 back-
ground events to the values of BDT-signal of 0.81 and
0.77 for DF and SF in the rows DF binned above 0.81
(16 bins) and SF binned above 0.77 (8 bins), respec-
tively. We see a further noticeable improvement in
the CLs values.

• Lastly, fitting the DF and SF bins together, we obtain
the best sensitivity on the top line of the table. This is
the binning used for the final results.

Binning CLs for m(χ̃±1 , χ̃
0
1) [GeV]

(125,25) (150,50) (125,35)

DF one bin above 0.84 0.032 0.13 0.13

DF binned above 0.84 (4 bins) 0.021 0.10 0.098

DF binned above 0.81 (16 bins) 0.0056 0.046 0.043

SF one bin 0.785 0.099 0.44 0.25

SF binned above 0.785 (5 bins) 0.087 0.43 0.22

SF binned above 0.77 (8 bins) 0.0512 0.26 0.17

DF and SF binned combined 0.0028 0.038 0.030

Table 8.9: The expected CLs values with statistical and a flat 20% uncertainty
on three representative m(χ̃±1 , χ̃

0
1) = (125,25), (150,50) and (125,35) GeV signal

samples. Different binning setups are considered.

The SR is defined to start by taking BDT-signal score >
0.81 for DF and BDT-signal score > 0.77 for SF.

8.7.3 BDT-others cut
For the SR in the SF channel, the Z+jets contribution is
much greater than in the DF channel even when requir-
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ing high BDT-signal. Looking at the BDT-others distribu-
tion with Emiss

T significance > 8 and BDT-signal > 0.77 in
Fig. 8.18 an additional cut of BDT-others < 0.01 is made
to further reduce the Z+jets in the SRs. This is essentially
requiring our SRs events to be very unlike Z+jets events.
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Figure 8.18: The signal and background BDT others distribution in the SF 0-jet
channel with Emiss

T significance > 8 and BDT-signal > 0.77.

8.7.4 Shape fit
Binned SRs are used for the model-dependent fit. For
the model-independent fit, we define multiple inclusive
SRs for each channel as described below. In the region of
high BDT-signal score, as the BDT-signal score increases
the backgrounds decrease whilst the signals remain rel-
atively constant from bin to bin. This shape difference
can be exploited to perform a shape fit on these bins to
achieve a larger sensitivity. The sensitivity can be esti-
mated by combining the significance in quadrature across
the bins used for the shape fit. For the shape fit, we use
bins with less than approximately 30 background events.
Therefore, for the DF0J 16 signal region bins are defined
starting from a BDT-signal score of 0.81. For the SF0J, 8
signal region bins are defined starting from a BDT-signal
score of 0.77. The definitions of the SR bins in both chan-
nels can be seen in Table 8.10.
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Signal region (SR) SR-DF SR-SF

nb-tagged jets = 0

nnon-b-tagged jets = 0

EmissT significance >8

mT2 [GeV] >50

BDT-other < 0.01

Binned SRs

BDT-signal

∈(0.81, 0.8125] ∈(0.77, 0.775]

∈(0.8125, 0.815] ∈(0.775, 0.78]

∈(0.815, 0.8175] ∈(0.78, 0.785]

∈(0.8175, 0.82] ∈(0.785, 0.79]

∈(0.82, 0.8225] ∈(0.79, 0.795]

∈(0.8225, 0.825] ∈(0.795, 0.80]

∈(0.825, 0.8275] ∈(0.80, 0.81]

∈(0.8275, 0.83] ∈(0.81, 1]

∈(0.83, 0.8325]

∈(0.8325, 0.835]

∈(0.835, 0.8375]

∈(0.8375, 0.84]

∈(0.84, 0.845]

∈(0.845, 0.85]

∈(0.85, 0.86]

∈(0.86, 1]

Inclusive SRs

∈(0.81, 1] ∈(0.77, 1]

∈(0.81, 1]

BDT-signal ∈(0.82, 1]

∈(0.83, 1]

∈(0.84, 1]

∈(0.85, 1]

∈(0.77, 1]

∈(0.78, 1]

∈(0.79, 1]

∈(0.80, 1]

Table 8.10: Signal regions definition for the chargino analysis.

For the inclusive SR, we define overlapping inclusive
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SRs for each channel. These have the previously described
cuts of Emiss

T significance > 8 and BDT-others < 0.01 (SF
only). The looser selections of BDT-signal > 0.81 and BDT-
signal > 0.77 for DF0J and SF0J respectively are used, with
tighter selections defined in Table 8.10. The looser regions
are defined to have the same start point as the binned SRs,
and tighter selections are made to maximise the signifi-
cance.

8.8 Background estimation

The main SM backgrounds in the SRs are the irreducible
diboson (VV ) and the top processes (tt̄ and Wt). The
contribution of these backgrounds is estimated by data-
driven normalised scale factors extracted from a likeli-
hood fit to data in a set of dedicated CRs. VRs are used
to validate the extrapolation of the fit results to the SRs.
VRs lie in-between the CRs and SRs.

In order to define the CRs and VRs, the BDT-signal cuts
adopted in the DF and SF SRs are reversed and events in
the CRs for top processes are selected with 1 b-jet, ensur-
ing orthogonality with the SR and low signal contamina-
tion. As already described, for each event, the classifier
outputs four scores corresponding to the likelihood of the
event being signal, VV , top or other backgrounds. The
sum of these four scores sum to one and the signal regions
are defined with cuts on the BDT-signal score. Additional
BDT-VV, BDT-top and BDT-others score cuts are then ap-
plied to achieve a good background purity. A Emiss

T signif-
icance > 8 cut is also applied to ensure a selection close
to the SRs one. The CRs and VRs analysis strategy is pic-
tured in Fig. 8.19.

8.8.1 Control Regions

The VV background is selected by inverting the BDT-signal
in the DF0J SR, thus requiring ≤ 0.81 and splitting this
phase space into a CR and a VR. The CR-VV in the DF
channel is defined by requiring 0.2 < BDT-signal ≤ 0.65.
Similarly to the DF0J channel, the VV background is se-
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Figure 8.19: A schematic illustration of the CR and VR strategy. Cuts on the
BDT-signal score and number of b-jets are used to ensure orthogonality among
regions. The VRs lie close in phase space to the SR. The BDT-VV and BDT-top
scores are used to further increase the purity of each desired background.

lected in the SF0J channel by requiring BDT-signal ≤ 0.77
and splitting this phase space into a CR and a VR. The
CR-VV in the SF channel is defined by requiring 0.2 <
BDT-signal ≤ 0.65. The purity of the VV background is
increased with a BDT-VV cut of > 0.2 and BDT-top cut
< 0.1. These selections are determined by finding a bal-
ance between having sufficient statistics and maximizing
the VV purity. A BDT-others cut < 0.01 is additionally
applied in the SF channel to suppress Z+jets background,
as done in the SF0J signal regions.

CRs for top background (tt̄ and Wt) are based on the
selection of events with one b-jet in the final state. This
assures very good top purity and also ensures the orthog-
onality to the SRs, which have a b-veto applied. Then,
dedicated CRs and VRs for DF and SF channels are de-
fined. A 0.5 < BDT-signal ≤ 0.7 cut is used to define the
CR-top in the DF channel while a 0.7 < BDT-signal ≤ 0.75
cut is used to define the CR-top in the SF channel. No cut
on the BDT-top is applied in these regions, since the top
backgrounds are very pure with a b-jet requirement, and
so this does not provide any purity gain. Table 8.11 illus-
trates the selections for these regions.

Diboson and top-quark backgrounds are normalised to
the data observed in CR-VV and CR-top in a simultaneous
likelihood fit, using a normalization factor for each back-
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Control region (CR) CR-VV CR-top

Emiss
T significance > 8

mT2 [GeV] > 50

nnon−b−taggedjets = 0

Leptons flavour DF SF DF SF

nb−taggedjets = 0 = 0 = 1 = 1

BDT-other - < 0.01 - < 0.01

BDT-signal ∈ (0.2,0.65] ∈ (0.2,0.65] ∈ (0.5,0.7] ∈ (0.7,0.75]

BDT-VV > 0.2 > 0.2 - -

BDT-top < 0.1 < 0.1 - -

Table 8.11: Control region definitions for extracting the normalisation factors for
the dominant background processes in the chargino search. The cuts are applied
on top of the preselection. ‘DF’ or ‘SF’ refer to control regions with different
lepton flavour or same lepton flavour pair combinations, respectively.

ground (µVV and µtop). The number of observed events
in each CR, as well as the predicted yield of each SM pro-
cess, is shown in Table 8.12. For backgrounds whose nor-
malisation is extracted from the likelihood fit, the yield
expected from the MC simulation is also reported. The
normalisation factors applied to the VV and top-quark
backgrounds are found to be µVV = 1.38± 0.08 and µtop =
1.09 ± 0.03 respectively, where the errors include all un-
certainties. These normalisation factors are applied in all
of the chargino VRs and SRs. The shapes of kinematic dis-
tributions are well reproduced by the simulation in each
CR, as shown in the post-fit data and MC distributions for
variables relevant for the analysis, in Fig. 8.20 for CR-VV
and in Fig. 8.21 for CR-top.
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Region CR-VV CR-top

Observed events 634 4468

Fitted backgrounds 634± 25 4470± 70

Fitted VV 520± 27 68± 12

Fitted tt̄ 69± 7 3240± 100

Fitted single top 40± 6 1130± 90

Other backgrounds 4.8+5.1
−4.8 29± 5

FNP leptons 0.02+1.4
−0.02 0.06+12

−0.06

Simulated VV 376 49

Simulated tt̄ 63 2974

Simulated single top 37 1040

Table 8.12: Observed event yields and predicted background yields from the
likelihood fit in the CRs for the chargino search. For backgrounds with a nor-
malisation extracted from the likelihood fit, the yield expected from the simula-
tion before the likelihood fit is also shown. The FNP lepton background is cal-
culated using the data-driven matrix method. ‘Other backgrounds’ include the
non-dominant background sources, e.g. tt̄+V , Higgs boson and Drell–Yan events.
The uncertainties include both statistical and systematic contributions.
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Figure 8.20: The post-fit distributions of the relevant variables for this analysis
in the CR-VV region. Both statistical and systematic uncertainties are shown.
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Figure 8.21: The post-fit distributions of the relevant variables for this analysis
in the CR-top region. Both statistical and systematic uncertainties are shown.
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8.8.2 Validation Regions

A set of six validation regions is used to verify the agree-
ment of data and SM predictions within uncertainties in
regions with a phase space kinematically close to the SRs,
after performing the likelihood fit. The definitions are re-
ported in Table 8.13.

Validation region (VR) VR-VV-DF VR-VV-SF VR-top-DF VR-top-SF VR-top0J-DF VR-top0J-SF

Emiss
T significance > 8

mT2[GeV] > 50

nnon−b−taggedjets = 0

nb−taggedjets = 0 = 0 = 1 = 1 = 0 = 0

BDT-other - < 0.01 - < 0.01 - < 0.01

BDT-signal ∈ (0.65,0.81] ∈ (0.65,0.77] ∈ (0.7,1] ∈ (0.75,1] ∈ (0.5,0.81] ∈ (0.5,0.77]

BDT-VV > 0.2 > 0.2 - - < 0.15 < 0.15

BDT-top < 0.1 < 0.1 - - - -

Table 8.13: Validation region definitions for the dominant background processes
in the chargino search used to study the modelling of the SM backgrounds. The
cuts are applied on top of the preselection. ‘DF’ or ‘SF’ refer to validation regions
with different lepton flavour or same lepton flavour pair combinations, respec-
tively.

The regions VR-VV-DF, VR-VV-SF, VR-top-DF and VR-
top-SF are designed to be in an intermediate BDT-signal
selection compared to the corresponding CRs and SRs.
The VR-VV-DF is defined by requiring 0.65 < BDT-signal
≤ 0.81 while the VR-VV-SF is defined by requiring 0.65 <
BDT-signal ≤ 0.77. Similarly to the corresponding CRs,
the purity of the VV background is increased in the VRs
with a BDT-VV > 0.2 cut and a BDT-top < 0.1 cut.
A BDT-signal > 0.7 selection is used for defining the VR-
top-DF and a BDT-signal > 0.75 selection is used for defin-
ing the VR-top-SF. No cut on the BDT-top is applied in
these regions since the top backgrounds are very pure with
a b-jet requirement, and so this does not provide any pu-
rity gain.

The VR-top0J-DF and VR-top0J-SF regions are used to
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validate the extrapolation of the top normalization factor
from the region with nb−taggedjets = 1 (CR-top) to regions
with nb−taggedjets = 0 (SRs). These VRs are also used to
check that the ratio of Wt/tt̄ is consistent with the one of
the SRs of 0.65, as Wt and tt̄ backgrounds are normalized
with a common scale factor in the fit. These regions are
defined with a selection on BDT-signal score close to the
SRs, applying 0.5 < BDT-signal ≤ 0.81 for VR-top0J-DF
and 0.5 < BDT-signal ≤ 0.77 for VR-top0J-SF. Also, a BDT-
VV < 0.15 cut is applied to both to reduce the VV yields
and to ensure orthogonality with the other VRs.

The number of observed events and the predicted yields
of each SM process in each VR is reported in Table 8.14
and shown in Fig. 8.22.

Regions VR-VV-DF VR-VV-SF VR-top-DF VR-top-SF VR-top0J-DF VR-top0J-SF

Observed events 972 596 1910 95 810 17

Fitted backgrounds 940± 60 670± 90 1900± 90 101± 10 880± 40 18± 4

Fitted VV 730± 50 400± 50 32± 13 2.2± 2.1 427± 30 8.1± 2.6

Fitted tt̄ 116± 12 111± 11 1350± 50 67± 7 260± 21 5.8± 1.8

Fitted single top 94± 19 75± 11 500± 60 27± 7 168± 18 4± 1

Other backgrounds 3.1± 1.5 70± 70 13.6± 2.5 0.8± 0.4 5.2± 1.9 0.05± 0.05

FNP leptons 0.02+2.3
−0.02 7± 4 0.03+5

−0.03 4.2± 1.3 21± 8 0.05+0.15
−0.05

Simulated VV 527 291 23 1.6 309 5.9

Simulated tt̄ 106 102 1240 61 239 5.3

Simulated single top 87 69 460 25 154 3.2

Table 8.14: Observed event yields and predicted background yields in the VRs
defined in Table 8.13. For backgrounds with a normalisation extracted from the
likelihood fit in the CRs, the yield expected from the simulation before the likeli-
hood fit is also shown. The FNP lepton background is calculated using the data-
driven matrix method. ‘Other backgrounds’ include the non-dominant back-
ground sources, e.g. tt̄+V , Higgs boson and Drell–Yan events. The uncertainties
include both statistical and systematic contributions.

Post-fit data and MC distributions of variables relevant
for the analysis are shown in Fig. 8.23 for VR-VV-DF, in
Fig. 8.24 for VR-VV-SF, in Fig. 8.25 for VR-VV-DF, in Fig.
8.26 for VR-VV-SF, in Fig. 8.27 for VR-top0J-DF, and in
Fig. 8.28 for VR-top0J-SF.
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Figure 8.22: The upper panel shows the observed number of events in the VRs
defined in Table 8.13, together with the expected SM backgrounds obtained after
the background fit in the CRs. ‘Others’ include the non-dominant background
sources, e.g. tt̄+V , Higgs boson and Drell-Yan events. The uncertainty band in-
cludes systematic and statistical errors from all sources. The lower panel shows
the significance as defined in Section 7.4.
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Figure 8.23: The post-fit distributions in VR-VV-DF. Both statistical and system-
atic uncertainties are shown.
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Figure 8.24: The post-fit distributions in VR-VV-SF. Both statistical and system-
atic uncertainties are shown.



264 Chapter 8 Compressed chargino search

0 20 40 60 80 100 120 140 160 180 200

1

10

210

3
10

410
E

ve
nt

s
 

Data SM
VV tt

Wt FNP

Others

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
VR-top-DF

 

0 20 40 60 80 100 120 140 160 180 200

 [GeV]
T

Leading lepton p

0.5
1

1.5
2

D
at

a/
S

M 0 20 40 60 80 100 120 140 160 180 200

1

10

210

3
10

410

E
ve

nt
s

 

Data SM
VV tt

Wt FNP

Others

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
VR-top-DF

 

0 20 40 60 80 100 120 140 160 180 200

 [GeV]
T

Subleading lepton p

0.5
1

1.5
2

D
at

a/
S

M
50 100 150 200 250 300

1

10

210

3
10

410E
ve

nt
s

 

Data SM
VV tt

Wt FNP

Others

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
VR-top-DF

 

50 100 150 200 250 300

 [GeV]miss
TE

0.5
1

1.5
2

D
at

a/
S

M 6 8 10 12 14 16 18 20 22 24

1

10

210

3
10

410

E
ve

nt
s

 

Data SM
VV tt

Wt FNP

Others

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
VR-top-DF

 

6 8 10 12 14 16 18 20 22 24

 significancemiss
TE

0.5
1

1.5
2

D
at

a/
S

M

0 50 100 150 200 250 300

1

10

210

3
10

410E
ve

nt
s

 

Data SM
VV tt

Wt FNP

Others

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
VR-top-DF

 

0 50 100 150 200 250 300

) [GeV]llm(

0.5
1

1.5
2

D
at

a/
S

M 0 50 100 150 200 250

1

10

210

3
10

410

5
10

E
ve

nt
s

 

Data SM
VV tt

Wt FNP

Others

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
VR-top-DF

 

0 50 100 150 200 250

 [GeV]T2m

0.5
1

1.5
2

D
at

a/
S

M

0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

1

10

210

3
10

410

5
10

E
ve

nt
s

 

Data SM
VV tt

Wt FNP

Others

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
VR-top-DF

 

0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

BDT-signal

0.5
1

1.5
2

D
at

a/
S

M 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

1

10

210

3
10

410

5
10

E
ve

nt
s

 

Data SM
VV tt

Wt FNP

Others

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
VR-top-DF

 

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

BDT-VV

0.5
1

1.5
2

D
at

a/
S

M

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

1

10

210

3
10

410

5
10E

ve
nt

s

 

Data SM
VV tt

Wt FNP

Others

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
VR-top-DF

 

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

BDT-top

0.5
1

1.5
2

D
at

a/
S

M 0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05

1

10

210

3
10

410

5
10

E
ve

nt
s

 

Data SM
VV tt

Wt FNP

Others

) = (100, 10) GeV
1

0
χ∼, 

1

±χ∼m(

) = (125, 25) GeV
1

0
χ∼, 

1

±χ∼m(

) = (150, 50) GeV
1

0
χ∼, 

1

±χ∼m(

-1=13 TeV, 139 fbs
VR-top-DF

 

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05

BDT-others

0.5
1

1.5
2

D
at

a/
S

M

Figure 8.25: The post-fit distributions in VR-top-DF. Both statistical and system-
atic uncertainties are shown.
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Figure 8.26: The post-fit distributions in VR-top-SF. Both statistical and system-
atic uncertainties are shown.
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Figure 8.27: The post-fit distributions in VR-top0J-DF. Both statistical and sys-
tematic uncertainties are shown.
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Figure 8.28: The post-fit distributions in VR-top0J-SF. Both statistical and sys-
tematic uncertainties are shown.
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8.9 Systematic uncertainties

The likelihood fits used for calculating the results of the
analysis consider all relevant sources of experimental and
theoretical systematic uncertainty affecting the SM back-
ground estimates and the signal predictions. The major
sources of uncertainty come from the VV theoretical un-
certainty, normalisation of background processes and un-
certainty associated to the jet energy scale and resolution
and to the pmiss

T soft-term scale and resolution. Statistical
uncertainties associated with the simulated MC samples
are also accounted for. In the cases where the normalisa-
tion of background processes (VV and top) are calculated
using CRs, the systematic uncertainties only affect the ex-
trapolation to the signal regions.

The jet energy scale and resolution uncertainties are
calculated as a function of the pT and η of the jet, and the
pile-up conditions and flavour composition of the selected
jet sample. They are derived using a combination of data
and simulated samples, through studies including mea-
surements of the transverse momentum balance between
a jet and a reference object in dijet, Z+jets and γ+jets
events [147]. An additional uncertainty in the modelling
of pmiss

T comes from the soft-term resolution and scale [162].
Experimental uncertainties on the scale factors to account
for differences between the data and simulation in b-jet
identification, lepton reconstruction efficiency and trigger
efficiency are also included. The remaining experimental
uncertainties include lepton energy scale and resolution
and are found to be negligible across all analysis regions.

Several sources of theoretical uncertainty in the mod-
elling of the dominant backgrounds are considered. Mod-
elling uncertainties on diboson, tt̄, single-top and Z+jets
backgrounds are considered.

The diboson modelling uncertainties are calculated by
varying the PDF sets [179] as well as the QCD renormal-
isation and factorisation scales used to generate the sam-
ples. Uncertainties from missing higher orders are eval-
uated [202] using six variations of the QCD factorisation
and renormalisation scales in the matrix elements by fac-
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tors of 0.5 and 2, avoiding variations in opposite direc-
tions. Additional uncertainties on the resummation and
matching scales between the matrix element generator and
parton shower are considered.

The tt̄ background is affected by modelling uncertain-
ties associated with the parton shower modelling, the dif-
ferent approaches in the matching between the matrix el-
ement and the parton shower and the modelling of the
initial and final-state radiation (ISR/FSR). Uncertainties
in the parton shower simulation are estimated by com-
paring samples generated with POWHEG-BOX interfaced
to either PYTHIA 8.186 or HERWIG 7.04 [203, 204]. The
ISR/FSR uncertainties are calculated by comparing the pre-
dictions of the nominal sample with alternative scenarios
with the relevant generator parameters varied [205]. The
uncertainty associated with the choice of event generator
is estimated by comparing the nominal samples with sam-
ples generated with MadGraph5_aMC@NLO interfaced
to PYTHIA 8.186 [97]. Finally, an uncertainty is assigned
for single-top-quark production to the treatment of the
interference between the Wt and tt̄ samples. This is done
by comparing the nominal sample generated using the di-
agram removal method with a sample generated using the
diagram subtraction method [180, 182].

The Z+jets background is affected by QCD factorisation
and renormalisation scales uncertainties. Furthermore,
uncertainties on the resummation and matching scales be-
tween the matrix element generator and parton shower
are also considered.

There are several contributions to the uncertainty in the
MM estimate of the FNP background. The real efficien-
cies and the electron light-flavoured fake rate (which are
calculated using MC simulation) are affected by the ex-
perimental uncertainties on the scale factors applied to
account for differences between data and simulation in
the lepton trigger, identification, reconstruction and isola-
tion efficiencies. For the heavy-flavour fake rate, an uncer-
tainty is calculated to account for uncertainties in the sub-
traction of the prompt-lepton contamination in the CR, by
varying this contamination and evaluating the effects on
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the resulting FNP background estimates. The uncertain-
ties are evaluated by scaling up and down the real lep-
ton contamination by 10%. This means that one computes
separate fake rates after subtraction of the nominal real-
lepton contamination + 10% and -10%. These are then fed
through the matrix inversion, and the resulting estimates
are compared with the estimates using the nominal fake
rate and differences are used to account for the system-
atic uncertainty on the subtraction of real lepton contam-
ination in the CR. Finally, uncertainties in the expected
composition of the FNP leptons in the signal regions are
included, along with statistical uncertainties on all of the
real efficiencies and fake rates used in the calculation.

Theoretical uncertainties related to the modelling of su-
persymmetric signals are considered. They include scale
uncertainties computed as variations of the factorization,
renormalization and merging scales, while the radiation
uncertainty considers a combination of five different vari-
ations. Signal theoretical uncertainties are estimated from
a subset of the signal mass hypotheses in samples with
high statistics and are extended to the other signal sam-
ples. These signal theoretical uncertainties are then com-
bined with the experimental ones. Their contribution is
found to be negligible in the exclusion limits. The the-
oretical uncertainty related to the signal cross-section is
not combined with the other uncertainties as it is used to
build the additional contour around the observed exclu-
sion limit, by scaling the nominal predicted value of the
signal cross-section and recomputing the observed limits.

A summary of the impact of the systematic uncertain-
ties on the background yields is shown in Table 8.10 after
performing the likelihood fit. The systematic uncertain-
ties are estimated in the inclusive region SR−DF∈(0.81,1]SF∈(0.77,1],
obtained as the integral of all the binned regions in Ta-
ble 8.10 (thus requiring BDT-signal ∈ (0.81,1] for DF events
and ∈ (0.77,1] for SF events).
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Region SR−DF∈(0.81,1]SF∈(0.77,1]

Total background expectation 630

Emiss
T modelling
VV theoretical uncertainties
Jet energy scale
VV normalisation
Jet energy resolution
MC statistical uncertainties
Lepton modelling
Top theoretical uncertainties
tt̄ normalization
FNP leptons
b-tagging
Z/γ∗(→ ``)+jets theoretical uncertainties

6.6%
5.2%
5.1%
3.6%
1.8%
1.7%
1.1%

1%
1%

0.8%
0.7%

0.04%

Total systematic uncertainty 8.7%

Table 8.15: Breakdown of the dominant systematic uncertainties on background
estimates in the inclusive region SR−DF∈(0.81,1]SF∈(0.77,1] for the chargino search.
The individual uncertainties can be correlated and do not necessarily add up
quadratically to the total background uncertainty. The percentages show the size
of the uncertainty relative to the total expected background.

8.10 Results

The results are interpreted in the context of the chargino
simplified model shown in Fig. 8.1 and as general limits
on new physics cross-sections.

The statistical interpretation of the results is performed
using the HistFitter framework [206]. The likelihood is a
product of pdfs describing the observed number of events
in each CR and SR as described in Section 7.2. Gaussian
pdf distributions describe the nuisance parameters associ-
ated with each of the systematic uncertainties while Pois-
son distributions are used for MC statistical uncertain-
ties. Systematic uncertainties that are correlated between
different samples are accounted for in the fit configura-
tion by using the same nuisance parameter. In particular,
experimental systematic uncertainties are correlated be-
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tween background and signal samples for all regions. The
uncertainties are applied in each of the CRs and SRs and
their effect is correlated for events across all regions in the
fit.

The search uses data in the CRs to constrain the nui-
sance parameters of the likelihood function, which include
the background normalisation factors and parameters as-
sociated with the systematic uncertainties. The results of
the background fit are used to test the compatibility of the
observed data with the background estimates in the inclu-
sive SRs.

The post-fit background distributions of the BDT-signal
scores, obtained applying the results of the background
fit, are shown together with the observed data in Fig. 8.29,
for the SR-DF and for SR-SF defined in Table 8.10. The
shapes of the post-fit backgrounds and data agree well
within uncertainties.

The predicted numbers of background events obtained
applying the results of the background fit in the binned
SRs defined in Table 8.10 are shown together with the ob-
served data in Fig. 8.30. No significant deviations from
the SM expectations are observed in any of the SRs con-
sidered.

Exclusion limits at 95% CL are provided on the masses
of the chargino and neutralino using the CLs prescrip-
tion as described in Section 7.2.1. The exclusion limits
are shown in Fig. 8.31: chargino masses up to about 140
GeV are excluded at 95% CL in the case of a mass splitting
between chargino and neutralino down to about 100 GeV.

These results supersede the ATLAS 8 TeV results and
extend the previous ATLAS 13 TeV results for small chargino
masses in particularly interesting regions where the chargino
pair production could have hidden behind the looking-
alike WW background.
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Figure 8.29: The upper panel shows the observed number of events in SR-DF
(top) and SR-SF (bottom) defined in Table 8.10, together with the expected SM
backgrounds obtained after the background fit in the CRs. ‘Others’ include the
non-dominant background sources, e.g. tt̄+V , Higgs boson and Drell–Yan events.
The uncertainty band includes systematic and statistical errors from all sources.
Distributions for three benchmark signal samples are overlaid for comparison.
The lower panel shows the data/SM ratio.
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Figure 8.30: The upper panel shows the observed number of events in the SRs
defined in Table 8.10, together with the expected SM backgrounds obtained after
the background fit in the CRs. ‘Others’ include the non-dominant background
sources, e.g. tt̄+V , Higgs boson and Drell–Yan events. The uncertainty band in-
cludes systematic and statistical errors from all sources. Distributions for three
benchmark signal samples are overlaid for comparison. The lower panel shows
the significance as defined in Section 7.4. From Ref. [167].
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Figure 8.31: Observed and expected exclusion limits at 95% CL on SUSY simpli-
fied models for chargino-pair production with W -boson-mediated decays in the
m(χ̃±1 )−m(χ̃0

1) (top) and m(χ̃±1 )−∆m(χ̃±1 , χ̃
0
1) (bottom) planes. The observed (solid

thick line) and expected (thin dashed line) exclusion contours are indicated. The
shaded band around the dashed line corresponds to the ±1σ variations in the
expected limit, including all uncertainties except theoretical uncertainties in the
signal cross-section. The dotted lines around the observed limit illustrate the
change in the observed limit as the nominal signal cross-section is scaled up and
down by the theoretical uncertainty. The observed limits obtained at LEP [207]
and by the ATLAS experiment in previous searches are also shown [165, 208].
In case of the search performed on ATLAS Run 1 data at

√
s = 8 TeV [208] no

sensitivity was expected for the exclusion in the mass plane. From Ref. [167].
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The CLs method is also used to set model-independent
upper limits at 95% CL on the visible signal cross-section
σvis, defined as the cross-section times acceptance times
efficiency, of processes beyond the SM. They are derived
in each inclusive SR by performing a fit that includes the
CRs, the observed yield in the SR as a constraint, and a
signal yield in the SR as a free parameter of interest. The
observed and predicted numbers of background events
in the inclusive SRs are reported in Table 8.16, together
with the model-independent upper limits on visible sig-
nal cross-section σvis, the observed and expected limits at
95% CL on the number of potential beyond the SM events
S0.95

obs/exp, and the p0-values. The p0-values, which represent

Signal region Observed Expected σvis[fb] S0.95
obs S0.95

exp p0

SR−DF∈(0.81,1]SF∈(0.77,1] 620 633± 70 1.20 166.2 175.1+44.9
−49.2 0.50

SR−DF∈(0.81,1] 477 470± 50 0.80 111 108.9+43.1
−31.1 0.47

SR−DF∈(0.82,1] 340 350± 40 0.55 76.0 81.5+32.7
−22.9 0.50

SR−DF∈(0.83,1] 222 231± 26 0.38 52.3 57.8+22.8
−16.1 0.50

SR−DF∈(0.84,1] 130 126± 15 0.29 40.0 37.5+15.0
−10.5 0.41

SR−DF∈(0.85,1] 69 65± 10 0.22 30.9 28.0+12.0
−8.3 0.38

SR− SF∈(0.77,1] 143 167± 32 0.47 65.5 80.6+19.4
−23.0 0.50

SR− SF∈(0.78,1] 86 108± 23 0.31 42.8 53.9+18.9
−13.6 0.50

SR− SF∈(0.79,1] 47 58± 15 0.21 28.9 34.1+10.8
−7.8 0.50

SR− SF∈(0.80,1] 22 28± 8 0.10 14.3 16.8+5.9
−4.5 0.50

Table 8.16: Observed event yields and predicted background yields for the in-
clusive SRs defined in Table 8.10. The model-independent upper limits at 95%
CL on the observed and expected numbers of beyond-the-SM events S0.95

obs/exp and

on the effective beyond-the-SM cross-section σvis (〈Aεσ〉0.95
obs ) are also shown. The

±1σ variations on S0.95
exp are provided. The last column shows the p0-value of the

SM-only hypothesis. For SRs where the data yield is smaller than expected, the
p0-value is capped at 0.50.

the probability of the SM background alone to fluctuate
to the observed number of events or higher, are capped at
p0 = 0.50. No significant deviations from the SM expecta-
tions are observed in any of the SRs considered.
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Compressed higgsino search

In this Chapter, the compressed higgsino search is pre-
sented. Supersymmetric higgsinos are triplets of states
with χ̃0

2, χ̃±1 and χ̃0
1 almost degenerate in mass. This search

targets the direct production of higgsinos decaying into
the LSP neutralinos χ̃0

1 with a mass splitting from 1 GeV
down to 0.3 GeV. Charginos χ̃±1 and NLSP neutralinos χ̃0

2
produce soft pions whose tracks can be reconstructed a
few millimetres away from the primary vertex. A signa-
ture with no leptons, Emiss

T and no hadronic activity in the
initial state is considered and a compressed mass spec-
trum is targeted.
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9.1 Analysis overview

The analysis targets the direct production of higgsino pairs,
χ̃0

2χ̃
±
1 , χ̃±1 χ̃

0
1, χ̃±1 χ̃

∓
1 , and χ̃0

2χ̃
0
1, where each chargino χ̃±1 or

NLSP neutralino χ̃0
2 decays into the LSP neutrliano χ̃0

1 via
the emission of one or more soft pions, leaving a discernible
displaced track in the detector a few millimetres away from
the primary vertex. In order to boost the system, we also
require a jet in the initial state. Fig. 9.1 shows the produc-
tion χ̃0

2χ̃
±
1 and χ̃±1 χ̃

0
1 decaying into pions, while the other

production modes can be deducted from the ones shown.
Only charged pions leave a track in the detector that can
be reconstructed.

The search for higgsinos relies on different analysis strate-
gies at the LHC according to the mass splitting between
the produced higgsino and the particle into which it de-
cays. If the mass splitting is greater than O(1) GeV, the
products of higgsino decays can be reconstructed as a multi-
lepton signal, as shown in Fig. 9.2.

On the other hand, if the mass splitting is < 300 MeV,
the charged higgsino has a lifetime long enough that it
can be detected as a disappearing track by the innermost
tracking layers: this characteristic signature comes from
the fact that, before it decays, the charged higgsino de-
posits energy in the innermost tracking layers and can be
reconstructed as a short track if at least four pixel layers
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Figure 9.1: Diagram of the supersymmetric production of charginos and neu-
tralinos decaying into pions and with hadronic activity in the initial state.

have been hit but its decay products, the LSP neutralino
and the pion, are not reconstructed at all, the former be-
cause it escapes detection and leads to missing transverse
momentum, the latter because it has too low momentum
to be reconstructed as a track.
Both mass splittings have been ruled out by the ATLAS
experiment up to chargino masses well beyond the LEP
limits, as can be seen in Fig. 9.2. Meanwhile, the interme-
diate region, i.e. mass splitting of around 0.3− 1 GeV, has
never been probed at the LHC. This analysis is inspired by
a theoretical paper [209] which proposes a new strategy to
explore this phase space region by using a soft pion from
the decay of a charged higgsino.

In order to explore the compressed phase space, ML
techniques are exploited. The analysis strategy relies on
a Deep Neural Network (DNN) developed in the Keras
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Figure 9.2: Exclusion limits at 95% CL for higgsino pair production χ̃0
2χ̃
±
1 , χ̃±1 χ̃

0
1,

χ̃±1 χ̃
∓
1 , and χ̃0

2χ̃
0
1 with off-shell SM-boson-mediated decays to the lightest neu-

tralino, χ̃0
1, as a function of the ∆m(χ̃±1 , χ̃

0
1). The production cross-section is for

pure higgsinos.

framework [157] and uses track-level variables to discrim-
inate the supersymmetric signal from the background.

The main SM backgrounds are the irreducibleZ(νν)+jets
and W (eν)+jets, W (µν)+jets, W (τν)+jets where the lep-
ton is not reconstructed. The ABCD method is used to
estimate the background composition in the SR. Emiss

T and
the output score of the DNN training are used as the two
uncorrelated variables to define the four regions in the
ABCD plane.

The analysis is still in a preliminary phase, where the
sensitivity to the targeted model is tried to be improved as
much as possible and data are blinded in the SR. Sensitiv-
ity estimates and expected exclusion limits on the direct
production of higgsinos are reported.
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9.2 Event samples

9.2.1 Signal samples
The MC signal samples of 6 different production modes,
χ̃0

2χ̃
±
1 , χ̃±1 χ̃

0
1, χ̃±1 χ̃

∓
1 , and χ̃0

2χ̃
0
1 are generated from LO ma-

trix elements using MadGraph5_aMC@NLO v2.8.1 [169]
interfaced with PYTHIA v8.244 [97] with the A14 tune
[170] and the NNPDF23LO set [171] of PDFs. EvtGen
v1.7.0 [181] is also used. Higher order corrections up to
NLO-NLL for

√
s = 13 TeV to the cross-section are taken

into account using RESUMMINO [175]. The RESUMMINO

cross-sections are provided for events with ≥ 0 jets in the
final state, but we only generate events with ≥ 1 jet with
MadGraph5_aMC@NLO because events with zero jets would
not pass the analysis selections on jets and missing trans-
verse momentum that are necessary to trigger the event.
Thus, the RESUMMINO cross-section is multiplied by the
MG ratio, defined as the cross-section for events with ≥ 1
jet divided for the inclusive cross-section for events with
≥ 0 jets.
Four signal samples with different hypotheses of the masses
of SUSY particles are produced:

• m(χ̃0
2, χ̃

±
1 , χ̃

0
1) = (151,150.5,150) GeV;

• m(χ̃0
2, χ̃

±
1 , χ̃

0
1) = (150.5,150.5,150) GeV;

• m(χ̃0
2, χ̃

±
1 , χ̃

0
1) = (150.7,150.35,150) GeV;

• m(χ̃0
2, χ̃

±
1 , χ̃

0
1) = (151,151,150) GeV.

All four samples have higgsino masses around 150 GeV, a
mass value that is expected to be excluded and that can be
used as a benchmark of study to improve the sensitivity of
the search. The mass splitting between NLSP neutralino
or chargino and LSP neutralino is 0.3 < ∆m(χ̃0

2/χ̃
±
1 , χ̃

0
1) < 1

GeV, a range of supersymmetric higgsino masses which
has not been excluded so far and which can be explored
into by looking for displaced tracks in the ATLAS inner
detector. The mass difference between m(χ̃0

2) and m(χ̃±1 )



282 Chapter 9 Compressed higgsino search

depends on the electroweak parameters tanβ, M1 and M2
and two theoretically well-motivated scenarios are con-
sidered:

• m(χ̃0
2) = m(χ̃±1 ) for (150.5, 150.5, 150) GeV and (151,

151, 150) GeV signal samples;

• m(χ̃±1 ) = 1/2m(χ̃0
2) for (151, 150.5, 150) GeV and (150.7,

150.35, 150) GeV signal samples.

9.2.2 Background samples
The SM background processes considered in the search
areZ(νν)+jets,W (`ν)+jets (includingW (eν)+jets,W (µν)+jets,
W (τν)+jets), tt̄ and VV .

• Z(νν)+jets,W (`ν)+jets andZ(ττ)+jets processes. Sam-
ples of these processes are simulated with the SHERPA

v2.2.11 [183] at NLO accuracy using the NNPDF3.0NLO
set of PDFs. SHERPA v2.2.11 also includes NLO vir-
tual electroweak corrections. The matrix element cal-
culations are matched and merged with the SHERPA

parton shower based on Catani-Seymour dipole [184,
185] using the MEPS@NLO prescription [186–188].

• tt̄ processes. The production of tt̄ is modelled using
the POWHEG-BOX-v2 [176–178] generator at NLO with
the NNPDF3.0NLO [179] set of PDFs. Events are in-
terfaced to PYTHIA8 [97] to model the parton shower,
hadronisation, and underlying event, with parameters
set according to the A14 tune [170] and using the
NNPDF2.3LO [171] set of PDFs. The decays of bottom
and charm hadrons are performed by EvtGen v1.6.0

[181].

• VV processes. Samples of VV processes are simu-
lated with the SHERPA v2.2.1 or v2.2.2 [183] at NLO
accuracy in QCD for up to one additional parton and
at LO accuracy for up to three additional parton emis-
sions. The matrix element calculations are matched
and merged with the SHERPA parton shower based on
Catani-Seymour dipole [184, 185] using the MEPS@NLO
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prescription [186–188]. The virtual QCD correction
are provided by the openloops library [189]. The set
of PDFs used is NNPDF3.0NLO, along with the ded-
icated set of tuned parton shower parameters devel-
oped by the SHERPA authors.

9.2.3 Data samples

The full Run 2 ATLAS data set is exploited, correspond-
ing to 3.2 fb−1 of data collected in 2015, 33.0 fb−1 of data
collected in 2016, 44.3 fb−1 of data collected in 2017 and
58.45 fb−1 of data collected in 2018. The data used in the
analysis must satisfy the ATLAS GRL requirement. The
dataset considered corresponds then to a combined total
integrated luminosity of 138.95 fb−1.

9.3 Object definition

This Section is dedicated to specifying the objects used for
the analysis: tracks, electrons, muons, jets and Emiss

T . Elec-
trons and muons are not selected in our analysis but used
in the veto. The set of quality cuts and trigger selection
required for the events is first discussed. The object defi-
nition criteria for electrons, muons and jets can be found
in Tables 9.2, 9.3 and 9.4, respectively.

9.3.1 Event Quality Cuts

A set of requirements has been applied at the event level
to reject non-collision background or to veto inactive re-
gions of the detector:

• GRL (data only): events must satisfy the GRL;

• LAr/Tile error (data only): events with noise bursts
and data integrity errors in the LAr calorimeter/Tile
corrupted are removed;

• Tile Trip (data only): events with Tile trips are re-
moved;
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• SCT error (data only): events affected by the recov-
ery procedure for single event upsets in the SCT are
removed;

• Bad jets (data and MC): non-collision background is
reduced by applying a tight cleaning on the jets. Tight
cleaning is defined as a high-purity working point for
analyses which aim to reduce as much as possible the
non-collision backgrounds, it corresponds to the loose
criteria plus an additional requirement on the ratio
between the jet charged particle fraction and the jet
energy fraction in the layer with maximum energy de-
posit [210]. In this analysis, it is found that it is suffi-
cient to only apply this cleaning to the leading jet in
the event within |η| < 2.4;

• Primary Vertex (data and MC): events must have a pri-
mary vertex (PV), selected as the one with the highest∑
p2

T of associated tracks, with at least two tracks.

Tracks

Tracks are reconstructed by clustering the raw measure-
ments from the pixel and SCT detectors, producing first
track seeds and then track candidates, evaluating a qual-
ity score for each track and extending the reconstruction
including TRT hits, as described in Section 6.1. Two dif-
ferent sets of quality criteria are available in ATLAS for
particle tracks, Loose and Tight [211]. The selection of
these quality criteria is reported in Table 9.1. Loose se-
lection is applied to all reconstructed tracks while Tight

selection is applied at the preselection level in the analy-
sis.

Electrons

Electrons are reconstructed as described in Section 6.2 and
are required to reside within |η| <2.47. At baseline level,
electrons must have pT > 4.5 GeV, satisfy the VeryLooseLLH
PID quality criteria and also satisfy the IP condition |z0 sinθ| <
0.5 mm. Signal electrons must have pT > 4.5 GeV and be
isolated with respect to other high-pT charged particles
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Loose track selection

Acceptance Track pT > 400 MeV, track |η| < 2.5

Number of silicon hits NSi ≥ 7

Number of shared modules N sh
Pix ≤ 1

Number of silicon holes Nhole
Si ≤ 2

Number of pixel holes Nhole
Pix ≤ 1

Tight track selection

Baseline Loose track selection

Number of silicon hits NSi ≥ 9 if |η| ≤ 1.65

Number of silicon hits NSi ≥ 11 if |η| > 1.65

IBL or B-Layer hit N IBL
Si +NB−Layer

Si > 0

Number of pixel holes Nhole
Pix = 0

Table 9.1: Summary of the track selection criteria available for track reconstruc-
tion.

satisfying the FCLoose isolation criteria. Moreover signal
electrons must pass MediumLLH quality criteria and also
satisfy the IP condition S(d0) < 5. The electron selection is
summarised in Table 9.2.

Muons

Muons used in this analysis must have pT > 3 GeV and
reside within |η| < 2.5. Baseline muons must pass Medium
quality requirements and also satisfy the IP condition |z0 sinθ| <
0.5 mm. Signal muons must have pT > 3 GeV, pass the
Medium quality criteria, be isolated with respect to other
high-pT charged particles, satisfying the Loose_VarRad iso-
lation criteria and additionally having S(d0) < 3 constraint
on the IP. The muon selection criteria are summarised in
Table 9.3.
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Baseline electron

Acceptance pT > 4.5 GeV, |ηclust| < 2.47

PID Quality VeryLooseLLH

Impact parameter |z0 sinθ| < 0.5 mm

Signal electron

Acceptance pT > 4.5 GeV, |ηclust| < 2.47

PID Quality MediumLLH

Isolation FCLoose

Impact parameter S(d0) < 5

Table 9.2: Summary of the electron selection criteria. The signal selection re-
quirements are applied on top of the baseline selection and after Overlap Re-
moval has been performed.

Baseline muon

Acceptance pT > 3 GeV, |η| < 2.5
PID Quality Medium

Impact parameter |z0 sinθ| < 0.5 mm

Signal muon

Acceptance pT > 3 GeV, |η| < 2.
PID Quality Medium

Isolation Loose_VarRad

Impact parameter S(d0) < 3

Table 9.3: Summary of the muon selection criteria. The signal selection require-
ments are applied on top of the baseline selection after Overlap Removal has been
performed.

Jets

This analysis uses PFlow jets reconstructed using the anti-
kT algorithm with distance parameterD = 0.4. At baseline
level these jets are required to have pT > 20 GeV and fulfill
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the pseudorapidity requirement of |η| < 4.5. To reduce the
effects of pile-up, signal jets are further required to pass
the Tight working point on the JV T [151], if their pT are
> 20 GeV range and they reside within |η| < 4.5.

The DL1r algorithm [161] identifies b-jets. A selection
that provides 85% efficiency for tagging b-jets in simu-
lated tt̄ events is used. The choice of 85% WP ensured a
stronger tt̄ and single top rejection, without a significant
loss of signal statistics. The jet selection criteria are sum-
marised in Table 9.4.

Baseline jet

Collection AntiKt4EMPFlowJets

Acceptance pT > 20 GeV, |η| <4.5

Signal jet

JVT Tight

Acceptance pT > 20 GeV, |η| < 4.5

Signal b-jet

b-tagger Algorithm DL1r

Efficiency FixedCutBEff_85

Acceptance pT > 20 GeV, |η| < 4.5

Table 9.4: Summary of the jet and b-jet selection criteria. The signal selection
requirements are applied on top of the baseline requirements after Overlap Re-
moval has been performed.

Missing transverse momentum

The Emiss
T is reconstructed using the Tight working point,

where the jets with |η| > 2.4 are required to have pT > 30 GeV.
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9.3.2 Trigger selection

Emiss
T triggers requiring the presence of Emiss

T in the final
state are adopted. Events are required to satisfy a logical
OR of the triggers listed in Table 9.5. The triggers are di-
vided by year and ordered by Emiss

T threshold at the HLT
level, which is the number appearing in the name, and
then ordered by Emiss

T threshold at the L1 level, which is
the number appearing second in some triggers, for each
group having the same Emiss

T threshold at the HLT level.
Further details can be found in [212]. The trigger selection
is chosen to give high signal efficiency at the preselection
level, where it is required Emiss

T > 200 GeV.

2015 2016 2017 2018

HLT_xe70_mht HLT_xe80_tc_lcw_L1XE50 HLT_xe90_pufit_L1XE50 HLT_xe100_pufit_xe75_L1XE60

HLT_xe90_mht_L1XE50 HLT_xe100_pufit_L1XE50 HLT_xe110_pufit_L1XE55

HLT_xe90_tc_lcw_wEFMu_L1XE50 HLT_xe100_pufit_L1XE55 HLT_xe110_pufit_L1XE60

HLT_xe90_mht_wEFMu_L1XE50 HLT_xe110_pufit_L1XE50 HLT_xe110_pufit_L1XE70

HLT_xe100_L1XE50 HLT_xe110_pufit_L1XE55 HLT_xe110_pufit_wEFMu_L1XE55

HLT_xe110_pueta_L1XE50 HLT_xe110_pufit_L1XE60 HLT_xe110_pufit_xe65_L1XE50

HLT_xe110_mht_L1XE50 HLT_xe120_pufit_L1XE50 HLT_xe110_pufit_xe65_L1XE55

HLT_xe120_tc_lcw_L1XE50 HLT_xe120_pufit_L1XE55 HLT_xe110_pufit_xe65_L1XE60

HLT_xe120_pueta HLT_xe120_pufit_L1XE60 HLT_xe110_pufit_xe70_L1XE50

HLT_xe120_pufit HLT_xe120_mht_xe80_L1XE55

HLT_xe120_mht_xe80_L1XE60

HLT_xe120_pufit_L1XE50

HLT_xe120_pufit_L1XE55

HLT_xe120_pufit_L1XE60

HLT_xe120_pufit_L1XE70

HLT_xe120_pufit_wEFMu_L1XE55

HLT_xe120_pufit_wEFMu_L1XE60

Table 9.5: Summary of the triggers used in the analysis. Further details on the
triggers are provided in Ref. [212].

9.3.3 Overlap Removal

The OR procedure is performed with baseline objects (elec-
trons, muons and jets) and follows the default prescrip-
tion.
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9.4 Preselection

Candidate events are firstly selected by applying a prese-
lection, reported in Table 9.6 and following the one sug-
gested in Ref. [209] with minor modifications that are de-
scribed below. The preselection can be divided into an
event level selection and a track level selection. The event
level selection follows the selection of ATLAS mono-jet
search [213], which employed this selection to search for
dark matter particles that recoil against a high pT jet. This
scenario is also targeted by this search with the key differ-
ence that a displaced track selection is additionally per-
formed on top of the mono-jet one to gain sensitivity for
signals exhibiting a displaced track topology and having
much smaller cross sections.

The event selection is performed by first imposing a
veto to all electrons or muons with pT > 7 GeV. This veto
is useful for reducing W → τν̄ events in which τ decays
leptonically, while a veto on the hadronic decays of the
τ has not been introduced because the identification of
such decays in ATLAS has low efficiency. Also, the veto
helps to reduce the tt̄ background and all the other back-
grounds in which a W boson decays in a lepton (typically
with high pT) and its antineutrino. Events are required to
have at least one jet, and the leading jet is required to have
pT > 250 GeV and |η| < 2.4. Then, a list of good jets which
are likely to come from the hard scatter rather than from
pile-up is created. These jets are chosen to have pT > 30
GeV and |η| < 2.6. A superior limit of 4 on high pT jets is
posed because events with many high pT jets are not ex-
pected to come from the primary collisions. In contrast
to the suggested Emiss

T > 500 GeV cut in Ref. [209], a se-
lection of Emiss

T > 200 GeV is performed here to allow the
definition of CRs in the loose Emiss

T phase space region and
because the significance improves when training the DNN
inclusively in the Emiss

T > 200 GeV region with respect to
the Emiss

T > 500 GeV, even if the phase space with 200 GeV
< Emiss

T < 500 GeV is more background-like. Finally, a
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Event level selection

Variable Selection

nleptons = 0

njets ≥ 1

Leading jet pT > 250 GeV

Leading jet |η| < 2.4

njets with jet pT > 30 GeV and |η| < 2.8 ≤ 4

Emiss
T > 200 GeV

mini |∆φ(jeti ,E
miss
T )| > 0.4

Track level selection

Baseline

1 GeV < track pT < 5 GeV

track |η| < 1.5

Tight track

track d0 < 10 mm

track |∆z0 sinθ| < 3 mm

Isolation

mini∆R(track, tracki) > 0.3

with tracki having pT > 1 GeV,

|d0| < 1.5 mm, |∆z0 sinθ| < 1.5 mm

Displacement No selection on S(d0)

Emiss
T alignment |∆φ(track,Emiss

T )| < 1

Table 9.6: Preselection cuts on the higgsino search.

cut regarding the separation of jets with the direction of
Emiss

T is applied: only events with mini |∆φ(jeti ,E
miss
T )| >

0.4, where the index i runs over all selected jets, are ac-
cepted. This cut is necessary to reduce the very high cross-
section of the multi-jet background when the energy of a



9.4. Preselection 291

jet is mismeasured and generates a fake Emiss
T aligned to

the direction of the jet.

The track level selection is performed considering all
the tracks associated to the selected events. The prese-
lection cuts can be grouped into four groups: baseline
selection, isolation selection, displacement selection and
Emiss

T alignment selection. The baseline selection is the
first applied and aims to suppress the background tracks
while keeping the number of signal tracks as high as pos-
sible. The selection 1 GeV < track pT < 5 GeV is based
on the fact that under 1 GeV the number of background
tracks increases much faster than the number of signal
tracks while the number of tracks above 5 GeV is negli-
gible. The selection of track |η| < 1.5 is performed be-
cause signal tracks correspond to heavy particles that are
produced more centrally than objects from soft interac-
tions, such as background tracks. The Tight track selec-
tion ensures a reliable track reconstruction, as described
in [211]. Baseline tracks are also required to have d0 <
10 mm and |∆z0 sinθ| < 3 mm. The cut on d0 is loose
enough to accept most signal events for the average de-
cay lengths considered in the search and eliminates poorly
measured background tracks or tracks produced by inter-
actions with the detector material. The goal of the cut on
|∆z0 sinθ| is analogous with the only difference being that
it mostly rejects tracks from pile-up vertices. However,
the track displacement is not visible in the |∆z0 sinθ| dis-
tribution as it is in the d0 distribution because the reso-
lution in z0 is much worse than the one in d0. The isola-
tion selection requires a minimum ∆R among the selected
track and any other track that has pT > 1 GeV, |d0| < 1.5
mm and |∆z0 sinθ| < 1.5 mm. In contrast to the suggested
cut S(d0) > 6 in Ref. [209], no displacement selection on
track S(d0) is performed here because the introduction
of post-training selections on this variable improves the
significance more than performing a pre-training selec-
tion and training over a subset of pre-training selected
events. In fact, the absence of a displacement selection
helps the DNN to discriminate better the backgrounds
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from the signals. Finally, the Emiss
T alignment selection,

|∆φ(track,Emiss
T )| < 1, is designed to select signal tracks

which are close to the direction of the Emiss
T and thus, be-

ing a boosted topology, in opposite direction of the lead-
ing jet.

Fig. 9.3 shows the data and MC distributions of the
most important variables of the search at the preselection
level. It is important to notice that the d0 and S(d0) distri-
butions are similar for them(χ̃0

2, χ̃
±
1 , χ̃

0
1) = (151,150.5,150)

GeV, (150.5,150.5,150) GeV, (150.7,150.35,150) GeV sig-
nal samples which have ∆m(χ̃±1 , χ̃

0
1) ≤ 0.5 GeV, but dif-

fer for the m(χ̃0
2, χ̃

±
1 , χ̃

0
1) = (151,151,150) GeV signal sam-

ple which has ∆m(χ̃±1 , χ̃
0
1) = 1 GeV. This behaviour is pre-

dicted by the following equation [214, 215],

Γ −1
χ̃±1→χ̃

0
1π
± '

14mm
~c

×
[(
∆m(χ̃±1 , χ̃

0
1)

340MeV

)3
√

1−
m2
π±

∆m(χ̃±1 , χ̃
0
1)

]−1
,

(9.1)
which relates to the ∆m(χ̃±1 , χ̃

0
1) mass splitting and es-

sentially states that the shorter the mass difference be-
tween χ̃±1 and χ̃0

1, the longer the decay length associated
to the χ̃±1 decay. Table 9.7 reports the decay lengths δ =
Γ −1

~c = τc, with τ representing the mean lifetime, for χ̃0
2

and χ̃±1 and corresponding to our signal samples.

9.5 DNN classification

9.5.1 Training setup
The signal and background MC samples are split into two
sets, the training and test sets. A classifier is trained over
the training set, and the classifier tests the testing set. The
two sets are then inverted, and the test set is used for
training a second classifier which tests the original train-
ing set. The training and test sets are split such that they
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Figure 9.3: The data and MC distributions of the most important variables at the
preselection level. Uncertainties include the statistical contributions and a 10%
flat uncertainty as a preliminary estimate of the systematic uncertainty.
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m(χ̃0
2, χ̃

±
1 , χ̃

0
1) [GeV] δ for χ̃0

2 [mm] δ for χ̃±1 [mm]

(151, 150.5, 150) 0.60 3.88

(150.5, 150.5, 150) 8.32 3.88

(150.7, 150.35, 150) 2.71 12.96

(151, 151, 150) 0.60 2.50

Table 9.7: Decay length δ = Γ −1
~c = τc corresponding to the signal samples listed

in Sec 9.2.1.

both contain half of the total MC samples, according to
the “EventNumber” being odd or even. In this way, the
entire signal and background samples get tested and we
can use the entire MC statistics for the fit, whilst always
testing over a statistically independent data sample.

The training is performed in the region with no lepton
at the preselection level, as defined in Sec. 9.6. For each
event, all the tracks satisfying the preselection cuts are
saved and passed to the training algorithm. The training
performs a binary classification between tracks from sig-
nal samples that are labelled as signal with a score value
of 1 and tracks from background samples that are labelled
as background with a score value of 0.

Due to the statistical imbalance between signal tracks
and background tracks at the preselection level, the back-
ground tracks overwhelm the signal tracks. A subset of
randomly chosen background tracks is extracted from the
initial set of all background tracks coming from the var-
ious background processes to have the same size as the
signal track set. Hence, the training is performed between
these two balanced sets. This process improves the range
of the DNN output score of the test set, which otherwise
would be too compressed towards 0 values (background
tracks), without reducing the signal statistical significance.

9.5.2 Signal samples

Concerning the signal samples used for the training, dif-
ferent training strategies were tested. Depending on the
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mass splitting ∆m(χ̃0
2/χ̃
±
1 , χ̃

0
1), the lifetime of the produced

particles is different and consequently the decay length
reconstructed in the detector. Differences in the decay
length translate into differences in track d0 and S(d0) in-
put features, and so dedicated trainings are adopted to
tackle such differences. Two different training strategies
are used:

• A training combiningm(χ̃0
2, χ̃

±
1 , χ̃

0
1) = (151,150.5,150)

GeV, (150.5,150.5,150) GeV, (150.7,150.35,150) GeV
signal samples which have longer decay lengths.

• A training using m(χ̃0
2, χ̃

±
1 , χ̃

0
1) = (151,151,150) GeV

signal sample which has a shorter decay length.

9.5.3 Input features

Different variables are considered as input features, both
at the event level and at the track level.

A key consideration is that the DNN output score has to
be not correlated with the Emiss

T to use these two variables
as the independent variables to estimate the main back-
grounds via the ABCD method. For this reason, some vari-
ables cannot be included in the training because adding
them would correlate the DNN output score to the Emiss

T .
This explains the choice of our variables, which are almost
all track variables, apart from |∆φ(jet,Emiss

T )| which is an
angular variable and does not provide correlation. Vari-
ables such as Emiss

T , Emiss
T significance and the leading jet

pT, which were used in the chargino analysis, are absent in
the training as they would have correlated the DNN out-
put score to the Emiss

T . After training, the correlation be-
tween these two variables has been studied and the DNN
output score has been confirmed to be independent from
the Emiss

T .
The performance when each variable is removed and

the DNN retrained is assessed. A variable that, when re-
moved, resulted in an increase of performance is removed
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and this process is repeated until no gain in performance
is gained by removing any of the variables.

The best variable set is found to be: |∆φ(jet,Emiss
T )|, track

pT, track d0, track S(d0), track |∆z0 sinθ| and |∆φ(track,Emiss
T )|.

Fig. 9.4 shows the significance when each feature is re-
moved and the DNN retrained, with the significance esti-
mated as an average of the significance values of the four
signals.

0.0 0.1 0.2 0.3 0.4 0.5

Significance

baseline

|∆φ(jet, Emiss
T )|

Track pT

Track d0

Track S(d0)

Track |∆z0 sin θ|

Track |∆φ(track, Emiss
T )|

F
ea

tu
re

Figure 9.4: The significance estimated as an average of the significance values of
the four signal samples when removing each variable and retraining the classifier.
The blue vertical line indicates our current significance.

Track d0 and track S(d0) are the most important ones, as
we would expect from the fact that our signals tend to sta-
tistically have larger displacements than the backgrounds.
|∆φ(jet,Emiss

T )| is also found to have a sizeable impact if re-
moved, signalling that it is one of the most beneficial for
the training. Furthermore, we cannot gain any significant
sensitivity by reducing this set of variables trained over
while training with the extra variables showed no increase
in sensitivity.

9.5.4 Network structure

The structure of the DNN is shown in Fig. 9.5.
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Figure 9.5: Internal structure of the DNN, with a flatten layer receiving input fea-
tures, 3 fully connected hidden layers and a final output neuron which provides
the DNN output score.

It is a Sequential algorithm, a kind of feedforward neu-
ral network with fully connected layers, developed using
the Tensorflow [216] and Keras [157] packages. The input
features are passed to a flatten layer which is connected
to the subsequent fully connected layers (or dense layers).
A DNN has more than one dense layer by definition and,
in our case, 3 hidden layers are used, a choice that guar-
antees good performance after training without overtrain-
ing. Each hidden layer is composed of 100 fully connected
layers, activated by the Rectified Linear Unit (ReLU) func-
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tion and using a 20% of dropout. For a given input z,
ReLu is defined as ReLu = max(0, z). Being continuous
and a simple function to compute, ReLu has become the
default choice when using the gradient descent algorithm,
but unfortunately not differentiable at z = 0. Dropout, in-
stead, efficiently avoids overtraining: for every training
step, every neuron (including the input neurons and ex-
cluding the output one) has a probability of being tem-
porarily dropped out, i.e. completely ignored by the other
neurons. This probability, referred to as dropout rate, is a
hyperparameter that is usually selected between 10% and
50%.

Batch Normalization is added to each layer to reduce
the risk of vanishing/exploding gradients in the gradient
descent method and simplify the success of the training.
Batch Normalization is usually applied near the activa-
tion function of each hidden layer, centering to zero and
normalizing with a gaussian function for each input func-
tion. Then, it scales and shifts the results using two hy-
perparameters per layer, imposed by the user. In other
words, Batch Normalization lets the model learn the op-
timal scale for each of the layer inputs using their mean
values. Even if this method adds some complexity to the
model, because the DNN makes slower predictions due to
extra computations required at each layer, it can be con-
sidered as a fundamental element of the inner structure
because is very efficient and reduce the need for other
regularization techniques. The Adam optimizer [159] is
implemented to obtain better performance of the DNN.
Adam stands for adaptive moment estimation, and can be
thought as an improved gradient descent method: it keeps
track of an exponentially decaying average of past gradi-
ents and combines them according to a learning rate fixed
by the user. A fully connected neuron activated by the sig-
moid function provides the prediction of the DNN output
score for each track.

9.5.5 ROC curve
The ROC curve for the DNN training is shown in Fig. 9.6.

The different curves show the performance as evalu-
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Figure 9.6: The ROC curve for the DNN with the AUC values included in the
legend.

ated for the test set A (selected with even EventNumbers),
for the test set B (selected with odd EventNumbers) and
for the whole test set (A+B). The three curves agree well
as there are no significant differences between the three
trainings, which might be instead caused by limited statis-
tics of the training set after being split into two halves.
The combined AUC value is 0.838.

9.5.6 SHAP values

The SHAP values for the DNN training are shown in Fig. 9.7.
The x-axis indicates the SHAP value, e.g. the impact

on the model output. Higher SHAP values mean more
signal-like for the event while lower SHAP values mean
more background-like for the event. Each dot on the plot
corresponds to one track, and its colour (on the scale blue
to red) indicates the value of the corresponding variable
the SHAP value is calculated for, labelled on the y-axis.
As we can see, low |∆φ(jet,Emiss

T )| values are only associ-
ated to background-like events, while signal-like events
have higher angular separation between the jet and Emiss

T .
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Figure 9.7: The SHAP values for the DNN output score. Points to the right are
more signal-like and to the left are more background-like. The colour of the point
indicated the value of the corresponding variable.

Conversely, low |∆φ(track,Emiss
T )| values are associated to

signal-like tracks, while background-like tracks have higher
angular separation with respect to Emiss

T direction. Dis-
placed tracks having large track d0 and S(d0) are classified
as signal ones, as we would expect. Instead, both low and
high values of track pT and |∆z0 sinθ| features is attributed
to signal-like tracks by the classifier. We can also notice
that |∆φ(jet,Emiss

T )| can have a large impact in recognizing
tracks as associated to background processes, as well as
track d0 and S(d0) have a sizeable impact in recognizing
tracks as associated to supersymmetric signal processes.

9.5.7 Correlations

The correlation values computed as Pearson correlation
coefficients for the Emiss

T , for the set of input features and
for the DNN output score are shown in Fig. 9.8.

The Pearson correlation coefficient is defined as the ra-
tio between the covariance of two variables and the prod-
uct of their standard deviations. It can assume a value
between −1 and 1, with −1 indicating anti-correlation be-
tween the two variables, 1 indicating correlation between
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Figure 9.8: The correlation values computed as Pearson correlation coefficients
for different variables. The colour of each box corresponds to the axis on the
right.

the two variables and 0 no correlation or anti-correlation.
As we can see, track d0 and S(d0) are highly correlated, as
we would expect from the fact that track S(d0) is obtained
from track d0 by additionally considering its associated
uncertainties. No other relevant correlations can be found
among the set of input features. Interestingly, the DNN
output score is highly correlated to the |∆φ(jet,Emiss

T )|. Co-
herently with what we have learned from the plot of the
SHAP values, high DNN output score values tend to be as-
sociated to events with high |∆φ(jet,Emiss

T )| values. A mod-
erate level of correlation is also found between the DNN
output score and the d0 and S(d0) variables. Remarkably,
Emiss

T is uncorrelated with the DNN output score or any
other input features.
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9.5.8 DNN output score
The DNN output score at the preselection level for the sig-
nal and the background samples is shown in Fig. 9.9. The
plot on the top refers to the training combiningm(χ̃0

2, χ̃
±
1 , χ̃

0
1) =

(151,150.5,150) GeV, (150.5,150.5,150) GeV, (150.7,150.35,150)
GeV signal samples that have longer decay lengths. The
m(χ̃0

2, χ̃
±
1 , χ̃

0
1) = (151,151,150) GeV signal sample is only

tested here, but not trained over. The plot on the bottom
refers to the training using m(χ̃0

2, χ̃
±
1 , χ̃

0
1) = (151,151,150)

GeV signal sample that has a shorter decay length. The
dedicated training using onlym(χ̃0

2, χ̃
±
1 , χ̃

0
1) = (151,151,150)

GeV is found to give better performance than a training
combining all of the four signal samples, or using the three
signal samples that have longer decay lengths for train-
ing and using this signal sample for evaluating the perfor-
mance. In general, it is very hard to separate the signals
from the backgrounds, especially for the m(χ̃0

2, χ̃
±
1 , χ̃

0
1) =

(151,151,150) signal sample which has a S(d0) distribu-
tion more background-like than the other signal samples.

As it is possible to see, we gain signal sensitivity at higher
DNN output scores, where the DNN has identified the
events to be more signal-like.

9.6 SR definition

The definition of the SR proceeds by first applying two
baseline cuts, then cuts on Emiss

T GeV and DNN output
score.

9.6.1 Baseline cuts
Considering the significance as a function of the track pT
distribution, we can apply a more stringent cut of track
pT > 1.5 GeV, this way reducing the tracks as coming from
pile-up and decays of secondary particles. Similarly, a
more stringent cut of |∆φ(track,Emiss

T )| < 0.5 is applied,
making the signal tracks more likely to come from the de-
cays of supersymmetric particles.
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Figure 9.9: The DNN output score for the signal and the background samples, for
the training combining m(χ̃0

2, χ̃
±
1 , χ̃

0
1) = (151,150.5,150) GeV, (150.5,150.5,150)

GeV, (150.7,150.35,150) GeV signal samples (top) and for the training using
m(χ̃0

2, χ̃
±
1 , χ̃

0
1) = (151,151,150) GeV signal sample (bottom). Uncertainties in-

clude the statistical contributions and a 10% flat uncertainty as a preliminary
estimate of the systematic uncertainty.

9.6.2 MET and DNN output score cuts
The SR is defined by applying two additional cuts with
respect to the baseline cuts. The two cuts are Emiss

T > 600
GeV and DNN output score > 0.9. These two cuts are de-
signed to maximise the signal significance of the search
for the three benchmark signals with a longer decay length.
For the benchmark signal with a smaller decay length, the
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SR is selected with Emiss
T > 600 GeV and DNN output score

> 0.85, where the DNN output score refers to its dedicated
training.

The significance in the SR is compared to the signifi-
cance we could obtain by using the track S(d0) instead of
the DNN output score following a cut&count approach.
The usage of the Emiss

T > 600 and track S(d0) variables was
proposed by [209]. An alternative SR following this ap-
proach, SR-cut&count, is defined by applying Emiss

T > 600
GeV and track S(d0) > 30 for the three benchmark signals
with longer decay length, and Emiss

T > 600 GeV and track
6 < S(d0) < 30 for the benchmark signal with a smaller de-
cay length. A comparison between the significance values
when using the DNN instead of the cut&count approach
is reported in Table 9.8. The cut on the DNN output score
defining the SR is found to give a higher significance than
the cut on track S(d0). This is expected from the fact that
the DNN output score contains more information than the
track S(d0) alone, therefore, the DNN can better discrimi-
nate the signal from the backgrounds.

m(χ̃0
2, χ̃

±
1 , χ̃

0
1) [GeV] Z for SR-DNN Z for SR-cut&count

(151,150.5,150) 3.92 3.57

(150.5,150.5,150) 3.94 3.75

(150.7,150.35,150) 2.01 1.87

(151,151,150) 1.76 1.73

Table 9.8: Comparison of the estimated significance values for the SR, selected
using the DNN output score or track S(d0). Uncertainties include the statistical
contributions and a 10% flat uncertainty as a preliminary estimate of the system-
atic uncertainty.
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9.7 Background estimation

The main backgrounds of the search, Z(νν)+jets andW (`ν)+jets,
are generally hard to reconstruct at the LHC due to the
presence of invisible particles in the final states. Instead
of relying on a single CR, one can estimate the background
contributions by comparing the MC predictions to data in
a set of specific CRs, all in a phase space close to the SR
and normalize to data the MC predictions in the SR. This
strategy, called the ABCD method, consists in the defini-
tion of a two-dimensional plane generated by two uncor-
related variables and divided into four regions: a SR to
collect most of the signal events, and three CRs which,
ideally, shall be rich in events produced from the back-
ground processes that we are trying to estimate with the
method. The goal of the ABCD method is to produce a
prediction for the number of non-signal events in the SRs,
starting from the measurements of the background rates
in CRs.

9.7.1 Control Regions

The ABCD plane is constructed considering the uncor-
related Emiss

T and DNN output score variables, as shown
Fig. 9.10. The cuts on Emiss

T and DNN output score vari-
ables define a SR, called SR-A, and three CRs, called CR-B,
CR-C and CR-D. In Fig. 9.10, the cuts refer to the strategy
for the three signal benchmark samples having longer de-
cay lengths.

Due to the different shapes of the DNN output score
between the training using signal samples with longer de-
cay lengths and the training using a signal sample with a
shorter decay length, two different analysis selections are
adopted. The cuts defining the two strategies are similar,
the difference is in the DNN output selection which has
been modified for the training using a signal sample with
a shorter decay length to improve the significance and the
statistics in SR-A. The cuts are reported in Table 9.9.

These cuts have been chosen in order to minimise the
signal contamination in the three CRs while keeping them
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Figure 9.10: The ABCD background estimation strategy. The Emiss
T and DNN out-

put score cuts refer to the selections for the signals having longer decay lengths.

Longer decay length

Region Emiss
T [GeV] DNN output score

SR-A > 600 > 0.9

CR-B ∈ [300, 400] > 0.9

CR-C ∈ [300, 400] ∈ [0.85, 0.9]

CR-D > 600 ∈ [0.85, 0.9]

Shorter decay length

Region Emiss
T [GeV] DNN output score

SR-A* > 600 > 0.85

CR-B* ∈ [300, 400] > 0.85

CR-C* ∈ [300, 400] ∈ [0.8, 0.85]

CR-D* > 600 ∈ [0.8, 0.85]

Table 9.9: Definition of the analysis regions for the two different strategies, the
one training over signal samples with longer decay lengths and the one training
over a signal sample with a shorter decay length.

as close as possible to the SRs. The estimated backgrounds
via ABCD are the Z(νν)+jets andW (eν)+jets, W (µν)+jets,
W (τν)+jets simultaneously. It is possible to estimate the
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background composition in SR-A, NA
bkg, as

NA
bkg =

NB
bkg ·N

D
bkg

NC
bkg

, (9.2)

assuming that the two variables used for defining the anal-
ysis regions are not correlated. The fit evolves by normal-
ising MC predicted events in CRs to data, so that for each
CR there is a scale factor µ applied to the backgrounds
we want to estimate, with µCR = NCR

bkg−postfit/N
CR
bkg−prefit.

Therefore, Eq. (9.2) can be rewritten in terms of the scale
factors, with the scale factor to be applied in SR-A, µA,
estimated as

µA =
µB ·µD

µC . (9.3)

The expected track yields in the CRs and the SR for the
strategy based on signals with longer decay lengths are
shown in Table 9.10. The number of observed tracks in
SR-A is not reported as the analysis is currently blinded.
The scale factors estimated for the CRs and for the SR are
reported in Table 9.11. Uncertainties include the statis-
tical contributions and a 10% flat uncertainty as a pre-
liminary estimate of the systematic uncertainty. To em-
ulate the effects of real systematic uncertainties, the flat
systematic uncertainty is implemented as two 7% system-
atic variations summed in quadrature, one correlated and
one uncorrelated across the analysis regions (of type his-
toSysy and overallSys as described in Sec. 7.2.2). Fig. 9.11,
Fig. 9.12 and Fig. 9.13 show the post-fit data and MC dis-
tributions of the variables used in the search in CR-B, CR-
C and CR-D, respectively. The shapes of the kinematic dis-
tributions are well reproduced by the simulation in each
CR.

The expected track yields in the CRs and in the SR for
the strategy based on the signal with a smaller decay length
are shown in Table 9.12. The resulting scale factors are re-
ported in Table 9.13. The post-fit data and MC track yields
in the CRs agree well.
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Figure 9.11: The data and MC distributions of the variables used in the search
in CR-B. Uncertainties include the statistical contributions and a 10% flat uncer-
tainty as a preliminary estimate of the systematic uncertainty.
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Figure 9.12: The data and MC distributions of the variables used in the search
in CR-C. Uncertainties include the statistical contributions and a 10% flat uncer-
tainty as a preliminary estimate of the systematic uncertainty.
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Figure 9.13: The data and MC distributions of the variables used in the search
in CR-D. Uncertainties include the statistical contributions and a 10% flat uncer-
tainty as a preliminary estimate of the systematic uncertainty.
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Regions SR-A CR-B CR-C CR-D

Observed tracks – 2181 16838 768

Fitted backgrounds 92± 6 2181± 47 16838± 130 768± 28

Fitted tt̄ 0.85± 0.10 19± 2 132± 14 5.4± 0.6

Fitted W (eν)+jets 2.43± 0.15 81.5± 1.8 727± 6 22.6± 0.8

Fitted W (µν)+jets 2.61± 0.17 102± 2 821± 7 18.6± 0.7

Fitted W (τν)+jets 20.0± 1.3 633± 14 3975± 33 138± 5

Fitted Z(νν)+jets 64± 4 1316± 29 10982± 91 566± 21

Fitted Z(ττ)+jets 0.11± 0.01 7.1± 0.8 24± 2 0.54± 0.06

Fitted VV events 1.56± 0.18 22± 2 177± 18 16.4± 1.8

Simulated W (eν)+jets 1.51± 0.16 51± 5 494± 49 15.2± 1.5

Simulated W (µν)+jets 1.62± 0.17 64± 6 558± 55 12.5± 1.2

Simulated W (τν)+jets 12.4± 1.3 396± 40 2701± 268 94± 9

Simulated Z(νν)+jets 40± 4 823± 82 7464± 740 381± 38

Table 9.10: Observed track yields and predicted background track yields in the
regions defined in the ABCD method for the strategy based on signals with longer
decay lengths. For backgrounds with a normalisation extracted from the likeli-
hood fit in the CRs, the yield expected from the simulation before the likelihood
fit is also shown. The uncertainties include both statistical and preliminary sys-
tematic contributions.

Scale factor Estimated value

µB 1.59± 0.16

µC 1.47± 0.15

µD 1.48± 0.16

µA 1.60± 0.29

Table 9.11: Scale factors estimated from the ABCD method in a background-only
fit for the strategy based on signals with longer decay lengths.
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Regions SR-A* CR-B* CR-C* CR-D*

Observed tracks – 1766 50593 2319

Fitted backgrounds 59± 4 1766± 42 50593± 225 2319± 48

Fitted tt̄ 0.88± 0.10 24.8± 2.7 399± 42 13.2± 1.4

Fitted W (eν)+jets 2.03± 0.14 66.9± 1.6 2251± 11 64.1± 1.4

Fitted W (µν)+jets 1.18± 0.08 59.7± 1.5 2603± 14 54.5± 1.2

Fitted W (τν)+jets 21.5± 1.4 721± 18 10762± 57 393± 9

Fitted Z(νν)+jets 31.7± 2.1 867± 21 33930± 178 1714± 38

Fitted Z(ττ)+jets 0.16± 0.02 8.5± 0.9 60± 6 1.38± 0.15

Fitted VV events 1.47± 0.17 18.4± 2.0 588± 63 79± 8

Simulated W (eν)+jets 1.41± 0.16 46± 5 1601± 159 46± 4

Simulated W (µν)+jets 0.82± 0.09 41± 4 1851± 183 39± 4

Simulated W (τν)+jets 14.9± 1.7 491± 49 7655± 759 284± 28

Simulated Z(νν)+jets 21.9± 2.5 590± 59 24134± 2392 1241± 124

Table 9.12: Observed track yields and predicted background track yields in the
regions defined in the ABCD method for the strategy based on the signal with a
smaller decay length. For backgrounds with a normalisation extracted from the
likelihood fit in the CRs, the yield expected from the simulation before the likeli-
hood fit is also shown. The uncertainties include both statistical and preliminary
systematic contributions.

Scale factor Estimated value

µB∗ 1.46± 0.16

µC∗ 1.40± 0.14

µD∗ 1.38± 0.15

µA∗ 1.44± 0.26

Table 9.13: Scale factors estimated from the ABCD method in a background-only
fit for the strategy based on the signal with a smaller decay length.



9.7. Background estimation 313

9.7.2 Validation Regions
VRs are introduced to check the modelling of the most
relevant distributions in regions between the CRs and the
SR. Due to the different shapes of the DNN output score
between the two trainings, 2 different VRs are defined.
They are denoted as VR and VR*, targeting signals with
longer and shorter decay lengths, respectively. They both
are defined in the 400 < Emiss

T < 600 GeV range, as shown
in Fig. 9.10, with the difference that VR is defined using
DNN output score > 0.85 while VR* is defined using DNN
output score > 0.8. The post-fit data and MC distribu-
tions of the variables used in the search in VR and VR* are
shown in Fig. 9.14 and Fig. 9.15, respectively. The num-
ber of observed tracks and the predicted track yields of
each SM process in each VR are reported in Table 9.14.
The scale factor µA reported in Table 9.11 is applied in VR
while the scale factor µA∗ reported in Table 9.13 is applied
in VR*. The shapes of the data and MC distributions agree
well within the uncertainties.

Regions VR VR*

Observed tracks 4341 18498

Fitted backgrounds 4506± 214 19074± 728

Fitted tt̄ 33± 4 184± 20

Fitted W (eν)+jets 168± 8 701± 28

Fitted W (µν)+jets 144± 7 623± 25

Fitted W (τν)+jets 968± 47 3822± 152

Fitted Z(νν)+jets 3125± 152 13377± 530

Fitted Z(ττ)+jets 5.0± 0.5 17.5± 1.8

Fitted VV events 63± 7 349± 37

Simulated W (eν)+jets 105± 10 485± 41

Simulated W (µν)+jets 89± 9 431± 37

Simulated W (τν)+jets 601± 60 2646± 224

Simulated Z(νν)+jets 1939± 193 9263± 698

Table 9.14: Observed track yields and predicted background track in the VRs
defined in the ABCD method. For backgrounds with a normalisation extracted
from the likelihood fit in the CRs, the yield expected from the simulation before
the likelihood fit is also shown. The uncertainties include both statistical and
preliminary systematic contributions.
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Figure 9.14: The data and MC distributions of the variables used in the search in
VR. Uncertainties include the statistical contributions and a 10% flat uncertainty
as a preliminary estimate of the systematic uncertainty.
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Figure 9.15: The data and MC distributions of the variables used in the search
in VR*. Uncertainties include the statistical contributions and a 10% flat uncer-
tainty as a preliminary estimate of the systematic uncertainty.
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9.8 Results

The results are interpreted in the context of the higgsino
simplified model shown in Fig. 9.1. The DNN distribu-
tions at the post-fit level in the blinded SRs defined in Ta-
ble 9.9 are shown in Fig. 9.16 and in Fig. 9.17 for SR-A and
SR-A*, respectively.
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Figure 9.16: The signal and background distributions of the DNN output score
in SR-A. A preliminary estimate of the systematic uncertainty is shown.
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Figure 9.17: The signal and background distributions of the DNN output score
in SR-A*. A preliminary estimate of the systematic uncertainty is shown.
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The SRs are defined by considering the maximum of
the DNN output score significance and allow to have good
sensitivity to test different hypotheses of higgsino masses
around 150 GeV. A tighter selection on the DNN output
score to define the SRs would only reduce the signal statis-
tics without yielding a substantial increment of the signif-
icance because, as can be seen on the bottom panel of these
plots in the SRs, the cut right significances do not signif-
icantly increase as a function of the DNN output score.
Moreover, the advantage of using a dedicated training for
the m(χ̃0

2, χ̃
±
1 , χ̃

0
1) = (151,151,150) GeV signal sample can

be understood by comparing the cut right significance for
this signal sample in Fig.9.17, where it is trained over
alone and tested, to Fig.9.16, where it only gets tested with
a classifier trained over the other signal samples.

Preliminary results for the higgsino search are reported
as exclusion limits at 95% CL on the masses of the higgsi-
nos using the CLs prescription as described in Section 7.2.1.
CLs values obtained from a blinded exclusion fit in the
SR are used to determine the expected sensitivity of the
search. The regions are setup in the fit following the def-
initions in Table 9.9 and the two scenarios are considered
according to the masses of the signal samples. A com-
parison between CLs values obtained from the strategy
described using the DNN and the cut&count strategy is
provided in Table 9.15.

m(χ̃0
2, χ̃

±
1 , χ̃

0
1) [GeV] CLs using the DNN CLs with cut&count

(151,150.5,150) 0.006 0.016

(150.5,150.5,150) 0.005 0.007

(150.7,150.35,150) 0.19 0.21

(151,151,150) 0.24 0.44

Table 9.15: Comparison of the estimated CLs values obtained from a blinded
exclusion fit in the SR-A defined using the DNN output score or the cut&count
procedure. Uncertainties include the statistical contributions and a 10% flat un-
certainty as a preliminary estimate of the systematic uncertainty.
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Again, we can see the advantages of using a DNN in-
stead of the cut&count approach as the CLs values are
smaller using the DNN. From the table, onlym(χ̃0

2, χ̃
±
1 , χ̃

0
1) =

(151,150.5,150) GeV and (150.5,150.5,150) GeV signal sam-
ples are expected to be excluded. However, introducing a
shape fit should allow to easily exclude also them(χ̃0

2, χ̃
±
1 , χ̃

0
1) =

(150.7,150.35,150) GeV signal sample. Them(χ̃0
2, χ̃

±
1 , χ̃

0
1) =

(151,151,150) GeV signal sample is not expected to be ex-
cluded, due to its low significance and the difficulty of dis-
criminating it from the backgrounds.

The expected exclusion limits at 95% CL on the masses
of the higgsinos achieved by this search are shown in Fig. 9.18.
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Figure 9.18: Exclusion limits on SUSY simplified models for higgsino produc-
tion with the addition of the orange shaded band corresponding to the expected
exclusion limit achieved by this search. All limits are computed at 95% CL.

They are obtained by considering different mass hypothe-
ses for the higgsino candidates, all having different cross-
sections according to the χ̃0

2, χ̃
±
1 masses but the same kine-
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matics of the benchmark points for the corresponding mass
splitting ∆m(χ̃±1 , χ̃

0
1).

Higgsino masses up to 175 GeV are expected to be ex-
cluded at 95% CL in the case of a mass splitting between
chargino and neutralino of about 0.5 GeV, for bothm(χ̃0

2) =
m(χ̃±1 ) and m(χ̃±1 ) = m(χ̃0

2) scenarios. The expected limits
supersede the previous ATLAS observed limits and cover
the gap between the multi-lepton search and the disap-
pearing track search, in particularly interesting regions
where the higgsino model with masses around the elec-
troweak scale is theoretically well-motivated.

These results show that the analysis has the sensitivity
to exclude different signal hypotheses for higgsino masses
around 150 GeV if no excess is observed in data. At the
lower mass of 100 GeV, the larger signal cross-section al-
lows to achieve significance values larger than 5, corre-
sponding to the conventional discovery sensitivity, for mass
splittings of 0.35 and 0.5 GeV. All these signal hypothe-
ses have not been probed by any existing analysis of LHC
data.



320 Chapter 9 Compressed higgsino search



Conclusions

In this thesis, two supersymmetric analyses were presented.

The chargino analysis searched for the production of a
pair of charginos, each decaying into a neutralino via the
emission of a W boson, and targeted a phase space with
compressed mass splittings between the chargino and the
neutralino. Such a signal, having a relatively low produc-
tion cross section and being very similar to the WW back-
ground, is very challenging to search for and has evaded
all searches at the LHC. The new search presented here
considered a final state with two leptons from the W bo-
son decays, missing transverse momentum and no hadronic
activity. Advanced machine learning techniques were adopted
to enhance the supersymmetric signal from the backgrounds
and to achieve an unprecedented sensitivity. Results ob-
tained with 139 fb−1 of proton-proton collision data using
the ATLAS detector at a centre-of-mass energy of 13 TeV
were reported. Chargino masses up to about 140 GeV are
excluded at 95% CL in the case of a mass splitting between
chargino and neutralino down to about 100 GeV. The re-
sults supersede the previous ATLAS results in particularly
interesting regions where the difference in mass between
the chargino and neutralino is close to the mass of the W
boson and the chargino pair production could have hid-
den behind the looking-alike WW background.

The higgsino analysis searched for the production of
pairs of charginos decaying into pions and neutralinos.
The charginos and neutralinos have small mass splittings
in the targeted scenario, thus pions leave mildly displaced
tracks in the detector a few millimetres away from the
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production vertex. The experimental signature is one jet,
missing transverse momentum, and a low momentum charged
track with an origin displaced from the collision point, the
last element being the first time it is used in a search of
this kind at a hadron collider. Sensitivity estimates rela-
tive to 139 fb−1 of proton-proton collision data using the
ATLAS detector at a centre-of-mass energy of 13 TeV were
reported. The results show that the analysis has the sen-
sitivity to exclude different signal hypotheses for higgsino
masses around 150 GeV if no excess is observed in data.
For lower masses, the larger signal cross-section allows to
achieve higher significance values for different mass split-
ting scenarios. All these signal hypotheses have not been
probed by any existing analysis of LHC data.

In addition to the two analyses, the work carried out at
CERN as a Doctoral Student during the last year of my
PhD was presented. This work involved the assembly and
quality control of pixel modules for the ATLAS Phase-II
upgrade during which time the experiment aims to accu-
mulate a total dataset of 4000 fb−1 with a peak instanta-
neous luminosity of 7.5×1034 cm−2s−1. CERN is one of the
assembly centres of pixel modules for the barrel layers of
the Phase-II Inner Tracker, ITk, with several key activi-
ties conducted to ensure sustained and reliable produc-
tion rate of hybrid pixel modules. As part of the ATLAS
pixel module team at CERN, I contributed to the activities
carried out in the laboratory, taking part in the assembly
of the pixel modules and in their quality control through
visual inspection, metrology and electrical tests, follow-
ing and developing new guidelines.
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