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ABSTRACT

Context. The detection of B-modes in the CMB polarization pattern is a major issue in modern cosmology and must therefore be
handled with analytical methods that produce reliable results. We describe a method that uses the frequency dependency of the
QUBIC synthesized beam to perform component separation at the map-making stage, to obtain more precise results.
Aims. We aim to demonstrate the feasibility of component separation during the map-making stage in time domain space. This new
technique leads to a more accurate description of the data and reduces the biases in cosmological analysis.
Methods. The method uses a library for highly parallel computation which facilitates the programming and permits the description
of experiments as easily manipulated operators. These operators can be combined to obtain a joint analysis using several experiments
leading to maximized precision.
Results. The results show that the method works well and permits end-to-end analysis for the CMB experiments, and in particular, for
QUBIC. The method includes astrophysical foregrounds, and also systematic effects like gain variation in the detectors. We developed
a software pipeline that produces uncertainties on tensor-to-scalar ratio at the level of σ(r) ∼ 0.023 using only QUBIC simulated data.

Key words. cosmic microwave background – inflation – ISM – data analysis

1. Introduction

The cosmic microwave background (CMB) is one of the most
important probes for understanding the primordial universe in
modern cosmology. The COBE mission (Fixsen et al. 1996;
Smoot 1999) measured the black body nature and the intrinsic
temperature anisotropies of the CMB establishing the Cold Dark
Matter (CDM) model. Cosmology entered into the precision era
with ground-based, balloon-borne, and satellite CMB experi-
ments, such as Boomerang (Masi et al. 2002), ACTPol (Thorn-
ton et al. 2016), WMAP (Bennett et al. 2013) and Planck

(Aghanim et al. 2020) that established the ΛCDM model, en-
hancing the precision of temperature anisotropies down to the
cosmic-variance level throughout a wide multipole range.

Valuable information is not only encoded in the CMB tem-
perature anisotropies but also in its polarization fluctuations.
Current and planned CMB experiments aim at detecting primor-
dial fluctuations by measuring the maps of the Stokes parame-
ters I for intensity and Q & U for polarization. The Q & U maps
do not allow a suitable description of the primordial fluctuations
in terms of their scalar, vector, and tensor nature. It is, there-

Article number, page 1 of 15

ar
X

iv
:2

40
9.

18
71

4v
1 

 [
as

tr
o-

ph
.C

O
] 

 2
7 

Se
p 

20
24



A&A proofs: manuscript no. aanda

fore, necessary to switch from Q/U to the well-known E and B
modes, which describe the radial and rotational components of
the polarization patterns respectively (Zaldarriaga 2001). In this
context, primordial tensor fluctuations (primordial gravitational
waves) produce B-modes at large angular scales (>0.5°), while
scalar fluctuations do not produce B-modes. However, nonlin-
ear effects that induce B-modes must also be considered. The
most significant of these is weak lensing, which converts pri-
mordial E-modes into B-modes and peaks at intermediate and
small scales. On the large angular scales, Galactic foreground
contamination peaks at large angular scales.

The detection of primordial B-modes, present at large an-
gular scales, would be indirect evidence for primordial gravi-
tational waves and therefore a key observation in favor of the
inflationary period. While a large number of experiments are
currently working to measure the primordial B-modes, a pos-
itive detection remains elusive. The most stringent constraint
on the tensor-to-scalar ratio is due to BICEP/Keck combining
its data with WMAP and Planck, namely r < 0.032 with 95%
confidence (Tristram et al. 2022) using cross-spectrum analysis
through multi-components theory.

One of the most important issues in measuring the polariza-
tion signal of the CMB, and particularly the B-mode, for any
experiment, is the ability to perform astrophysical component
separation leaving as little separation residuals as possible. The
observations of the CMB are naturally contaminated by fore-
ground emissions for both temperature and polarization. Ther-
mal dust and synchrotron emission are the main ones, respec-
tively at high and low frequencies. Based on multi-frequency
observation, component separation aims at cleaning the CMB
maps from these foregrounds and is mandatory to extract un-
biased CMB information within frequency maps describing the
spectral energy distribution (SED) of the data. The faint signal
related to the CMB polarization B-modes is entirely dominated
by foregrounds. Therefore an accurate description of the fore-
ground emission and its frequency dependence are required to
constrain (or detect) the B-modes.

All ongoing experiments aiming at probing the primordial
Universe through the CMB polarization B-modes put a signifi-
cant emphasis on mitigating foreground contamination. This is
done in an original manner with the Q & U Bolometric Inter-
ferometer for Cosmology (QUBIC) which uses the technology
of bolometric interferometry which combines the sensitivity of
bolometers and the control of interferometric systematics (see
Hamilton et al. (2022); Mousset et al. (2020); Torchinsky et al.
(2020) while the instrument is described in Piat et al. (2021);
Masi et al. (2020); D’Alessandro et al. (2020); Cavaliere et al.
(2020); O’Sullivan et al. (2020) for a series of articles describ-
ing QUBIC instrumentation and scientific forecasts). Its inter-
ferometric nature gives it a special synthesized beam that is
highly frequency-dependent, resulting in the ability to recover
frequency-dependent information directly encoded in the full-
bandwidth temporal data.

In this article, we maximally exploit this feature, presenting
a method that combines map-making and component separation
all at once from Time-Ordered-Data (TOD). This method allows
reconstruction of the CMB polarization from the TODs directly
without using frequency maps. The method has been constructed
to produce the estimation of the astrophysical foreground using a
mixing matrix as well as some systematic parameters such as the
detector gains, similar to the method Commander3 (Galloway,
M. et al. 2023).

Section 2 is a summary of the spectral-imaging feature pro-
vided by Bolometric Interferometry. We present in Section 3 the

simulations used for the reconstruction of the component maps.
Sections 4 and 5 are devoted to defining the instrumental sys-
tematics parameters and the astrophysical components we recon-
struct. Finally, section 6 presents the main results achieved with
this innovative technique.

2. Data acquisition and analysis with Bolometric
Interferometry

This work is a companion article to Chanial et al. (2024), here-
after Frequency Map-Making (FMM), which describes the abil-
ity of Bolometric Interferometry (BI) to reconstruct sub-bands
within the bandwidth of the instrument. Instead of reconstruct-
ing frequency maps, we aim here to directly perform component
separation in the time domain. In this section, we will revisit the
hypotheses and formalism described in FMM to apply them to
joint map-making and astrophysical component separation.

2.1. QUBIC synthesized beam

The special characteristic of a Bolometric Interferometer such
as QUBIC, the horn array, determines the shape of the synthe-
sized beam. It is a superposition of interferometry fringe pat-
terns, with fringe distance inversely proportional to frequency,
exactly as in Young’s double slit experiment. The obtained Point-
Spread-Function (PSF), the sum of all fringes, is also frequency-
dependent. The distance between the secondary and central
peaks is inversely proportional to frequency. A more detailed de-
scription is given in Mousset et al. (2020).

Due to the frequency dependence of the synthesized beam,
the spectral information of the sky is spatially encoded on the fo-
cal plane, allowing the possibility to perform spectral imaging.
This feature allows to retrieve spectral information inside the
physical band of the instrument. In FMM, we demonstrated how
to extract multiple frequency maps within one physical band.
In this paper, we show that we can directly separate component
maps at the TOD level by utilizing their spectral dependencies.

An important advantage of spectral imaging is that it is
achieved at the data analysis stage, after data acquisition, en-
abling flexible sub-band division based on analytical needs, as
demonstrated in Regnier et al. (2023).

2.2. General principle

As shown in FMM section 2.1, we introduce the operator H
that describes how the instrument observes the sky. This acqui-
sition matrix accounts for the well-known frequency variation
of QUBIC’s PSF (see section 2.2 in FMM) and several other
instrumental acquisition features such as polarization modula-
tion through the Half-Wave Plate or detector time constant. In
this article, we no longer describe the sky as frequency obser-
vations but directly as a mixture of astrophysical components.
This allows us to introduce the mixing matrix A that describes
the power of each component at each frequency. The raw data
can now be expressed using components instead of frequency
observations through:

d = HAc + n. (1)

The components vector c that contains components maps and the
mixing matrix A , that describes their frequency evolution, will
be properly defined in section 3.
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The inverse-problem approach we adopt in FMM enables us
to simulate the instrument data by observing a set of simulated
components, denoted as c̃ (where the tilde indicates simulated
data). Similar to the polychromatic model introduced in FMM
(Eq. 11) for reconstructing sub-frequency maps, we use the fol-
lowing model to reconstruct sky component maps directly from
the TOD:

d̃ =

Nsub∑
k=1

∆νkHνkCKk Ãνk

 · c̃, (2)

In this model, the operators act on the component vector c̃ as
follows:

1. Simulate the mixing of components on the sky at frequency
νk using Ãνk.

2. Convolve the resulting sky map at frequency νk with the in-
strument’s angular resolution at that frequency using CKk .

3. Simulate the instrument’s data acquisition process at fre-
quency νk usingHνk.

The integral over frequencies is discretized into a sum, repre-
sented by ∆νk, which denotes the width of the discrete frequency
intervals used in the model.

In appendix B, we explore the possibility of not doing those
convolutions during reconstruction in order to speed up the cal-
culations. The reconstruction will naturally fit the maps to an
average resolution. We approximate analytically this resolution,
allowing us to do the cosmological analysis, as described in sec-
tion 5.1.4.

2.3. Adding external data

In FMM, we emphasize the frequency dependence of QUBIC’s
PSF with respect to the wavelength. Still, we also report that the
multiple peaks create biases on the edges of the reconstructed
maps due to missing information related to some of the multiple
peaks of the PSF pointing outside the mapped region. In an ex-
actly similar way as in FMM, we regularize the reconstruction
of these pixels using external data. For this purpose, we create a
very general model including QUBIC and external data:

HTot =

[
HQUBIC

HExt

]
=



HQUBIC
150

HQUBIC
220

HExt
ν1
...

HExt
νN


, (3)

where HQUBIC is the application of Eq. 2 for each of our fo-
cal planes (operating at 150 and 220 GHz respectively), HExt is
a much simpler operator that only reads the external data sky
maps. In the simulations presented in this article, our external
dataset consists of simulated Planck data including noise fol-
lowing the published noise maps1. For real sky observations, the
simulated external data will be replaced by observed sky maps.

As we have now a way to simulate time domain data from a
guess set of sky components, we need to compare this simulation
to the actual data minimizing a cost function (jointly for QUBIC

1 http://pla.esac.esa.int/pla/#maps

and external data). It is very similar to FMM except that it ex-
plicitly depends upon foreground components c that are mixed
at a given frequency through A:

χ2
Tot =

[
dQUBIC − d̃QUBIC

dExt − d̃Ext

]T [
N−1

QUBIC 0
0 N−1

Ext

] [
dQUBIC − d̃QUBIC

dExt − d̃Ext

]
=

(
dQUBIC − HQUBIC Ãc̃

)T
N−1

QUBIC

(
dQUBIC − HQUBIC Ãc̃

)
+

(
dExt − HExt Ãc̃

)T
N−1

Ext

(
dExt − HExt Ãc̃

)
= χ2

QUBIC + χ
2
Ext,

(4)

where N−1 is the inverse noise covariance matrix weighting both
experiments. In a similar manner as in FMM, we ensure that our
method is nearly optimal by introducing weights for the external
data. We also set the external data weights to zero within the
QUBIC patch in order to minimize systematics from external
data in the QUBIC patch.

3. Sky model

Using this framework, we will reconstruct component maps
through the above instrumental model, directly in the time do-
main. We consider in that case several sky components as
the Cosmic Microwave Background fluctuations which is the
most interesting signal for QUBIC. Astrophysical foregrounds
are contaminating data, especially the thermal dust emission
at high frequency and synchrotron emission at low frequency.
Monochromatic polluting emissions can be found in QUBIC
data such as the Carbon Monoxide (CO) line. Note that all the
components are simulated with PySM2 software.

3.1. Cosmic Microwave Background (CMB)

We simulate the CMB fluctuations according to the Planck best-
fitted cosmological parameters outlined as presented in the pub-
lication by Aghanim et al. (2020). The well-established flat spec-
trum of the CMB, as demonstrated by Fixsen et al. (1996), allows
us to set the normalization of the CMB contribution within the
mixing matrix to a value of one.

The cosmological parameters related to B-modes are fixed at
r = 0 (tensor-to-scalar ratio) and Alens = 1 (gravitational lens-
ing residual) unless explicitly mentioned. A more detailed article
on forecasts on the tensor-to-scalar ratio with QUBIC using the
technique presented here and in FMM is anticipated for the near
future.

3.2. Thermal dust

Within the interstellar medium (ISM), tiny grains are present
and receive heat from nearby stars. These minuscule grains clus-
ter together to create clouds with temperatures approximately
around Td = 20◦K, emitting partially polarized radiation mainly
in the sub-millimeter (sub-mm) wavelength range. This emitted
radiation significantly interferes with high-frequency observa-
tions of the Cosmic Microwave Background (CMB), particularly
when seeking to detect B-modes. A commonly used approach to
represent the SED of this contaminant is through the modified

2 https://pysm3.readthedocs.io/en/latest
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black body (MBB) model:

f βd
d (ν) =

e
hν0
kTd − 1

e
hν

kTd − 1

(
ν

ν0

)1+βd

·
fCMB(ν0)
fCMB(ν)

, (5)

with fCMB a conversion factor to express the maps in units
µKCMB:

fCMB(ν) =
e

hν
kTCMB

(
hν

kTCMB

)2(
e

hν
kTCMB − 1

)2 . (6)

The model, as encapsulated by Eq. 5, shows two essential
free parameters. These parameters, namely the temperature of
the constituent dust grains (referred to as Td) and the slope char-
acterizing the spectral distribution, known as the spectral index
βd, play a main role in characterizing the dust component. It’s
important to note that for this study, the temperature of the dust
is held constant at Td = 20◦K while ν0 is a reference frequency.

Furthermore, variations of the spectral indices across the sky
are simulated using the PySM software, as shown in the publi-
cation by (Thorne et al. 2017). The procedure for fitting these
spectral indices is described in section 6.1.2. Note that one ex-
pects the dust spectral index to vary across the sky. To simulate
realistic behavior, we use two distinct levels of pixelization: one
for the component maps, set at Nside = 256, and a coarser one
for the spectral indices. This coarser pixelization speeds up cal-
culations and provides a higher signal-to-noise ratio while still
adhering to a MBB distribution with a varying spectral index
across the sky.

3.3. Synchrotron emission

The partially polarized synchrotron emission, originating from
free electrons interacting with the Galactic magnetic field, exerts
minimal influence on QUBIC, as illustrated in Fig. 12 in Hamil-
ton et al. (2022). Consequently, the determination of the syn-
chrotron spectral index primarily relies on external data sources,
as discussed in section 4. This study is primarily dedicated to
performing component separation during the map-making phase
for QUBIC rather than reanalyzing existing datasets.

f βs
s (ν) =

(
ν

ν0

)βs

·
fCMB(ν0)
fCMB(ν)

. (7)

We represent this emission with a power law, defined by
Eq. 7. This emission possesses its unique spectral index, denoted
as βs.

The components vector c =
(
sCMB, sdust, ssync

)
is the com-

bination of the CMB, the dust, and the synchrotron. The mixing
matrix Aν acts on c to produce the mixed sky at frequency ν:

Aνc = sCMB + f βd
d (ν) · sdust + f βs

s (ν) · ssync. (8)

3.4. CO line

In the context of this study, we present a promising avenue for
the QUBIC instrument, involving the reconstruction of Carbon
Monoxide (CO) line emissions. One of this particular spectral
line was observed in the 217 GHz band of Planck (Ade et al.
2014) at the particular frequency νCO = 230.538 GHz and
should therefore be seen in the 220 GHz band of QUBIC that

spans 192.5 to 247.5 GHz. To facilitate our analysis, we incorpo-
rate a monochromatic representation of this emission within our
model, a choice justified by the frequency-dependent character-
istics of QUBIC’s synthesized beam. This emission is probably
not very polarized, as it hasn’t been detected yet in polarization
from current data (Ade et al. 2014). Our method nevertheless al-
lows us to reconstruct this emission in terms of both intensity
and polarization, should it be so. We therefore assume a 1% po-
larization level for the CO line in our simulations for the sake of
demonstrating our ability to reconstruct such a line in polariza-
tion with our technique.

Our approach enables the extraction of specific frequency
components from raw data, a capability arising from the
frequency-dependent nature of QUBIC’s synthesized beam. To
appreciate the significance of this emission and its associated
challenges, we reference the empirical results obtained by the
Planck satellite mission, as detailed in Ade et al. (2014). In par-
ticular, an insightful perspective can be gained by examining Fig.
4 within this reference, which illustrates the relatively faint na-
ture of the CO line emission. We describe CO as a monochro-
matic emission in our model by adding to the former operator
HTot (Eq. 3), an additional acquisition operator HCO:

HTot → HTot + HCO, (9)

where HCO only operates at the emission line frequency νCO =
230.538 GHz in that case and therefore uses a monochromatic
version of the synthesized beam.

While QUBIC is not primarily designed for the reconstruc-
tion of such emissions, the spectral sensitivity from Bolometric
Interferometry along with our inverse problem approach makes
it straightforward to implement reducing the impact of the dilu-
tion within the large bandpass that an imager would experience.

4. Data overview

Our approach combines different sets of information to figure
out the astrophysical elements. These sets of information can
be quite complex, like the ones from QUBIC, or simpler, from
previous experiments like Planck. This part explains the data we
use in our approach.

4.1. QUBIC: 150 & 220 GHz

In our study, QUBIC observations are crafted using our
component-based acquisition model. These simulations are car-
ried out over a duration equivalent to three years of cumulative
observation time. The simulations are generated to encapsulate a
composite sky, combining realizations of the Cosmic Microwave
Background (CMB) and various astrophysical foregrounds.

Table 1: Main parameters of QUBIC Full Instrument (FI).

Parameters
Frequency channels [GHz] 150 220
Bandwidth [GHz] . . . . . . . . 37.5 55
Effective FWHM [◦] . . . . . . 0.39 0.27
Number of detector 992 992

It is essential to note that the Full QUBIC instrument (see
Table 1), as envisioned, will comprise two focal planes, each
equipped with 992 detectors. Each focal plane is set to work at
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150 GHz and 220 GHz respectively. These detectors yield two
sets of Time-Ordered Data (TODs), and these TODs will play
a crucial role in our final data analysis. As shown in the FMM
paper, the ability of QUBIC to perform spectral-imaging allows
us to increase the spectral resolution to have better mitigation of
astrophysical foregrounds.

4.2. Planck Low Frequency Instrument (LFI)

In our research, we relied on the most reliable constraints cur-
rently available from the Planck satellite. The low-frequency in-
strument (LFI) on Planck made observations across the entire
sky at three distinct frequencies, where polarized synchrotron
emission dominates. The process of fitting the spectral index of
synchrotron emissions primarily hinges on external data sources.
We do not anticipate achieving superior results in this aspect
compared to the Planck LFI’s performance on low-frequency ob-
servations.

4.3. Planck High Frequency Instrument (HFI)

In the same way, we simulated the high frequency instrument of
Planck (HFI) using the parameters in the Table 2. That part of
the external data is more important in our case because QUBIC
will directly observe this frequency range.

Table 2: Planck HFI main parameters.

Parameters
Frequency channels [GHz] . . . . 100 143 217 353
Bandwidth [GHz] . . . . . . . . . . . . 33 47.1 71.6 116.5
Effective FWHM [arcmin] . . . . . 9.66 7.22 4.90 4.92
Sensitivity depth [µK.arcmin] . . 118 70.2 105. 439

The most important HFI frequency range for this study is
the 353 GHz band, which is very important to constrain the
thermal dust as it provides information on the dust SED over
a larger frequency range. Conversely, the sampling of the SED
done by QUBIC allows us to access higher frequency resolution
(∆ν/ν ≈ 0.05), driven by the geometry of the apertures of the in-
terferometer (Mousset et al. 2020). The 217 GHz band of Planck
also contains CO line emission described in section 3.4, which
is highly diluted inside the thermal dust signal. This particular
line is also in the QUBIC 220 GHz data. In this way, by includ-
ing in the model a monochromatic description of that emission,
we should be able to reconstruct it. To study that possibility, we
chose to move the sky coverage of QUBIC to the galactic plane
to observe a sizeable signal (see section 6.1.3).

5. Components map-making algorithm

In FMM, we provide an introduction to the fundamentals of the
inverse map-making problem and its solution. However, our pri-
mary focus here is to present the algorithm employed for the
direct separation of astrophysical components. This approach
eliminates the necessity for frequency map projection. With this
method, we harness the sensitivity of a broad-spectrum instru-
ment and gain advanced control over astrophysical foregrounds
across the entire frequency range.

Estimation of the components 
amplitudes (maps)

Gains reconstruction 

Ite
ra

tio
n 

un
til
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on

ve
rg

en
ce

Sky components templates

Frequency description of 
astrophysical foregrounds

TOD generation using 
instrumental model

Noise realization

Input data simulation

Data reconstruction

Parametric

Estimation of 
spectral 
indices

Blind

Estimation of 
mixing matrix 

elements

minimization

Semi-analytical 
formula

Fig. 1: Illustration of the Components Map-Making.

5.1. Minimization process

The algorithm employed in this study performs component
separation in the time domain by solving linear map-making
equations iteratively. The presence of astrophysical foregrounds
needs knowledge of their spectrum associated with spectral in-
dices introduced in section 3. Those parameters are non-linear,
which makes the minimization process more complex. We de-
cided to perform alternate minimization by updating free param-
eters. We will describe in this section each stage of this alternate
minimization process. An illustration of the algorithm is shown
in Fig. 1.

5.1.1. Preconditioned Conjugate Gradient (PCG)

In this paper and in the FMM, we use the PCG to solve our
linear system ∇χ2(c̃) = 0, equivalent to (HÃ)T N−1HÃc̃ =
(HÃ)T N−1d. Also described in FMM, we use this method to
solve a system with many unknowns as amplitudes of the com-
ponents. This method allows us to quickly converge to the opti-
mal solution that minimizes our residuals by computing an opti-
mal direction.

The package3 used for this method controls allocated mem-
ory and massive parallelization to the benefit of computing re-
sources. Detectors are parallelized, allowing them to be pro-
cessed independently. Each step of the algorithm is parallelized,
which means resources are better distributed.

This approach determines an efficient path for minimizing
the cost function, which is established based on our acquisition

3 PyOperators used massively parallel libraries, developed by P. Cha-
nial (https://github.com/pchanial/pyoperators)
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model as described in section 2. Our model, inclusive of the
mixing matrix A, presupposes consistent spectral indices and
systematic parameters for a specific component vector c. This
framework enables us to perform the PCG method iteratively,
alternating between fitting spectral indices and instrumental sys-
tematics multiple times.

Eq. 4 shows that the total χ2
tot is a sum of contributions com-

ing from different experiments, QUBIC and Planck here. Note
that we don’t use Planck TOD but published sky pixels, weighted
by their noise variance in the noise covariance matrix. We can
control the weight of each experiment in order to fully bene-
fit from external data. We force the acquisition to assign zero
weight to external data inside the QUBIC patch in order to avoid
possible contamination of external data in terms of instrumental
systematic. This method produces a joint analysis between many
experiments by their description of taking data.

5.1.2. Gain estimation: Semi-analytical solution

We introduce in our method the possibility of estimating system-
atics directly during the minimization. As an example, we model
the gain for each detector. In the future, we will add more refined
effects. In the simulations, we consider gains distributed accord-
ing to a normal distribution centered on 1 with a given standard
deviation. QUBIC has 1 focal plane with 248 detectors for the
Technical Demonstrator (TD) and will have 2 focal planes with
992 detectors each for the Full Instrument (FI). Perfectly inter-
calibrated data are created by Eq. 1. In practice, we measure:

d = GD + n, (10)

where D = HAc and G are the unknown intercalibrations. Each
detector has its independent intercalibration factor, which we
normalize with respect to a reference detector, which by defi-
nition has a gain of 1. The whole computation is in appendix A
where the final result is given by:

Gi =
DiN−1d
DiN−1 Di

, (11)

for the i-th iteration. Intercalibration factors are computed at
each iteration with a new set of components and spectral indices.
This method enables us to calculate these systematics quickly
and easily using our simulated data. Further adjustments are re-
quired to better assess and incorporate a wider range of system-
atic influences into the model.

We performed a single realization to illustrate our purpose
and show the reconstruction of the gain of each detector in Fig. 2.
The input vs output plot shows a linear relation between the two,
demonstrating a reliable reconstruction of the detector gain.

5.1.3. Spectral indices fit

We will now focus on characterizing the spectral behavior of as-
trophysical foregrounds. As said before, they are fit separately
from gains and foregronuds maps, through the nested minimiza-
tion presented in Fig. 1. The emission of those foregrounds is
completely described through models introduced in section 3,
and may or may not consider the spatial variation of their val-
ues across the sky. In the same way as for the gains (see sec-
tion 5.1.2), we need to write down a cost function dedicated to
these parameters on a given line-of-sight (LOS):

χ2
i (β) =

(
d − GiHÃi(β)c̃i

)T
N−1

(
d − GiHÃi(β)c̃i

)
. (12)

Fig. 2: Reconstructed gain at 150 GHz (red) and at 220 GHz
(blue) for a single realization of CMB + dust (model d0) sky
model.

We set up a cost function based on section 2 but parametrized by
spectral indices assuming that the components and gains ci and
Gi respectively for the i-th iteration are fixed due to the iterative
scheme of the method (see the data reconstruction part in Fig. 1).
This cost function is then minimized to find the maximum prob-
ability for a parameter using the Python scipy.optimize pack-
age4 instead of PCG which is not efficient for non-linear param-
eters such as the spectral indices.

Two parametric setups are available for characterizing the
foreground emissions. One entails employing a single, constant
spectral index across the entire sky, while the other involves
varying these parameters according to the pointing direction.
The latter option is more faithful to real-world data but is also
more difficult to implement. Our approach accommodates both
configurations and can be sped up by exploiting parallelization
techniques. As explained before, we use coarser pixelization for
spectral indices than for the actual sky components maps.

5.1.4. Reconstruction of the tensor-to-scalar ratio r

The primary objective of this investigation is to establish a stan-
dardized approach for conducting component separation during
the map-making process, aiming to estimate the cleanest com-
ponents. In order to derive cosmological and astrophysical pa-
rameters, we employ the NaMaster5 code (Alonso et al. 2019),
conducting auto-spectra for each component and cross-spectra
for combinations of components.

We perform a Monte-Carlo simulation where the CMB re-
alizations are all similar (sample variance is treated analytically
at the power spectrum level) and only noise vary from one real-
ization to another. We average out the reconstructed components
maps among these realization to achieve maps where the noise
is reduced to a negligible contribution. Our average components
maps therefore contain the “true” input component signal con-
volved to our resolution as well as possible foreground separa-

4 https://github.com/scipy/scipy/tree/main/scipy
/optimize
5 https://namaster.readthedocs.io/en/latest/
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Table 3: Parameters prior for the pipeline.

Parameters r Ad αd As αs

Prior . . . . . . [−1, 1] [0,+∞] [−∞, 0] [0,+∞] [−∞, 0]

tion residuals. The power spectra of these maps writes:

DBB
ℓ, exp = DBB

ℓ,model + Dsys
ℓ

(13)

where DBB
ℓ,model is the theoretical power spectrum and Dsys

ℓ
is the

systematic bias due to potential foreground residuals.
We write the likelihood on r and foreground parameters us-

ing a Gaussian approximation (Hamimeche & Lewis 2008):

−2 lnL(r, Ad, αd) =
(
DBB
ℓ, exp − DBB

ℓ,model

)T
N−1
ℓ, ℓ

(
DBB
ℓ, exp − DBB

ℓ,model

)
,

(14)

where DBB
ℓ, exp and DBB

ℓ,model represent the measured and theo-
retical cross-spectra and auto-spectra of CMB and astrophysical
foregrounds. The covariance matrix Nℓ, ℓ is the sum of two ma-
trices. The first is the noise covariance matrix, obtained from the
residual maps in our Monte-Carlo simulation where foreground
separation biases are negligible (d0 model). In the second, the
sample variance is added analytically following the derivation in
FMM. The inverse covariance matrix is then corrected for the
statistical bias arising from the finite number of realizations in
our Monte-Carlo following (Taylor et al. 2013). The tensor-to-
scalar ratio r is simultaneously fitted with foreground parame-
ters to leverage the anti-correlation between noise in different
components arising from component separation.

Table 3 outlines the priors employed to constrain the post-
component separation parameters. Despite the lack of physi-
cal significance for a negative value of the tensor-to-scalar ra-
tio, incorporating such a range is deemed essential to main-
tain sensitivity to a potential source of bias and the robust-
ness of our methodology. The parameter Alens is fixed at 1 dur-
ing the fitting process as well as the reionization optical depth
τ = 0.054 (Aghanim et al. 2020).

6. Results

In the previous sections, we described our astrophysical com-
ponent reconstruction algorithm based on simultaneous map-
making and component separation. This section is dedicated to
applying the algorithm to several simulated datasets, each corre-
sponding to different assumptions regarding the complexity of
the foregrounds. Section 6.1 explores the performance of the
parametric version of our component map-making algorithm us-
ing simulations where the foregrounds are well described by an
underlying SED. We first address the simple case of constant
spectral indices over the sky in section 6.1.1 and then explore
in section 6.1.2 the case of spatial variations of the spectral in-
dex across the sky. In section 6.2, we explore the more complex
situation where there is no global underlying SED model that
describes the sky accurately, requiring a blind, non-parametric,
version of our component map-making algorithm.

6.1. Parametric component separation map-making

6.1.1. Constant spectral index

As a first simple example, we can study component reconstruc-
tion assuming primordial fluctuations contaminated with thermal

dust characterized by an MBB law with constant spectral index
across the sky, known as the d0 model6. As presented in sec-
tion 3.2, it can be described by two spectral parameters: The dust
spectral index βd and the black body temperature Td = 20 K.
We include synchrotron emission in the raw data, but due to
QUBIC’s frequency range, we do not expect to reconstruct this
emission accurately enough to include it in our free components.

We generate simulated Time-Ordered Data using eight ac-
quisitions to integrate the sky across the physical bandwidth of
the instrument, taking into account the frequency evolution of
the synthesized beam in our bolometric interferometer. As de-
tailed in Section 5.1, we perform the χ2 minimization through
an alternate estimation involving sky amplitudes and spectral in-
dex. The converged maps are displayed in Fig. 3 showing the
input, output, and residuals from left to right, respectively. Con-
vergence is achieved when the parameters show minimal varia-
tion with further iterations. We have checked the convergence of
the reconstructed components by computing the standard devi-
ation of the maps within the QUBIC patch. We have measured
that convergence is reached for a few hundred of iterations, for
which the maximum number has been set at a thousand. The con-
vergence for the spectral index is shown in Fig. 4, where abso-
lute residuals ∆ = |βinput−βoutput| are presented. Simulations with
different starting points for spectral indices yield an unchanged
converged value, indicating that the results of our method are in-
dependent of the starting point. However, a suitable initialization
accelerates the convergence toward the optimal solution.

The method used in this paper benefits from all the classi-
cal ways of parallelizing operations and spreading the work over
several processors. We further improve convergence speed for
the component maps by using Planck component maps as an
initial guess (Akrami et al. 2020) except for the CMB compo-
nent which is initialized to zero for Q/U Stokes parameters. The
computations done in this article take about a day in calculation
speed using 4 cores with 4 CPUs each. In each core, the focal
planes are divided using MPI (Dalcín et al. 2005) into several
subsets of detectors that are jointly analyzed.

Therefore, we expect that synchrotron residuals in clean
CMB maps will induce a bias on r, although at a small level. The
CO line is not included in this simple case as it is mainly visible
near the Galactic plane. Results on the CO line reconstruction
are shown in section 6.1.3.

We conducted an end-to-end Monte-Carlo analysis to recon-
struct the tensor-to-scalar ratio r along with its associated er-
ror by accounting for the cosmic variance described by Eq. 3.2
of Hamilton et al. (2022). Simultaneously, we applied the same
methodology to deduce astrophysical parameters, as elaborated
in section 5.1.4. The results of these analyses are visually de-
picted in Fig. 5, showcasing the posterior likelihood distribution
for r. We explored two scenarios: The first, represented by the
blue curve, where the synchrotron was not included in the input
data; and the second, in green, incorporating the synchrotron.
The unaccounted-for synchrotron introduces a bias in the recon-
struction of r around r ≈ 0.0045 which cannot be reduced with
QUBIC alone due to its frequency range. Our simulations indi-
cate that QUBIC’s precision in measuring B-mode is anticipated
to be σ(r) = 0.0229 after component separation. This process
introduces a degradation factor 2.3 when compared to a scenario
involving only CMB, where σ(r) = 0.0103.

6 https://pysm3.readthedocs.io/en/latest/models.html
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Fig. 3: Reconstruction of the Q Stokes parameter, in µKCMB, for both components on the QUBIC patch (centered on 15◦ radius sky
patch at RA = 0◦, DEC = −57◦) assuming constant spectral index across the sky. The assumed data are QUBIC 150 GHz + 220
GHz + Planck HFI. Each row represents a component, and columns show the input, output, and residuals from left to right.

Fig. 4: Convergence of the spectral index as a function of the
number of iterations. Each color shows different noise realiza-
tions using different starting points. Note that despite the widely
spread initial values, the algorithm converges. The bottom plot
shows the residual with respect to the input value of the simula-
tion defined by ∆ = |βinput − βoutput|.

6.1.2. Varying spectral indices

We now investigate a more realistic model where the value of
the spectral index depends on the line-of-sight (LOS), based on
Abergel et al. (2014) and known as the d1 model.

0.00 0.02 0.04 0.06 0.08 0.10
r

0.0

0.2

0.4

0.6

0.8

1.0

1.2

r=
0

No Foregrounds :                                 r = 0.0017 ± 0.0103
CMB + Dust  CMB + Dust :            r = -0.0000 ± 0.0232
CMB + Dust + Sync  CMB + Dust : r = 0.0045 ± 0.0229

Fig. 5: Posterior likelihood on tensor-to-scalar ratio r assuming
d0 model.

Rather than using a single spectral index for the entire sky,
we characterize the emission of each component along the LOS.
This approach results in a sky map of spectral indices, denoted
as β, for each astrophysical foreground. To mitigate computa-
tional constraints, it is best to opt for a reduced pixelization of
the spectral indices map β compared to that of the component
map, assuming independence of spectral index pixels from one
another. However, during the reconstruction phase, the mismatch
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between the chosen pixelization and the actual spatial variations
of the spectral indices introduces foreground residuals in the
clean CMB maps, consequently biasing the reconstructed tensor-
to-scalar ratio r. Therefore, it becomes imperative to optimize
the size of the spectral index pixels to ensure a bias smaller than
the inherent sensitivity of the dataset.

We finally describe the component’s frequency contribution
with an operator by:

A =


[ACMB

1 , ADust
1 ] 0 · · · 0

0 [ACMB
2 , ADust

2 ]
...

...
. . . 0

0 · · · 0 [ACMB
p , ADust

p ]

 ,
(15)

with p the number of pixels in the HEALPix convention (Gorski
et al. 2005). The number of reconstructed parameters increases
computation time and reduces the signal-to-noise ratio within
reconstructed sky pixels, so here again one needs to find the op-
timal number of parameters for a given dataset sensitivity.

In the same fashion as in the previous section, we achieve
convergence of all unknowns through the alternate minimiza-
tion scheme described in section 5.1. We emphasize that we
use a double pixelization scheme for reconstruction with a fine
Nsky

side = 256 (corresponding to pixel with size about 13.74 ar-
cmin) for the foreground morphology and a coarse Nβside = 8
(corresponding to pixel with size about 7.3 degrees) for spectral
indices, meaning that the spectral index is assumed to be con-
stant for all foreground map pixels lying within a coarse spectral
index pixel. We show the double pixelization scheme in Fig. 7
where each color of the map shows a value of the spectral in-
dex for the input sky. The reconstruction is done using a coarser
resolution shown by the black diamonds.

To finally conclude on these two methodologies, we conduct
a cosmological analysis. Running 200 end-to-end simulations
with identical skies but varying noise realizations, Fig. 8 shows
the expected precision on tensor-to-scalar ratio σ(r) for both sce-
narios. The blue curve reflects the findings detailed in Sec. 6.1.1,
while the green and red curves show the reconstructed r in a
scenario of varying spectral indices. Those 3 scenarios can be
compared with the no foreground case shown by the solid black
line. As anticipated we observe no sizable bias with d0 while the
spectral indices pixelization when analyzing the d1 case induces
a bias on r at the level of 5 × 10−3 that is further increased to
7 × 10−3 when unaccounted synchrotron is included in the input
sky. We observe a bias increase in the case of d1 model (spectral
indices varying across the sky) due to the coarse pixelization we
use for reconstruction (see Fig. 7) that averages multiple spectral
indices into a single large pixel, resulting in dust residuals in the
clean CMB maps. When adding synchrotron in the input maps,
but not attempting to reconstruct it (as it is very low in our fre-
quency band), an additional bias is observed, but still below the
width of the likelihood. Regarding the forecasted sensitivity, no
significant change in the reconstructed σ(r) ∼ 0.024 is observed
between these three cases.

6.1.3. Monochromatic line reconstruction

The forward model allows the reconstruction of diffuse com-
ponents over a wide frequency range. However, there are also
so-called "monochromatic" components, notably the carbon
monoxide (CO) emission line within 220 GHz band.

In the past, missions like Planck have managed to create
maps of these emissions (Ade et al. 2014) by using the differ-
ent bandpasses of each detector. However, in this article, we are
exploring a new approach where we incorporate a model that fo-
cuses on a single line and calculates how it passes through our
model at this specific frequency. This method allows us to bet-
ter capture and study this emission in our TOD, fully benefiting
from bolometric interferometry’s specificity.

In this study, our main goal is not to exploit a systematic
effect for our benefit but to leverage the capabilities of spectral-
imaging in distinguishing different frequencies. Specifically, we
have observed that QUBIC has a synthesized beam that changes
significantly with varying wavelengths. By having a good un-
derstanding of our PSF, we can calculate the beam at a specific
frequency, allowing us to target a particular range of frequencies
and extract a map of carbon monoxide emissions. Eq. 9 presents
the updated reconstruction model (described in section 3), which
considers various diffuse emissions and incorporates a term for
single-color emissions. It’s important to note that we can recon-
struct multiple line emissions by calculating the beam for each
frequency of interest. Still, it is essential to know the specific
frequency for each of these emissions.

To reconstruct this particular component, we conducted a
simulation involving three years of cumulative data acquisition
along the Milky Way. We incorporate in the simulation primor-
dial fluctuations contaminated both with thermal dust (d0 model)
emission and CO line. To account for this monochromatic line,
we add to the model the characteristics of the synthesized beam
at a specific frequency, νco = 230.538 GHz. This requires a accu-
rate knowledge of the shape of the synthesized beam which can
be achieved through direct mapping Torchinsky et al. (2020) or
through self-calibration Bigot-Sazy et al. (2013). In the present
study, we assume a perfect knowledge of the synthesized beam
multiple peaks positions and amplitudes. We show the outcome
of the reconstruction for the I and Q Stokes parameters, with
Fig. 9, and Fig. 10 respectively. The reconstructed maps have
been reconvolved by a Gaussian kernel to finally have an angular
resolution of FWHM = 0.5◦. In the case of the polarization map,
we assume a 1% polarization fraction according to Greaves et al.
(1999) stemming from the intensity map. This polarization frac-
tion was chosen only for the sake of demonstrating the method.
We note that incorporating this component into the analysis in-
creases the overall computation time, as capturing this emission
precisely is challenging, even with a detailed description of the
synthesized beam at this frequency. Compared to the full band-
with of the intrument, very few photons will characterize this
monochromatic emission. Therefore the noise level of this re-
construction will be very high.

6.2. Blind component separation map-making

In the pursuit of a more flexible and “data-driven” approach, we
extend our component separation algorithm to a “blind” method,
where we relax the assumption of an underlying global Spec-
tral Energy Distribution (SED) model for the foregrounds. In
this scenario, we no longer impose a predefined model for the
mixing matrix elements, allowing the algorithm to automatically
reconstruct an effective binned SED directly from the observed
TOD.

The blind component separation approach proves valuable
when foreground emission complexity is poorly characterized
or varies significantly across the observed region (Regnier et al.
2023). As a last example, we can study the reconstruction of
the components assuming primordial fluctuations contaminated
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Fig. 6: Reconstruction of Q Stokes parameter, in µKCMB, for both component on the QUBIC patch (centered on 15◦ radius sky patch
at RA = 0◦, DEC = −57◦) assuming varying spectral indices across the sky. Each row represents a component, and columns show
the input, output, and residuals from left to right. We also include Planck HFI to constrain thermal dust emission.

Fig. 7: Illustration of the 2 pixelization scheme. Dashed dia-
monds show the resolution of the reconstructed spectral indices.

with more complex thermal dust emission than d0 and d1. We
introduce the d6 model, inspired from Vansyngel et al. (2018)
which includes frequency decorrelation of the dust. This is
done by a randomization of the SED which mimics the ef-
fect of a frequency-varying polarization angle. This model is
parametrized by ℓcorr parameter which, as it decreases, increases
dispersion around the MBB model meaning that a smaller value

0.00 0.02 0.04 0.06 0.08
r

0.0

0.5

1.0

1.5

r=
0

No Foregrounds :                                        r = 0.0017 ± 0.0103
CMB + Dust (d0)  CMB + Dust (d0) :      r = -0.0000 ± 0.0232
CMB + Dust (d1)  CMB + Dust (d1) :      r = 0.0053 ± 0.0245
CMB + Dust (d1) + Sync  CMB + Dust : r = 0.0072 ± 0.0244

Fig. 8: Posterior likelihood on tensor-so-scalar ratio r assuming
d1 model.

for ℓcorr implies a stronger decorrelation in the dataset. In this
method, we use a generalized component frequency contribution
operator A that doesn’t rely on pre-established spectral indices.
This adaptability is advantageous in situations where traditional
methods may struggle to capture the diverse behaviors of fore-
ground components.

The frequency discretization streamlines the reconstruction
process by allowing a more direct exploration of the mixing
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Fig. 9: CO line reconstruction of I Stokes parameter, in µKCMB,
using the monochromatic model on the galactic plane. From left
to right, we show the input, output, and residuals, respectively.
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Fig. 10: CO line reconstruction of Q Stokes parameter, in
µKCMB, using the monochromatic model on the galactic plane.
From left to right, we show the input, output, and residuals, re-
spectively.

matrix, which characterizes how each component contributes to
each frequency channel, as shown in Fig. 11.

Remarkably, even when thermal dust appears ostensibly sim-
ple, as in the case of the d0 model represented by the solid red
line, the method recovers the “regular” behavior of the SED as
can be seen with the red points perfectly matching the underly-
ing SED without being constrained to this shape. The method’s
adaptability is further highlighted by its capacity to detect fea-
tures in frequency space, exemplified by the detailed representa-
tion of the d6 model in Vansyngel et al. (2018).

Given QUBIC’s anticipated sensitivity, the effect of dust
decorrelation is not highly significant. To highlight Bolometric
Interferometry’s ability to constrain complex dust, we conducted
end-to-end simulations with a hypothetical enhanced setup, re-
ducing noise by a factor of 10 and assuming efficient delens-
ing with lensing residuals at Alens = 0.5. As the amount of
synchrotron remains small in our bands (Hamilton et al. 2022),
we decide to fix the spectral behavior of synchrotron emission,
only reconstructing the amplitude along the LOS jointly with
the CMB and thermal dust. This approach excels in accurately
reconstructing decorrelated thermal dust emission, thereby miti-
gating biases in tensor-to-scalar ratio r estimation, as illustrated
in Fig 12.

The analysis is done using the same input data and almost
the same reconstruction as before. The only difference is that
instead of a parametric description of the A mixing matrix el-
ements (section 6.1), we leave them as free parameters in the
cost function minimization. We displayed the result in Fig. 12
where the blue curve shows the reconstruction of posterior like-

lihood on r in the case of a parametric method, revealing a bi-
ased tensor-to-scalar ratio due to decorrelated thermal dust emis-
sion. In contrast, the green curve reveals the results of the "blind"
method, effectively removing the bias from decorrelated thermal
dust. The blind approach removed the bias because of the more
general approach that does not impose an SED model for astro-
physical foregrounds.

7. Conclusion

In this paper, we have shown how bolometric interferometry en-
ables component separation at the map-making stage without the
need to rebuild frequency maps. The method we developed, re-
lying on spectral-imaging, is completely software-based and ex-
ploits the frequency dependence of the synthesized beam.

This method is built through an inverse problem approach
by modeling the instrumental setup and the astrophysical contri-
butions producing the dataset. To achieve that, we also include
Planck public maps, to regularize the edges in the same way as
Chanial et al. (2024). Our method also natively accounts for the
varying angular resolution of the instrument as a function of fre-
quency.

Table 4: Summary of reconstructed r ± σ(r).

Input Output Parametric Blind

d0
d0

0.0000 ± 0.0232 0.0004 ± 0.0264

d0s0 0.0045 ± 0.0229 0.0021 ± 0.0262

d1
d1

0.0053 ± 0.0245 ✕

d1s1 0.0072 ± 0.0244 ✕

d6s0 d6s0 0.0095 ± 0.0038 0.0002 ± 0.0026

We produced end-to-end simulations to reconstruct astro-
physical components directly from TODs, without the usual in-
termediate step of frequency maps. The latter enabled us to
reconstruct the associated spectra and perform a cosmological
analysis down to constraints on the tensor-to-scalar ratio r. This
fit is made jointly with the spectral parameters of the dust on
the separate maps to take advantage of the full noise covariance
matrix.

The instrumental setup we used is QUBIC Full Instrument,
as described in Hamilton et al. (2022) which considers two phys-
ical bands and 3 years of cumulative observations for each. For
the noise contribution, we consider two components: detector
noise fixed at NEPdet = 4.7 × 10−17 W/

√
Hz with 992 detectors

per band, and photon noise. In this study, we explore the effect
of astrophysical foregrounds to impact the measurement of the
tensor-to-scalar ratio r, unlike Hamilton et al. (2022) which as-
sumed a pure CMB.

A summary of all the results is displayed in Table 4. First,
we have shown that this technique achieves a sensitivity on r
of the order of σ(r) ∼ 0.0229 for a simplistic case where the
foregrounds only consist of thermal dust following an MBB
law with a constant spectral index (model d0) across the sky.
When including a similarly constant spectral index synchrotron
component (model d0s1), a non-negligible bias remains around
r ∼ 0.0045, because of the impossibility of reconstructing the
latter due to the lack of low-frequency bands with the instru-
mental configuration considered here.

In a second step, we extended the method to a case where the
spectral indices of the dust vary according to the LOS (model
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Fig. 11: Reconstructed spectral energy distribution with “blind” method for simple and complex thermal dust emission. The box
part shows a zoom on the first bin of the 220 GHz band.
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Fig. 12: Posterior likelihood on tensor-to-scalar ratio r for d6
model. This result has been obtained with a hypothetical case
with 10 times smaller noise.

d1). This method is more computationally demanding, forcing
us to reduce the pixelization of spectral index reconstruction to
Nβside = 8 (unlike the components amplitude maps, which remain
at Nsky

side = 256). These simulations show a similar error on r with
a slight increase of the bias due to variation in these spectral
indices to r ∼ 0.0072.

Finally, we have further extended the method towards blind
reconstruction. Using the frequency description of the synthe-
sized beam, we can minimize a cost function that is not based
on a parametric description, but directly on the elements of the
mixing matrix for the foregrounds. This is made possible, here
again, by the frequency variation of QUBIC’s synthetized beam,
which encodes spatially the frequency evolution of the incoming
radiation. Simulations are based on Regnier et al. (2023), repro-
ducing the effect of thermal dust frequency decorrelation (model

d6s0). As expected, parametric reconstruction leads to a signif-
icant bias around rbias ∼ 0.01 on r due to significant dust resid-
uals in the CMB clean map. These completely disappear when
the blind method is used. This new approach not only provides
a more efficient component separation but also makes it possible
to characterize astrophysical foregrounds and their complexities
at a small frequency scale.

In this study, we have assumed a stable atmosphere, which
simplifies our analysis. Ongoing efforts aim to refine the instru-
mental model and remove atmospheric contributions from the
data using spectral-imaging techniques. Additionally, we plan to
incorporate a more comprehensive set of instrumental system-
atics. Optimization work is also in progress to apply the blind
method to account for potential variations across the sky.
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Appendix A: Dectectors relative gain

In our article, we produce an alternate estimation of compo-
nents amplitude, spectral indices, and systematics. In this spe-
cific study, we include systematics, the gain of each detector, as
an example. We derive the semi-analytical solution using the ex-
pression of measured data by:

da = gaHa Ac + n, (A.1)

where ga is the intercalibration factor for the detector a. We will
omit the indices a for the rest because we focus only on one de-
tector. We are using an alternate approach, meaning that for the
i-th iteration, an estimation of the component vector c and mix-
ing matrix A is available. The model assumes a constant gain as
a function of time samples, but more refined models can be im-
plemented. We can, therefore, build a cost function to minimize
for the i-th iteration:

χ2
i =

(
d − d̃i

)T
N−1

(
d − d̃i

)
=

(
d − g̃iHÃi c̃i

)T
N−1

(
d − g̃iHÃi c̃i

)
= dT N−1d − 2c̃T ÃT HT g̃T

i N−1d + c̃T
i ÃT

i HT g̃T
i N−1g̃iHÃi c̃i.

(A.2)

We find the minimium with respect to g̃T
i with:

∇g̃i χ
2
i = −2c̃T

i ÃT
i HT N−1d + 2c̃T

i ÃT
i HT N−1g̃iHÃi c̃i

= 0. (A.3)

Knowing that d̃i = HÃi c̃i is our simulated data at iteration i
assuming perfect intercalibration, we can finally derive:

g̃i =
d̃T

i N−1d

d̃T
i N−1 d̃i

, (A.4)

where g̃i is an intercalibration factor for the detector a. An exam-
ple of the accuracy of the reconstruction is displayed in Fig. A.1,
showing the histograms of the residuals for both focal planes.
Most of the intercalibration factors can be recovered with a pre-
cision smaller than 10−2 for both focal planes. The method we
present in this article can be used to estimate systematics as the
gain detector during the map-making process. However, bolo-
metric interferometry allows to use of several ways of estimat-
ing instrumental systematics, as the self-calibration phase Bigot-
Sazy et al. (2013). The method introduced in this article is com-
plementary to the others; systematics can be estimated in another
way and then fixed during the components map-making.

Appendix B: Resolution of the final maps without
convolutions during reconstruction

As explained in section 2, we do the reconstruction with a simu-
lated TOD written as:

d̃ =

Nsub∑
k=1

∆νkHνkCKk Ãνk

 · c̃. (B.1)

This is computationally very expensive because of the convolu-
tions operators CKk . So we want to explore the possibility of not
doing the convolutions during the reconstruction. The real TOD
is still generated through convoluted maps, so the PCG will try
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Fig. A.1: (Top-panel): Distribution of input (red solid lines) and
reconstructed (dashed black lines) for both 150 and 220 GHz.
(Bottom-panel): Distribution of residuals for each frequency.

to fit components maps c̃ =
(
s̃σCMB

CMB , s̃σdust
dust , s̃σsync

sync

)
at some resolu-

tions σCMB, σdust, σsync, common for the Nsub frequencies of the
band. The simulated TOD is then:

d̃ =

Nsub∑
k=1

∆νkHνk Ãνk

 · (s̃σCMB
CMB , s̃σdust

dust , s̃σsync
sync

)
. (B.2)

We want to determine σCMB, σdust, σsync. The PCG fits the sim-
ulated TOD to the real TOD, so we get the equality:Nsub∑

k=1

∆νkHνk Ãνk

 · (s̃σCMB
CMB , s̃σdust

dust , s̃σsync
sync

)
≈Nsub∑

k=1

∆νkHνkCσk Aνk

 · (s∞CMB, s∞dust, s∞sync

)
, (B.3)

(
s̃σCMB

CMB , s̃σdust
dust , s̃σsync

sync

)
≈

Nsub∑
k=1

∆νkHνk Ãνk


−1

·Nsub∑
k=1

∆νkHνk Aνk ·
(
Cσk s∞CMB, Cσk s∞dust, Cσk s∞sync

) . (B.4)

This means that the reconstructed maps
(
s̃σCMB

CMB , s̃σdust
dust , s̃σsync

sync

)
are

the average of the maps
(
Cσk s∞CMB, Cσk s∞dust, Cσk s∞sync

)
weighted

by the operators ∆νkHνk Aνk . It’s not very practical to weight an
average with operators, so we introduce the scalars hνk :

hνk = Hνk · I, (B.5)

which represent the scale of the operatorsHνk and I is a uniform
sky set to one everywhere. Then we can write the reconstructed
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maps as:

s̃σCMB
CMB ≈

∑Nsub
k=1 ∆νkhνkCσk s∞CMB∑Nsub

k=1 ∆νkhνk
=

〈
Cσk

〉
k s∞CMB

s̃σdust
dust ≈

∑Nsub
k=1 ∆νkhνk f βd

d (νk)Cσk s∞dust∑Nsub
k=1 ∆νkhνk f βd

d (νk)
=

[
Cσk

]
k s∞dust

s̃σsync
sync ≈

∑Nsub
k=1 ∆νkhνk f βs

s (νk)Cσk s∞sync∑Nsub
k=1 ∆νkhνk f βs

s (νk)
=

{
Cσk

}
k s∞sync, (B.6)

where we introduced the notations ⟨.⟩k, [.]k, {.}k which are
the average over k weighted by ∆νkhνk , ∆νkhνk f βd

d (νk) and
∆νkhνk f βs

s (νk) respectively.
We can approximate

〈
Cσk

〉
k,

[
Cσk

]
k and

{
Cσk

}
k by convolu-

tions with Gaussian functions of width:

σCMB = ⟨σk⟩k

σdust = [σk]k

σsync = {σk}k . (B.7)

These are the resolutions of the maps after the reconstruction
without the convolutions during the process.

For the parametric method, the reconstruction without con-
volutions appears to behave well. But for the blind method,
the reconstruction without convolutions seems to have difficulty
to reconstruct the mixing matrix Ãν. Further investigation is
needed.
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