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Abstract The Machine learning algorithms (MLA) provide a formidable tool for
making progress among different sciences [1]. Among them, remarkable results
were obtained for physical sciences [2]; however, despite the high accuracy in pre-
dictions that can be obtained with these algorithms, using them for base scientific
research also requires to have an interpretation of their machinery. Furthermore, it
is worth mentioning that, apart from being a requirement for scientific purposes [2],
interpretability is a requirement imposed on algorithms by the GDPR [3]. More-
over, as shown by Miller in [4], the interpretability of a MLA is strictly connected
to finding the causal connection between the features analysed: therefore, if one is
interested in going beyond the statistical correlation, he/she has to face how to make
the MLA used interpretable [5]. While for some MLA, the interpretation is straight-
forward, for instance, in the case of linear regression, for others, like the neural
networks and the support vector machines, such insight seems less evident. The in-
terpretability issue was faced previously by a restricted set of authors ( [3, 4, 6] and
Ref. therein) with respect to the community that uses the MLA algorithm. In this
study, we propose a systematic investigation of how a selected set of MLA algo-
rithms can capture the generating laws for an input dataset. For this purpose, we
started with datasets generated by a physical law or from real data (both taken from
astronomy). While for the first case, the public datasets were considered, such as
the NASA dataset of exoplanets [7] as well the hazardous asteroids [8], for the sec-
ond case, the data were generated starting, for instance, from the gravitational law.
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Università degli Studi di Milano - Dipartimento di Economia, Management e Metodi Quantitativi,
Via Conservatorio, 7 20122 MILANO (MI) e-mail: silvia.salini@unimi.it

Alfio Ferrara
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In this last case, other features were considered: in particular, these were generated
with a different type of noise added to the correct input features. In the end, for these
cases, we have datasets for which the underlying generating laws are known. Once
prepared these datasets, an output variable was considered based on the known laws.
After these steps, the following MLA algorithms were considered for the analysis:
Neural networks (with different architectures), Support Vector Machines, Logis-
tic Regression, Quadratic Discriminant Analysis, Random Forest [9], and graphical
models [10]. After the mentioned algorithms were trained and tested, we considered
the standard interpretation techniques [11] such as the Partial Dependence Plots, as
implemented in the iml R package [12] to get an insight into the machinery of the
algorithms considered. This outcome was compared with the prior knowledge about
the generating law of the datasets. In this way, one obtains an assessment of the al-
gorithms’ accuracy and how well these approximate the underlying generating law.
Given such validation on how the MLA correctly guess the physics of the input
dataset, one can consider moving more safely on a real dataset in which the under-
lying laws are less known.
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