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Introduction

According to the latest measurement of Cosmic Microwave Background (CMB) anisotropies,
provided by the Planck and WMAP experiments, the ordinary baryonic matter accounts
for only 5% of the Universe mass-energy, while the largest part of the Universe is com-
posed by Dark Energy (68%) and Dark Matter (27%). Despite several astrophysical and
cosmological observations have provided compelling evidences of the existence of Dark
Matter (DM) as an invisible and gravitationally interacting component of matter, its na-
ture and properties are still largely unknown. The DM problem is therefore one of the
main open questions in physics, which solution would give a relevant contribution to our
understanding not only in astrophysics and cosmology, but also in particle physics. As
a matter of fact, the existence of an unknown component of matter constitutes an im-
portant hint of the incompleteness of the Standard Model (SM) of elementary particles.
Among the several proposed DM models, one of the most credited and experimentally
explored ones is the WIMP (Weakly Interactive Massive Particles) hypothesis, which pre-
dicts the existence of non-baryonic and non-relativistic particles, with masses in the range
GeV-TeV, weakly interacting with ordinary matter and stable over cosmological scales,
while an appealing scenario which is gaining growing interest in the last years, predicts
the existence of a full “hidden” or Dark Sector, with its own internal gauge structures
and particle content. The DM would be only part of this sector, potentially interacting
also with the SM through so-called “portal” interactions.

Assuming that non-gravitational interactions between DM and ordinary matter are pos-
sible, multiple approaches to DM detection are fundamental to explore the variety of
possible DM scenarios. This thesis focuses on WIMP and Dark Photon searches in pro-
ton proton collisions at /s=13 TeV at the Large Hadron Collider (LHC), using the full
Run-2 data collected by the ATLAS experiment between 2015 and 2018, for a total in-
tegrated luminosity of 139 fb~'. Final states involving a photon and missing transverse
momentum (ET"*"), an imbalance in the total transverse momentum of the final state due
to undetected particles, are considered, the latter being a potential signature of DM or
Dark Sector particles. ‘
The first search targets mono-photon final states, with an high energy photon and ET"*,
and interprets the results in terms of simplified DM models, where weakly interacting
DM candidates are pair-produced via an s-channel axial-vector or vector mediator, with
a photon from Initial State Radiation. In the presence of a signal, an excess of events in
the ET"™ tails with respect to SM expectations would be observed. The SM background is
estimated by normalizing MC simulations to data in appropriate Control Regions (CRs),
enriched with a specific background process, for contributions involving true photons,
while data-driven techniques are employed for background processes entering the SR due
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to electrons or jets mistakenly reconstructed as photons. No excess is observed, therefore
exclusion limits in the m, — M,, ., plane are set, with competitive results with respect to
Direct Detection experiments.

The second part of this work explores the Dark Sector, by looking for signals of Dark Pho-
ton (yp) production. The ~p is predicted as the gauge boson of a new U(1) symmetry
group, mediating the interactions in the Dark Sector. An interesting production channel
consists in the decay of a (SM or BSM) Higgs boson into a photon and a vyp, through a
loop interactions featuring an additional BSM messenger field, coupled both to the SM
and the Dark Sector. A search is performed, for the first time in ATLAS, targeting Higgs
bosons produced in association with a Z boson, leptonically decaying into two electrons
or two muons, giving rise to a £/ + ET"° + v final state. The background estimation
is strongly based on data-driven techniques, with a new method developed to estimate
the dominant background arising from “fake” ET°° mainly due to mismeasured jets. No
excess is observed, and upper limits on the branching fraction BR(H — ~vyp) are set.
Finally, a reinterpretation of the mono-photon analysis is performed, to provide exclusion
limits on the same decay for BSM Higgs with masses between 400 GeV and 3 TeV, in the
gluon-gluon fusion and Vector Boson Fusion production modes. These analyses provide
competitive results with respect to other LHC searches, and a statistical combination
with other ATLAS results is foreseen to gain further improvement.

The searches described in this thesis are part of a huge effort carried on within the AT-
LAS collaboration, towards the understanding of DM nature. Collider searches have a
key role in this field, ensuring good complementariety with Direct Detection and Indirect
Detection strategies, which is of fundamental importance to extend the possible reach of
research in probing the extremely wide range of possible DM models and masses.

Structure of the thesis This thesis is structured as follows: in Chapters 1 and 2, the
general theoretical framework is presented, starting with the presentation of the Standard
Model of elementary particles, its successes and its open issues, before moving to an
overview of the Dark Matter problem and possible candidates and detection strategies.
After describing the Lrge Hadron Collider and ATLAS experiment in Chapter 3, a review
of the complex reconstruction and identification of the physics objects in ATLAS is given
in Chapter 4. In Chapter 5, the main results of my Qualification Task are presented: it
consists in the implementation of an updated ET™ reconstruction algorithm towards a
Global Particle Flow strategy, its validation and preliminary performance studies. The
remaining part of the thesis, focuses on the Dark Matter related searches which were the
main focus of my work. The phenomenology and models related to the analyses described
later are summarized, including a brief status of the art, in Chapter 6. In Chapter
7, common methods and tools employed in the search for new physics are described.
Chapter 8, 9 and 10 describe in details the three analyses mentioned above, focusing in
particular on my personal contributions.

Main personal contributions

e Mono-photon analysis: analysis Framework and N-tuple production; selection cri-

teria optimization; ET" and jet related performance studies; Control regions and
v+jets background studies, probe-e CRs rescaling for e — « data-driven estima-
tion; experimental systematic uncertainties, theoretical uncertainties on the signal;

statistical analysis with HistFitter: set-up of the HF macro, background-only fit,
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model-independent and model-dependent exclusion limits, reinterpretations in dif-
ferent simplified models, translation into limits on the DM-nucleon scattering cross-
section and comparison with Direct Detection experiments.

e Dark-photon analysis: contribution to the maintenance of the analysis framework
and N-tuple production; E7"™ related performance studies; background estimation
and modelling: optimization of ABCD method for the estimation of the dominant
background from “fake” ET°, contribution to e — ~ estimate, definition of VV+y
CR and top VR; statistical analysis with HistFitter.

e Mono-photon reinterpretation: integration of the new signal in the RECAST work-

flow; theoretical uncertainties; independent reinterpretation to cross-check the re-
sults of the RECAST.






CHAPTER 1

The Standard Model of elementary particles

The Standard Model (SM) of particle physics is the quantum field theory that describes
the elementary particles and their fundamental interactions, except for gravitational one
[1]. The model was developed during the XX century, and has been extensively tested
for decades, with oustanding success, culminated with the most important recent confir-
mation of the validity of the model: the discovery of the Higgs boson, responsible for the
mass term, in 2012 by the ATLAS and CMS experiments at the Large Hadron Collider
(CERN) [2, 3, 4].

The Standard Model consists in a non-abelian gauge theory, invariant under the gauge
symmetry group SU(3)o x SU(2);, x U(1)y: SU(3)¢ is the symmetry group related to
colour charge C, describing strong interactions in the Quantum Chromodynamics (QCD)
model, while SU(2); x U(1)y is the symmetry group associated to the electroweak in-
teractions, with the L sub-script indicating that the weak charged currents interact only
with left-handed fermions, and Y being the hypercharge.

1.1 Particles

The fundamental particles of the model are summarized in Figure 1.1. The gauge bosons
are spin-1 fields, mediators of the interactions between quarks and leptons. They arise
from the 12 generators of the theory: 8 gluons are associated to the SU(3) group and
mediators of strong interactions, Wl, WQ, W? are the 3 generators of the SU(2) group
and B is the gauge boson associated to the U(1) group. By means of a mixing described
in the following section, the generators of the SU(2) and U(1) groups give rise to the
physical mediators of the weak interactions, W and Z , and the electromagnetic one, the
photon A.

The matter fields are spin 1/2 particles, the fermions, which include three generations of
quarks and leptons. The left-handed (¢;,) and right-handed (v ) states behave differently
under weak interactions, since weak charged currents couple only to ¢ left-handed fields
are isospin doublets, while right-handed ones are isospin singlets. Considering only the
first generation of leptons and quarks, the quantum numbers are summarized in Table
1.1. While leptons are charged only under the electroweak symmetry group, quarks have
an additional quantum number, the colour charge, thus being subject also to strong
interactions. The last constituent of the model is the Higgs boson, a neutral scalar
field, responsible for the gauge bosons, leptons and quarks masses, through the Higgs
mechanism described in Section 1.3.1.
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Standard Model of Elementary Particles

three generations of matter interactions / force carriers
(fermions) (bosons)
| Il 1l
mass ~ =2.2 MeV/c? =1.28 GeV/c? =173.1 GeV/c? 0 =124.97 GeV/c?

charge | % % % 0 0
s % (U % (& w 1 Q o H

u charm to luon higgs
¥ >4 > 5 v Q_J 99

=4.7 MeVic2 =96 MeV/c? =4.18 GeV/c? 0
- B -1 0

down strange bottom photon
» s > \—J

=0.511 MeV/c? =105.66 MeV/c? =1.7768 GeV/c? =91.19 GeV/c?
-1 =il =il 0

electron muon tau Z boson

<1.0 eVic2 <0.17 MeVi/c? <18.2 MeVic? =80.433 GeVi/c2

0 0 0 #1

O |-® ||-® @
electron muon tau

neutrino neutrino neutrino A W boson

Figure 1.1: Standard Model elementary particles [5]

T° Q Y 7 QY

u +1/2 +2/3 ve +1/2 0
(2, -1/2 -1/3 1/3 <e*)L -1/2 -1 B
Up 0  +2/3 4/3 ]| (v)r 0 0 0
dg 0 -1/3 2/3 en 0o -1 -2

Table 1.1: Summary of the Isospin (T°) electric charge (Q) and hypercharge (Y) for the first
generations of leptons and quarks. Similar quantum numbers, but different masses, characterize
the other two generations

1.2 Interactions

1.2.1 Quantum Electrodynamics QED

A simple example of a gauge theory is Quantum Electrodynamics (QED) [1] describing
electromagnetic interactions mediated by a vector field, A”.

As mentioned before, electromagnetic interactions occur between leptons, described by
spinor fields ¥ with spin 1/2 and mass m. The Lagrangian of QED can be therefore built
starting from a Dirac Lagrangian.

£ = i 0,6 — mipp (L)
This Lagrangian is required to be invariant under local U(1) gauge transformations, i.e.:

) — "Wy (1.2)
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where x denotes time and space coordinates. Local invariance can be obtained only by the
introduction of an extra vector field, the photon A4, with the following transformation:

A, — A, +0,0(x) (1.3)
The derivative in the Dirac Lagrangian can be rewritten as:

9, — D, =0, —igA (1.4)

123

And the locally gauge invariant lagrangian of QED is

Lo = — " Fyy + iy Dy — i = — L F™ Fyy 4 it/ 0,0 — i + (a9 9) A,
(1.5)

with F* = 9" A" — 9" A",

The fine-structure constant «, quantifying the strength of electromagnetic interactions,

is given, at low energy scales, by:

2
e

= ~ 1/137 1.6
“ dmeghc / (1.6)

where e = 1.602176 x 10~ 7C, ¢, = 8.854187x 10 "*Fm " the vacuum dielectric constant,
h=h/2r = 1.054571 x 10~** Js with h the Planck constant and ¢ = 299792458 m/s the
speed of light in the vacuum.

1.2.2 The electroweak interactions

Electroweak interactions are described by the Glashow-Weinberg-Salam model [6, 7, 8],
according to which the weak and electromagnetic interactions are unified at high energy
scales (~ 100 GeV), but manifest themseles in the form of two separate interactions at
lower scales as the ones reached at the LHC.

The SM is based on the local gauge invariance of the Lagrangian. The invariance of
the electroweak sector of the lagrangian under the SU(2); x U(1)y symmetry group is
ensured by a redefinition of the derivative in the Dirac lagrangian through the addition
of the three gauge bosons W* of the SU(2) group, and the B gauge boson of U(1)y:

iviei
0, — D,=0,+igT"W, +ig §YBM (1.7)

where g and ¢’ are the coupling constants, T* is the i-th component of the weak isospin
and Y is the weak hypercharge quantum number defined by the Gell-Mann-Nishijima
relation Q) = T3+ %Y.
The Dirac Lagrangian therefore assumes the form:

1

-7 1 v v
Lewn = 07" Dyp = {Wi, Wi — 1B, B (18)

where 1 are the fermion spinors and the “reduced fields” can be written as:

W/jy = 8;/,Wuk - auVV/]Lc + geklqu,lWV,m (19)
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B,, = 9,B, — 9,B, (1.10)

Therefore, the interaction term of the electroweak Lagrangian is given by:

Lo = (1/7 “$)B,, — gy Tyabr, )W, (1.11)
gYLB+gW’ gW' - iW2)> (ﬁ)
d

g +iW?) gYL B - g’

w\b w\b

Z R(WRBYR) — (sz m)(
(1.12)

where the slashed notation indicates B = 'yMB“ and W = 'yHW“ , and the coupling of
the W gauge fields of the SU(2);, group to only the left—-handed component of the spinor
fields is made explicit.
The physical fields mediating the weak and the electromagnetic interactions can be ob-
tained as a combination of the above mentioned generator fields, highlighting the fact
that these two interactions are actually a manifestation of an unified force. In particular,
the charged gauge bosons of the weak interactions arise from a linear combination of W'
and W'
1

W= S E W) (1.13)
while the neutral boson of the weak interactions (Z") and the photon (A") result from
the mixing of W' and B":

0 @ I
Z _ (cos Oy sinfy\ (Wi (1.14)
A sinfy,  cos Oy B*

with 6y, the mixing Weinberg angle. It can be shown that the electric charge e and the

weak neutral charge g, can be expressed as a function of the coupling constants g and
/

g:
e = gsinfy, = g sinfy, (1.15)

e

gz = (T3 — 2Qsin” Oyy) (1.16)

2 sin Oy, cos Oy

The interaction term of the electroweak lagrangian can indeed be written in the form:

Eh == eI = W W) (L)

2 sin Oy, cos Oy,

€

VZ[(Ts — 2Qsin’ Oy,) — Tyy°] o (1.18)

where the electromagnetic current and the charged weak current are defined as J;m =

@quw and J, #i = z/;u/ d’yﬂwd/ “ respectively, while the last term is the weak neutral current.

1.2.3 The strong interactions in QCD

The strong force is described by Quantum Chromodynamics, QCD [9, 10], a Yang-Mills
non Abelian field theory [11] based on the SU(3)s symmetry group, where C' indicates
the colour charge. The quarks are triplets under colour charge, which can carry red, green
or blue charge. The strong interactions between quarks are mediated by the 8 massless
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gluons of the theory (G with a the colour quantum number), which carry a colour charge,
due to the theory being non abelian, allowing QCD gluons self-couplings.

Labeling the quark flavour with f and indicating with ¢, the quark field of flavour f and
colour charge a, the Lagrangian is

1 v ~a . a
LQCD = _iGg G;UJ + E qfaz’yNDubQ? (119)
f

where a and b run over the colour quantum numbers.
The field strength tensor G, for the gluon field G}, is given by

G, = 0,G5 — 0,G% — gy fapGUGS, (1.20)

with f,;. the structure constants, and the last factor being the gluon self-interaction, with
strong coupling g,.
The covariant derivative is:

DYy, = 0,08 + ig NG, (1.21)

where i is the colour index and A" are the SU (3) Gell-Mann matrices. This derivative
ensures the required local invariance under the SU(3) transformation:

. b
a(7) = 9 Zi il e, (1.22)

The presence of gluon-gluon couplings modifies the dependency of the coupling constant
a, on the energy scale, resulting from renormalization. The coupling constant can be
expressed as a function of the renormalization scale g

2
s 127
as(pr) = 5= = 5 (1.23)

AT (11Ng — 2N;) In(48)

2
AQCD

where, Agcp is a characteristic energy scale with experimental value ~ 300 MeV, N is
the number of colours and Ny the number of flavours. This value gives an estimate of the

effective strength of a given process, for ,u?:i ~ Q?, with Q the transferred momentum in
the process.

While in abelian theories like QED the coupling constant increases for increasing en-
ergy scales, in QCD the coupling constant value at low energies increases, while at high
energies it becomes smaller, resulting in the so-called asymptotic freedom. Due to this
phenomenon, perturbative QCD is only appliable at high energy scales.

Another characteristic phenomenon of QCD, observed empirically, is the colour confine-
ment: quarks and gluons (the partons) cannot be observed as coloured elementary par-
ticles, but only in form of composite colourless particles (the hadrons). Moreover, when
trying to extract a quark from a hadron, due to the increase of potential energy, the pro-
duction of a new quark-antiquark pair and gluons becomes more energetically convenient,
giving rise to the processes of fragmentation and subsequent hadronization, i.e. creation
of colourless hadrons from quark-antiquark pairs and gluons.
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1.3 The Higgs boson

Since a mass term for the gauge bosons of the form M 2VMV” would break the local gauge
invariance of the Lagrangian, gauge bosons in the Standard Model are required to be
massless. The same requirement is true for fermions, because the mass term

mflf_”/) = mf(d_”/)L +Ypg) (1.24)

includes the terms ¥zt and ¥ which are not gauge invariant since they transform
differently under SU(2);.

On the other side, both weak gauge bosons and fermions have experimentally been ob-
served to have a mass, thus suggesting the incompleteness of the SM as described until
now.

1.3.1 The Brout-Englert-Higgs mechanism

A possible mechanism to provide mass terms without breaking the SU(2) x U(1) local
gauge symmetry was proposed in 1964 by Higgs [12, 13, 14], and independently Brout and
Englert [15], based on the mechanism of spontaneous symmetry breaking. This mechanism
applies only to the SU(2) x U(1) group, because the gluons of SU(3) are massless. This
leads to the definition of the Higgs field as an isospin doublet of complex scalar fields:

o= (5512

Since after the symmetry breaking the U(1) group of QED must be unbroken, due to the
fact that the photon is massless, the Higgs electric charge must be null, thus leading to
an hypercharge Y = £1. Selecting Y = 1, we obtain the field:

B(x) = ( ¢0?x)) (1.26)

The Higgs potential is:
V(g) = M@'®)? + 20" (1.27)

where X is taken positive, and the full Lagrangian of the Higgs sector is:
L, = (D"®) (D"®) — A\(®'®)* + 1> ®' D] (1.28)

where the covariant derivative is the one of the electroweak theory.
For u2 > 0 the potential includes a mass term for the field ¢ and has a minimum at
® = 0. The case of interest is instead ,u2 < 0: in this situation, the potential assumes a
continuum of minima, as shown in Figure 1.2, for
2 —NQ v?
=—=— 1.29

6ol = =% (1.29)
This infinite number of minima results in the spontaneous symmetry breaking, when a
particular choice of the the minimum (or vacuum) is selected. Choosing the minimum

<P >= \% <S) (1.30)
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Figure 1.2: Higgs potential

where v is the vacuum expectation value (vev), the particle field can be expressed in terms
of perturbation around the minimum, such that:

_ 1 (g1 +igy
B \/§<v+h+in> (131)

where v = \/—,uQ/(2)\), h is the scalar Higgs field and ¢, ¢, and n are the Goldstone
bosons arising from the breaking of 3 of the 4 generators of the SU(2) x U(1) group,
which can be set to 0 in the unitary gauge.

Including the covariant derivatives of the electroweak theory in Eq. 1.28, and using the
fact that physical gauge bosons are a combination of the electroweak generators, the Higgs
sector is described by the lagrangian:

1 A
£ =50,hd"h + p2h? — Awh® — Zh4+ (1.32)
qu 2 1 92 +g/2
g B A L 2 Iz
+(2) wrw +2( 1 )v Z,7"+ (1.33)
- 1g%V{/*W‘“th gdv_ 1 Z,7"h + ﬁW*W‘W + g Z,Z"h* (1.34)
2 g 2 2cosf2 " 4 " 8cosf '

where the terms in the first row are the kinetic and Higgs self-coupling terms including
the mass term leading to the definition of the Higgs mass my = v2p = v2M. The
second row contains the gauge bosons mass terms, and the last one the couplings of the
Higgs boson to the gauge bosons.

Therefore, we obtain the following relations for the W and Z masses:

My = % — 80.4 GeV (1.35)

2 12
v\ 399
my = =90 W _919GeV (1.36)
2 2cosfy,  cos by,
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where v = 1/1/(vV2G ) ~ 246 GeV, given the Fermi coupling constant G = 1.1663787 x
107° GeV 2.

In addition to gauge bosons, the Higgs mechanism is also responsible for the fermion
masses. The Higgs doublet allows to build fermionic mass terms that are invariant under
SU(2);, xU(1)y, through the Higgs field, for the down component of the isosping doublet,
or its charge conjugate for the up component:

N 1 /fv+h
Do = —iog®* — — 1.
c 109 \/5( 0 ) ( 37)

Indicating with (v £) the lepton doublets and with (u d) the quark doublets, the mass
terms are obtained through couplings of the left-handed doublets and right-handed fermionic
singlets to the &~ and ® fields, as described in the Yukawa lagrangian

‘Cf = —yu(’l_LL JL)(I)CuR — yd(l_LL JL)(I)CdR — yg(le ZL)(I)ER + h.c. (138)
1 - v+ h R v+ h - 0
= _\ﬁ |:yu(uL dL)( 0 >UR +yaltr, dL)< 0 >dR + (%@L(U n h>£R] + h.c.
(1.39)
= f\% {yuﬂu + ygdd + yﬂf] + f\% {yuﬂu + ygdd + yﬂf] (1.40)

where y, 4, are the Yukawa couplings and the first parenthesis contains the mass terms,
thus leading to:

(1.41)

S‘V
2
)]

mf:

1.3.2 Higgs boson phenomenology

The Higgs boson is characterized by a very rich phenomenology in proton-proton colli-
sions, with multiple possible production modes, and several decay channels leading to
different possible signature of its production. Despite the Higgs production cross-section
at the LHC is much smaller than QCD background and several other SM processes such
ad W or Z production, as summarized in Figure 1.3, a relatively high number of Higgs
bosons has been collected during Run-1 and Run-2 by the ATLAS and CMS experiments,
allowing important precision measurements to be performed.

Higgs boson production modes

A summary of all possible production modes of the Higgs boson is shown in Figure
1.4, where the Feynman diagrams of the different processes are displayed. At the LHC
energies of /s = 13 TeV, the dominant production process is the gluon-gluon fusion (ggF)
(a), followed by Vector Boson Fusion (VBF) (b), associated production with a W or Z
boson (ZH, WH), also named Higgstrahlung (c) and gluon-gluon initiated ZH (d). Other
processes including quarks ¢ or b in the final states are subdominant. The cross-sections
of different production modes are shown in Figure 1.5, as a function of the Higgs mass,
with a zoom in the observed Higgs mass in the plot on the right.

Despite the higher cross-section of the ggF process, the VBF mode is often more suitable
for analyses, thanks to the clean final state including 2 jets and the Higgs boson. VH
processes are also characterized by clean signatures, where the decay products of the Z
or W bosons can be used to tag the event. Finally, the ¢tZH, tH and bbH modes, although
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Figure 1.3: The theoric cross-sections for several processes as a function of the /s (left), and
the measured cross-sections from ATLAS Run-1 and partial Run-2 dataset [16].

challenging due to the low cross-section, are particularly interesting, as they give direct
access to Yukawa couplings.

Higgs boson decay channels

The Higgs boson can decay in many possible channels, with a behaviour that is strongly
dependent on the Higgs mass, as shown in Figure 1.6. The Branching Ratio (BR) of the
Higgs in a given final state ¢ is defined as

I'H — X;)

BR(H — X;) = STES X (1.42)

where T is the decay width, T'y; = 4.07 x 10_3(f§:gg2) GeV [18].

The dominant decay channel, for the measured mass of the Higgs, is H — bb. This channel
is typically not characterized by high sensitivity though, due to the high background from
QCD jets. Its sensitivity can be enhanced in VH or t¢H production modes, where the
additional particles in the final state can help tagging the event. The best channel for
Higgs measurements is H — ZZ" — 4/, thanks to its extremely clean signature. Another
important channel is the H — + one, despite having a relatively small BR, thanks to its
excellent mass resolution, as well as being sensitive to scales far beyond the Higgs boson
mass.

1.3.3 Higgs boson discovery and measurements

The Higgs boson discovery was announced in July 2012, by the ATLAS and CMS col-
laborations. A new particle, compatible with the Higgs boson and with mass of about
125 GeV was observed, using data collected during Run 1, with ~ 5 b~ luminosity at
V5 =7TeV and ~ 6 fb~ " luminosity at /s = 8 TeV. The different decay channels were
combined, with dominant contribution from H — vy and H — ZZ — 4{ as shown in
figure 1.7, showing the local significance for the background only hypothesis as a function
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(c) VH (WH and ZH)

(g) g¢ — ttH and bbH (h) gg — ttH and bbH (i) tWH
S e ¢ ' '
~H S H
i w
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Figure 1.4: List of all possible Leading Order Feynman diagrams for Higgs production
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[3] (lower plot) experiments for the background only hypothesis, for each individual channels
present in the combination. The solid black lines represent the combined result. Horizontal lines
link pg values to the corresponding significance

of the hypothesized Higgs mass. Since the discovery, the focus of Higgs physics has been
on precision measurements of the Higgs boson properties, such as its mass and decay
rates, but also measurement of the spin, parity and charge conjugation, with particular
interest towards possible deviations from SM expectation.

In particular, the Higgs boson mass measurement is of fundamental importance for the
SM, being it a free parameter on which several properties of the Higgs boson and its in-
teractions with the other particles of the SM depend. The Run 1 measurement was based
on the H — vy and H — 4¢ channels. The Higgs boson manifests itself as a peak in the
invariant mass of the final state system, thus allowing the measurement of its mass by
means of a fit in the invariant mass distribution. The distributions for the two considered
channels are shown in figure 1.8: the signal is evident on top of continuous non-resonant
background dominated by QCD <~ production and non-resonant ZZ respectively. All
Run 1 results are summarized in Figure 1.10, showing both ATLAS and CMS measured
masses either in the single channels or in the combined one. The final combination of all
channels and ATLAS4+CMS analyses is also shown, resulting in the final mass value [4]:

my = 125.09 & 0.21(stat) £ 0.11(syst) GeV (1.43)

1.4 Open issues of the Standard Model

In the last decades, the Standard Model has been experimentally tested successfully and
with excellent accuracy, for instance with the high precision measurements of the Z and W
boson masses, which results consistent with Standard Model prediction within 0.3 ¢ and
1.6 o respectively (and with most of the main parameters consistent with SM predictions
within less than 1) [20]. The observation of the predicted Higgs boson, and the absence
of any evidence of deviation with respect to expected properties up to now, has been a
fundamental step towards the confirmation of the theory. Despite this, some questions
remain open, suggesting that some physics Beyond the Standard Model (BSM) might be
needed and the model can not be considered complete yet.

The main open issues are the impossibility to describe gravitational interactions within
the Standard Model framework, the hierarchy problem, the absence of an explanation
for Dark Matter, or of a mechanism to provide masses to neutrinos, and the matter-
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Figure 1.8: Invariant mass spectra for the diphoton (left) and four leptons (right) channels for
the full Run 1 dataset collected by the ATLAS experiment, with the result of the simultaneous
fit over analysis categories [19].
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Figure 1.9: Summary of Higgs boson mass measurements from the individual analyses of
ATLAS and CMS and from the combined analysis. The systematic (narrower, magenta shaded
bands), statistical (wider, yellow-shaded bands), and total (black error bars) uncertainties are
indicated. The (red) vertical line and corresponding (gray) shaded column indicate the central
value and the total uncertainty of the combined measurement, respectively [4].
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antimatter asymmetry. The Dark Matter problem, being the main focus of the searches
that will be described in this thesis, will be detailed in Chapter 2. In this section, an
overview of the other mentioned issues is presented.

1.4.1 Gravity and hierarchy problem

A way to implement the theory of General Relativity, describing the gravitational force,
within the framework of a quantum field theory has not been found yet. For this reason
gravity can not be described by the Standard Model. The impossibility to include gravi-
tation in the general description of particle interactions is not critical at the TeV scales,
due to gravity being extremely weak with respect to strong and electroweak interactions
at the microscopic level. Nevertheless, at higher energies, and in particular at the Planck
scale M, ~ 10" GeV 1, gravitation quantum effects become relevant.

This large scale difference between weak (My, ~ 100 GeV) and Planck scale questions the
naturalness of the theory and also results in the so-called hierarchy problem, consisting in
the need of a fine-tuning of some SM parameters in order to provide the cancellation of
quantum effects which would be expected to result in a much higher Higgs boson mass
than observed, namely close to the Planck scale.

In particular, quadratically-divergent radiative corrections to the squared Higgs mass are
expected from virtual effects of each SM particle (with one-loop diagrams shown in Figure
1.11). The squared mass would be:

m?’-] = m%{,bare - O()‘7 92? h2)A2 + O(IH(AQ)) (144)

where A is the Planck scale, up to which the SM is assumed to be valid. As an example,
the corrections arising from the fermion terms would be of the form

2
Am% = — |ny A% (1.45)

8w

In order to obtain the observed mass Higgs of about 125 GeV, a fine-tuned cancellation

is needed, of the order of (mfnil;”ef = (11(;)129 )2.

Among possible solutions to this problem, one is provided by Supersymmetry [21], assum-
ing the existence of a new scalar field for each fermionic one, to cancel the correction with
a term of the form +1§3/$A2 +... with yg = Q\yf|2. The existence of a new U(1) symmetry
in an hidden sector, associated to a new gauge boson traditionally named dark-photon,
could also help explaining the hierarchy problem. More details about the dark-photon
will be given in the following chapter.

1.4.2 Neutrino masses

Important proofs of the non-zero masses of neutrinos come from atmospheric and so-
lar neutrino experiments, with a key contribution from Super-Kamiokande (1998) [22]
and SNO (2001, 2002) [23, 24], through the observation of oscillations between neutrino
flavours, more specifically a discrepancy between the observed ratio of the muonic and
electronic atmospheric neutrino fluxes and the expected one (Super-Kamiokande), and
the observation of muonic and tauonic neutrinos in the solar neutrino fluxes (SNO).

The explanation of these oscillations requires the existence of different neutrino mass

! The scale at which quantum gravitational effects are expected to become relevant and the quantum
field theory and general relativity laws are broken
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Figure 1.10: Feynman diagrams of one-loop quantum corrections to the Higgs squared mass
due to a Dirac fermion (top) or a scalar (bottom) particle [21].

eigenstates, which do not coincide with the flavour eigenstates (e, p and 7), so that each
neutrino flavour is a superposition of mass eigenstates [25]:

Vo >=> Univi (1.46)

where «a labels different flavour eigenstates, i labels the mass eigenstates, and U,; is a
3 x 3 rotation matrix analogous to the CKM matrix of quarks and known as the Pon-
tecorvo-Maki— Nakagawa—Sakata (PMNS) matrix. The PMNS matrix can be expressed in
terms of 4 parameters, 3 mixing angles (615, 613, 023) and one CP-violating phase (4). Two
additional phases («; and «y) arise if neutrinos are Majorana particles (i.e. the particle
coincides with the anti-particle), but give no contribution to oscillations. In conclusion,
the PMNS matrix is given by:

i i /2 0 0

C12€13 ) 512€13 . S13€ €
Uai = | —S12€23 — 0125235136%5 C12€23 — 5123235136? $23C13 0 e'2/?
—512823 — 012023.31361(S C12823 — 3120235138“S §C23C13 0 0 1
(1.47)

The measurement of the PMNS matrix parameters and of the differences between the
three mass eigenstates (Am,;) is based on the measurement of the oscillation probabil-
ity among different flavour states, |<1/a\1/5>|2, which depend on these parameters. A rich
experimental program has been carried out and is still ongoing to investigate these prop-
erties, with different experiments being sensitive to different subsets of parameters [26],
depending on the targeted oscillations and the experimental parameter L/FE, with L the
distance between the neutrino source and the detector, and E the neutrino energy. In
addition, the observation of neutrino-less double 3 decays could be a signature of Majo-
rana neutrinos, as a Majorana neutrino could be emitted by one nucleus and absorbed
by the other one, thus resulting in the absence of neutrinos in the final state. The ex-
perimental sensitivity to this process depends on the mass hierarchy, as shown in Figure
1.11. Despite important progresses in the measurements of the relative masses of different
neutrino flavours, the measurement of absolute masses has not been possible yet, and an
ambiguity remains between normal hierarchy (ms > mgy > m;) and inverted hierarchy
(my > my > mg).



16 1. The Standard Model of elementary particles

2 2
1 T T TTTTTT T T T TTTTIT T T T TTTTT T T TTTT . (mg) (mz)_ 2_
E (Bm)y
£ = (m,)” e——
01 -
E 1H (Am?<0) ] u v,
2 ] (O,
< 001 = v
g = g (),
B NH (Am?>0) ] m
0.001= ~
4: ! | ! :\ m—— (0,
B Coonlt R R L 2
1075 0.001 0.01 0.1 1 (Bm)g, " X
Myjgntest [€V] —(m,) (my)'®
normal hierarchy inverted hierarchy

Figure 1.11: Predictions on the effective Majorana mass mgg from oscillations as a function of
the lightest neutrino mass (left [27]) and sketch of mass hierarchies (right [28])

In contrast with the experimental observation of neutrino oscillations, SM neutrinos are
massless: the neutrino fields are present in the SM only with left-handed (LH) chirality,
thus implying the impossibility to build a Dirac mass term in the Lagrangian.

The mechanism through which neutrinos acquire mass is therefore unknown yet. Some
physics beyond the SM is needed in order to explain neutrino masses, and several possibles
models have been proposed, including Grand Unification Theories or other extensions of
the SM predicting the existence of right-handed RH neutrinos, as well as models consid-
ering neutrinos as Majorana particles (in which case the lepton number conservation or
the U(1)y symmetry would be violated) [27]. The hypothetical additional RH neutrinos
predicted in some theories would mix with the ordinary neutrinos via the Dirac mass term
[29]. Moreover, being not subject to SM interactions, they can acquire a Majorana mass
without breaking the SM gauge symmetry, resulting in an extension of the mass term of
the Lagrangian by [29]:

_ .1
[':1/ D) %ﬁRal/R — erL’l.O'QH VR — §V£CMRVR + h.C. (148)

where v are RH neutrinos, which are singlets under SM gauge symmetries, Y, are the
Yukava couplings, £; represents SM lepton doublet, o, H* the Higgs doublet , and Mp
a symmetric matrix of L-violating Majorana masses, with L the lepton number. Several
models proposed to explain neutrino masses by predicting the existence of additional
neutrinos, are collectively known as see-saw models. As an example, in the Type I see-
saw model, RH neutrinos are assumed to be heavy, with a mass much higher than the
scale of electroweak symmetry breaking, and the SM neutrinos can acquire a mass term
by integrating heavy neutrinos away, and the SM neutrino mass matrix is given by:

m, = mDMﬁlmTD (1.49)

where (mp);; = Y70 /+/2 is the 3 x m Dirac mass matrix with m the number of additional
RH neutrinos and v the SM Higgs vacuum expectation value. Other realizations of the
Seesaw mechanism predict only additional Dirac RH neutrinos, with Yukawa couplings
constrained to be < 10712, the neutrino masses < 0.1 eV and Majorana mass term for-
bidden [29].
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1.4.3 Matter-antimatter asymmetry

Within the framework of the SM the matter-antimatter asymmetry problem [30] is gen-
erally considered to be related to the baryon asymmetry problem, i.e. the imbalance of
baryonic matter and antibaryonic matter in the observable universe. Starting from the
generally accepted absumption that matter and anti-matter are predicted to be produced
in equal amount ad the origin of the Universe, the observed imbalance must be originated
from some baryon number violating physical process, during the Universe expansion and
cooling.

Sakharov proposed three necessary conditions [31], to produce baryons and antibaryons
at different rates within the SM: violation of baryon number; violation of both charge
conjugation symmetry, C, and charge conjugation-parity symmetry, CP; and the process
must not be in thermal equilibrium. The research in this field is therefore focused on
probing these three conditions.

Up to now, no evidence of baryon number “direct” violation has been observed. Con-
cerning CP violation, this phenomenon is indeed observed in weak interactions, where it
originates from charge-changing (CC) weak interactions that change the charge and fla-
vor of quarks. These CC interactions introduce a mixing between up-like and down-like
quarks, with transition amplitudes described by the Cabibbo-Kobayashi-Maskawa (CKM)
matrix elements. Nevertheless, this effect has been found to be too tiny to explain the
observed asymmetry. Finally, departure from thermal equilibrium is generally assumed
to also occur within the electroweak sector of the SM during the so-called electroweak
phase transition, a first order transition between massless W and Z gauge bosons state
to the massive one.

In conclusion, despite some physical processes satisfying the Sakharow conditions do exist
in the SM, they are not enough to explain matter-antimatter asymmetry, thus leading to
the need for new physics. The search for CP violating processes gains particular interest
at LHC, where this hypothesis is probed, for instance, in the Higgs sector.






CHAPTER 2

The Dark Matter problem

In the last decades, a variety of unrelated astrophysical measurements have provided
compelling evidence of the need for Dark Matter (DM) in order to explain the observation
of missing mass at various scales [32, 33].

Velocity dispersion in Coma Cluster The first hint of an additional “dark” con-
tribution to mass, dates back to 1933 when Zwicky observed an anomaly in the velocity
dispersions of galaxies in the Coma Cluster [34]. By inferring the mass of the Coma
Cluster from luminosity measurements and applying the virial theorem, he estimated an
expected velocity dispersion of about 80 km/s, as opposed with the measured one of about
1000 km/s, too high to be explained by visible matter alone.

Rotational curves of galaxies Since 1970s, crucial observations supporting the DM
hypotesis have taken place, related to the rotation curves of spiral galaxies, i.e. the
circular velocity profile of the stars and gas in galaxies as a function of their distance
from the galactic center. According to the Newtonian theory, the orbit velocity of stars
and gas in the galaxies would be expected to decrease with increasing distance from the
galactic center, following the equation

v(r) =4/ GNT‘M(T) (2.1)

where G is the gravitational constant and M(r) the mass of the galaxy within the
distance r from the centre. Nevertheless, the observed rotational curves are actually
observed to be flat up to large radii outside the disk, suggesting the presence of an halo
of DM, able to speed up the orbit, with a density going as

P (r) ~ 1/7°2 (2.2)

As an example, in Figure 2.1 the velocity profile of galaxy NGC 6503 is shown, as a
function of radial distance from the galactic center. The line fitting data is obtained by
adding a DM component, while it’s clear that the data can’t be explained by baryonic
matter (gas and stars in the disk) alone.

Since the first observation of flat rotation curve for the Andromeda galaxy by Rubin and
Ford in 1970s’ [35], similar results have been obtained for almost all the studied galaxies.

Gravitational lensing Another hint of the existence of DM comes from gravitational
lensing. This phenomenon is predicted in the context of general relativity and consists

19
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Figure 2.1: Galactic rotation curve for NGC 6503 showing disk and gas contribution plus the
dark matter halo contribution needed to match the data.

in the deviation of the light due to space-time deformation produced by the presence of
a mass distribution. The mass of the object producing the gravitatonal lensing effect,
named “lens”, can be inferred through the analysis of the lensed object.

Strong lensing effects happen when the lens mass is high enough to split the lensed astro-
nomical source into multiple images or to distort it in giant arcs or rings. In these cases,
it is possible to measure the mass of the foreground object through the observation of its
effect on a single distant source. For instance, the observation of giant arcs around the
Abell 370 cluster, Figure 2.2a, provided an observed mass about 300 times larger than the
one derived from luminosity measurements. In Figure 2.2b [36] another example of strong
lensing is shown, in which the background blue galaxy is split into multiple images. In
the right panel of Figure 2.2b, a simulation of the lens is displayed: the peaks represent
the galaxies in the cluster that constitute the lens, while the smooth component can be
related to the DM in the cluster itself. An alternative approach consists of a statistical

(b)

Figure 2.2: (a) Image of the massive galaxy cluster Abell 370 taken by the NASA/ESA Hubble
Space Telescope, where giant arcs due to gravitational lensing can be clearly seen. (b) On the
left: The foreground cluster of galaxies gravitationally lenses the blue background galaxy into
multiple images. On the right: A computer reconstruction of the lens shows a smooth background
component not accounted for by the mass of the luminous objects [36].
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analysis (performed, for instance, by the Sloan Digital Sky Survey [37]) of weak lensing
phenomena, resulting in a magnification and shear of multiple distant sources.

The gravitational lensing allows therefore to point out the presence of non-luminous mat-
ter, by analyzing the distortion of the images of distant objects, and makes it possible to
indirectly observe DM at distances up to 200kPc ! from the center of the galaxies. More-
over, gravitational lensing observations show the presence of DM distributed in filaments
(cosmic web) on Mpc scales.

Hot gas in clusters X-ray emissions observed by ROSAT in the Coma Cluster [38](Figure
2.3a), have shown the presence of hot gas which could only be explained by assuming the
presence of a large DM fraction, able to avoid the gas evaporation.

Bullet cluster A further evidence of DM existence is given by combined studies of X-
ray emissions and lensing effects, allowing to show the DM interplay with the stellar and
gas component of a bullet cluster (cluster originated by the collision of two smaller ones).
The X-ray image (ordinary matter) has been collected by the Chandra observatory and
is shown in pink in Figure 2.3b. The DM (inferred by lensing measurements) is instead
represented in blue. The clearly inhomogeneous distribution of ordinary matter and DM
suggests a different behaviour between the two components during collision: while the
former has passed through the collision point without interacting, the gas and stars have
been slowed due to collisions, and coalesced in the center of the merged cluster.

Coma Cluster
0.5-2.0 keV

0.5 Degree

(b)

Figure 2.3: (a) X-ray image of COMA cluster from ROSAT satellite [39]. (b) A collision
of galactic clusters shows baryonic matter (pink) as separate from dark matter (blue), whose
distribution is deduced from gravitational lensing [40)].

Cosmological evidences In addition to the quoted astrophysical measurements, cos-
mological observations also support the DM hypothesis.

High-precision cosmological simulations underlined that the large-scale structures of the
Universe can hardly be explained if ordinary matter alone is taken into account, while
a DM component would allow to clump together ordinary matter before recombination,

11Pc~ 3.3 light-years~ 3.09 x 10'm
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and would provide the potential wells for structure formation at a later time.

But one of the most important observations is related to the CMB anisotropy measure-
ments (performed by Planck [41] and WMAP [42]), which, in association with the baryonic
abundance derived from studies of primordial nucleosynthesis, allows to establish the Uni-
verse composition.

The CMB is the remnant radiation from early Universe at 7' = 2.73 K. The observed
temperature anisotropy spectrum is the result of photon temperature oscillations, frozen
in at redshift x=1100, when the photons decoupled from the baryonic matter.

In Figure 2.4 the temperature fluctuations are shown as a function of angular scales. The
anisotropy spectrum is expanded in series of spherical harmonics

+oo  +4
0T(0,8) =Y D apmYem(6,0) (2.3)
=2 m=—4
and the quantity
Z(f + 1)C
D, = Z |a’£m| (24)

m=—{

is plotted, where C, = <|aem|2> is the angular power spectrum. The first peak is com-
patible with a flat universe, the second one suggests a 5% abundance of ordinary matter
(coherent with predictions from primordial nucleosynthesis), and the third one can be
explained by a 27% contribution from DM.
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Figure 2.4: Planck’s power spectrum of temperature fluctuations in the CMB. The fluctuations
are shown at different angular scales on the sky. Red dots with error bars are the Planck data.
The blue curve represents the standard model of cosmology, ACDM. The peak at 1 degree is
consistent with a flat geometry of the universe, the height of the second peak with 5% ordinary
matter, and the second and third peaks with 27% DM [41].
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2.1 Dark Matter candidates

Based on little information that can be deduced by astrophysical and cosmological ob-
servations, a huge number of DM hypotheses and scenarios is possible, predicting DM
candidates with masses that range from 10°° eV to 10* kg, as summarized in Figure 2.5.

Among this plethora of possibilities, the most credited and experimentally explored

102V peV neV peV meV eV keV  MeV GeV TeV M,
L I L s I L 1 I L L I 1 L I L L I 1 1 I L L I L L I L L I 1 L I oo I 1
I pre-infl. QCD axion general thermal WIMP
post-infl. sterile
fuzzy DM CD axion neutrino ADM
“classical” « >
QcCD axion non-thermal WIMP (FIMP)
< = Al
QCD axion standard
thermal WIMP

(e.g. SUSY neutralino)

Figure 2.5: A summary of possible DM candidates and their typical predicted masses [43].

candidates are non-baryonic and cold DM particles such as WIMPs (Weakly Interacting
Massive Particles). However, in the following part of this chapter, also other hypoteses
will be briefly described.

2.1.1 Baryonic Dark Matter

One of the first hypotheses that have been considered, interprets the observed missing
mass in terms of a baryonic DM, constituted by Massive Compact Halo Objects (MA-
CHOs) such as faint stars, substellar objects, stellar remnants like brown dwarf or neutron
stars, primordial black holes. At present, a baryonic nature of DM has been widely ruled
out by strong constraints from several experiments, such as the microlensing experiments
MACHO [44] and EROS [45, 46], which pointed out that MACHOs could account for no
more than 8% of the missing mass in our galaxy. An overview of the limits set over the
percent contribution of MACHOs to DM halo, as a function of the DM mass, is shown
in Figure 2.6 . Primordial Black Holes [47], i.e. black holes that formed before the epoch
of Big Bang nucleosynthesis and with masses below the sensitivity range of microlensing
surveys, were recently explored as a still viable DM candidate, but the latest measure-
ments provided by the Subaru Hyper Suprime-Cam (HSC) [48] strongly constrain this
hypothesis. Moreover, a rather strong confutation of the baryonic hypotesis comes from
the already mentioned predictions from primordial nucleosynthesis, leading to the 5%
estimate of the baryonic abundance.

2.1.2 Non-baryonic Dark Matter

Since the possibility of a baryonic DM is largely excluded, nowadays the most supported
theories interpret DM as composed of new, non Standard Model, particles. Given the
crucial role of DM in structure formation, these particles are expected to be a relic from
the Big Bang and therefore are requested to be neutral, very weakly interacting with
ordinary matter and stable over cosmological scales in order to survive with the observed
abundance up to the present. Moreover, in order to be coherent with an Universe evolution
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Figure 2.6: Excluded fraction at 95% CL of DM halo constituted by machos, f, as a function
of the macho mass, M, for the combined analysis of the EROS surveys. The likelihood contour
at 95% CL observed by MACHO is also reported [46].

from small-scale to larger-scale structures, they should be non-relativistic (Cold DM) at
freeze-out, i.e. the time when the annihilation of DM particles is inhibited by the Universe
expansion.

On the other hand, Hot DM candidates (such as ordinary or sterile neutrinos which will be
described later), consists in particles that are relativistic at freeze-out time, thus favouring
an evolution of the Universe from large scale structures to smaller scale ones.

WIMPs Among the non baryonic cold DM candidates, one of the most credited are
the WIMPs [49], i.e. weakly interacting massive particles, neutral, stable, and produced
as the thermal relic of a freeze-out process.

The WIMPs satisfy all the requirements for a possible DM candidate, and are automat-
ically predicted in the context of various models proposed to solve open questions not
directly related to DM. For instance, possible WIMP particles could be the lightest neu-
tralino in the SUSY models, or the lightest Kaluza-Klein particle in Extra Dimension
theories [50].

Moreover, the search for WIMP particles has been strongly encouraged by the so-called
“WIMP miracle”, consisting in the observation that this kind of particles, with a mass in
the GeV-TeV range, can be naturally produced with a relic density consistent with the
observed DM abundance. In the early universe, WIMP are considered to be in thermal
equilibrium with baryonic matter, meaning that the reaction

XX < XX (2.5)

(where x is the DM and X the ordinary matter) is balanced and the DM annihilation
rate equals its production rate. With the expansion and consequent cooling down of the
Universe, at T' < m,, the thermal energy becomes insufficient for DM production, thus
suppressing this reaction. DM annihilation still happens, resulting in a decrease of DM
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Figure 2.7: Dark matter abundance Y normalized to its value at T' = m,, as a function of
z = m, /T, for different choices of the averaged annihilation cross sections. The black line
corresponds to thermal equilibrium and the coloured lines to the values of Y after freeze-out.
[51].

density, until freeze-out. From this moment on, the DM density remains constant up to
the present, as shown in Figure 2.7.

More quantitatively, assuming kinetic equilibrium with SM particles (i.e. xX <«
xX) and thermal equilibrium with photons (the dominant component in the radiation-
dominated early Universe, for red-shift z > 3000), the density distribution in time is
described by the Boltzmann equation:

d

d—? +3Hn = —(ow)(n® — n2,) (2.6)
where H is the Hubble constant, n the DM density at time ¢, (ov) the thermally averaged
annihilation cross section and n., the DM density at thermal equilibrium, following the
Boltzmann distribution:

T 3/2
m) e ™7 (2.7)

"eq(T) = g(ﬁ

In Eq 2.6 the term 3HN is related to the decrease in density due to universe expan-
sion, while the term on the right accounts for equilibrium, “forcing” n to approach the
equilibrium value. This equation remains valid until freeze-out, which happens when the
condition:

H = n(ov) (2.8)

is satisfied. Numerical solutions of the Boltzman equation lead to the estimated relic
density of the DM:

3% 1072 em?s ™! 0.01\? m
QO h% ~ ~0.1 2.
X (ov) 0 ( a ) (100 GeV> (29)

with h = Hy/100 km s~ Mpe ™ (Hy the present Hubble constant) and « the coupling
strength between DM and ordinary matter. A coupling strength o ~ 0.01 (of the order of
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SM weak interaction) would reproduce the observed DM abundance for m, ~ 100 GeV.
Although this mass and coupling have actually already been disfavoured by observations,
weaker interactions or different WIMP masses are still not excluded and compatible with
the observed relic density.

Non-WIMP Cold Dark Matter Other cold DM candidates are WIMP-like particles
with similar properties as WIMPs, but a different production mechanism.
For instance, the DM relic density could be explained by a freeze-in process, consisting
in the production of DM particles through SM particles annihilation or decay, starting
from a negligible DM abundance in the early Universe. This production continues until
the expansion rate of the Universe becomes high enough and the temperature low enough
to suppress the production mechanisms, resulting in a fixed number of DM particles.
Another possibility consists in Asymmetric DM [52], a model that interprets the present
DM abundance as the result of an asymmetry in the early universe, similar to the baryonic
one:

0y = Ln I (2.10)

~

where n, (y) and n, are the number of particle (antiparticle) DM and photons respectively.
This interpretation would also give a possible explanation to the observed ratio between
baryonic and dark matter abundances (Qx /g ~ 5) as due to a common production
mechanism.

Axions The last cold DM candidates described in this incomplete list, are axions, i.e.
neutral, pseudo-scalar and stable particles that were originally theorized as the (pseudo-)
Goldstone bosons of an anomalous U(1) broken symmetry introduced in order to explain
the strong CP problem, i.e. the non observation of CP violation in strong interactions,
despite the fact that the conservation of CP symmetry is not theoretically expected in
QCD.

Strong constraints rule out the original formulation, the so-called PQWW axion (Peccei-
Quinn-Weinberg-Wilzcek) solution [53], which relates the scale of the interactions to the
scale of electroweak symmetry breaking.

Despite this, other possible models are still viable solutions to the strong CP problem.
For instance the DFSZ (Dine- Fischler-Srednicki-Zhitnitsky) [54, 55] and the KSVZ (Kim-
Shifman-Vainshtein-Zakharov) [56] models, related to invisible axions (axions with very
weak couplings to ordinary matter) or new formulations of Peccei-Quinn solution theo-
rizing lighter axions.

Axion-like particles (ALPs) are also predicted in the context of other extensions (non re-
lated to the strong CP problem) of the SM, which introduce spontaneously broken global
U(1) symmetries.

Neutrinos Concerning the Hot DM hypothesis, ordinary neutrinos would be the main
candidate, but this hypothesis is disfavoured both because of its inconsistency with the
large scale structures of the Universe, and because of the the low masses of these particles
that would hardly give a sufficient contribution to the measured DM abundance. On the
other side, a viable warm DM candidate would be a sterile neutrino [57], predicted as
additional right-handed neutrino, potentially coupling with ordinary neutrinos through
kinetic mixing.
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2.1.3 MOND

Although the existence of DM is a generally accepted hypothesis by the largest part of
the physics community, for completeness the MOND theory (Modified Gravity) has to be
mentioned as an alternative solution to the DM problem.

These theories are based on the assumption that no additional matter component exists
and that the apparent “missing mass” can be explained by means of a modification of the
gravity laws.

More precisely, according to the originally proposed MOND hypothesis [58], for very low
accelerations (a < ag ~ 1.2 x 10710 ms_2), the Newtonian force F' = ma has to be scaled:

>
F= {ma2 @~ (2.11)
ma”/ag a~ ag

In the past years, more complex modified gravity theories have been developed and the
leading one, at present, is the TeVeS theory (Tensor-Vector-Scalar gravity) [59], proposed
by Bekenstein in 2004 and predicting two additional fields beyond those of general rela-
tivity.

The Modified Gravity allows to explain the gravitational lensing observations and anoma-
lies in rotational curves of the galaxies. Moreover, it can reproduce the large scale struc-
tures of the Universe without the need for DM.

Despite its ability to explain these observations with an appropriate choice of the pa-
rameters, it fails to reproduce the third peak in CMB anisotropies, thus being strongly
disfavoured by cosmological evidences. Moreover, the recent observation of two galaxies
almost devoid of DM (NGC 1052-DF2 and NGC 1052-DF4) [60, 61], seems to potentially
further rule out this hypothesis, being these observations considered consistent with tidal
disruption phenomena due to interaction with a neighbour galaxy [62], while it might be
difficult to understand such loss in generality of a physics law in modified gravity models.
Some recent publications, nevertheless, claim the possibility to explain these two galaxies
also within a modified gravity framework [63].

2.2 The Dark Sector scenario

An hypothesis which is gaining growing interest in the last years, also due to increasingly
wide regions of the phase-space being excluded by DM searches, predicts the existence of
a full “hidden” or Dark Sector, with its own internal gauge structure and particles content
[64, 65, 66]. The DM would be only part of this sector, mainly interacting with other dark
particles, but potentially coupled also to the Standard Model through so-called “portal”
interactions.

The Dark Sector hypothesis opens to an extremely rich phenomenology [67, 68], and
does affect the modelling of DM production and evolution, for instance through self-
interactions potentially enhancing the annihilation rate, or allowing additional possible
decay channels into either SM or other Dark Sector particles.

2.2.1 Portal interactions

The Dark Sector particles are predicted to be neutral under the SM interactions. The as-
sumed “portal” interactions [66, 68] are therefore an exception to the SM gauge structure
of interactions, since these kind of forces could be mediated by direct couplings between
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Dark Sector and Standard Model particles rather than by gauge bosons of an associated
symmetry group. This interactions are required to conserve the SM gauge invariance, thus
leading to a relatively limited number of viable interactions, including vector, neutrino,
Higgs and axion portals. In addition, gauge interactions are still a possibility, as long as
a new symmetry group is introduced.

A general form of the “portal” interaction lagrangian is

‘Cportal = Z OSM X ODS (212)

where Og;; and Opg represent any generic operator related to SM and Dark Sector fields
respectively.

The vector portal A simple realization of the vector portal is a dimension 4 operator,
consisting in a coupling between the SM photon and an additional vector field A, with
strength tensor Fy ,,,, the so-called Dark Photon, gauge boson of a new U(1), symmetry
group of the Dark Sector:

€

‘Cvector = ‘CSM + ‘CDS - 2

Fy " (2.13)
where € is the kinetic mixing parameter [69], which scales with the Dark Photon coupling
to the electromagnetic current, and £pg the Dark Sector lagrangian, which might include
a DM field x:

[ 1 9 o ‘ 2
Lpg = _ZFd,;w + imAdAd,u + (8, + igada,.) x| (2.14)
The coupling via kinetic mixing to the SM photon is the simplest and most general one,
but other cases are considered in the literature, such as B — L and L, — L. models, where
the Dark Photon is assumed to be coupled to either total lepton current, or total baryon
currents [70, 71].

The Higgs portal The Higgs portal is based on the existence of a new scalar field
(S), originally predicted in the context of next-to-minimal SUSY models [72]. This scalar
field couples with the Higgs boson (H) with dimension 3 or 4 operators, with coupling
constants . and A respectively. Typically, the interactions scale with the Yukawa cou-
plings (resulting in a suppression of the portal interaction for high-mass loops). The
corresponding lagrangian is:

Lscalar = ESM + ‘CDS - (/JS + )‘SQ)HTH (215)

where an interaction between the scalar S and DM might emerge in the DS term in the
form Lpg = Sxx + ...

Neutrino portal In this scenario, potentially related to neutrino mass generation, an
additional heavy neutrino N couples with a fermion L and Higgs boson H in a 4-dimension
operator. The Lagrangian is

L=Lsy+Lps+ Y For(LH)N; (2.16)
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where the summation runs over the flavours a of the lepton doublets L, and the additional
heavy neutrinos N;, and the F,; indicates the corresponding Yukawa couplings. Here,
the DS Lagrangian will include the mass terms, either Majorana or Dirac, of the new
neutrinos Nj.

Axion portal This interaction consists in a dimension 5 interaction, where a new pseu-
doscalar particle (the axion or an axion-like-particle ALP described in Section 2.1.2) in-
teracts with electromagnetic fields, gluons or fermions through the term:

L="Loy+Lps+ 15 4f WFW+4f TG, G + “ Zzamsl 1 Ot qu%qﬁ

(2.17)
where a is the new pseudoscalar particle, F' indicates the electromagnetic field, G the
gluons, [ the leptons and ¢ the quarks, with the corresponding interaction strengths
which depend on the scales of the theory, fx.

SM charge gauges The most generic scenario predicts a new vector particle V,, with
interaction strength €y, with the requirement of an additional globally-conserved current
of the SM (e.g. B~ L, L, — L,).

L=eyfvy"q [V, (2.18)

2.2.2 Minimal Dark Sector and the Dark Photon

A minimal extension of the Lagrangian to accomodate the Dark Sector would consists in
an additional U(1), symmetry group, already mentioned in the vector “portal” scenario,
with its associated gauge boson, the Dark Photon (vy4) [66]. This gauge boson can be
either massless or massive, with significant differences in the phenomenologies between
the two cases.

Tt is useful to start from a generic Lagrangian involving two U(1) symmetry groups:

1 / 1V 1 / 24
EZ _ZF NVF _ZF d,;,WFd -

%F'WF/ZD + 6JMAW + ede’MA/S + %midA/d,uA/g
(2.19)
where the label d identifies the Dark Sector and F /fbdy) is the A/ﬁi) strength tensor. The AL
field is only coupled to the SM J, current, while the dark field A:j,u to the dark current
Jq,u- Nevertheless, in the massive Dark Photon case, a coupling between the dark photon
and the SM current arises from kinetic mixing between the Dark Photon and the photon,
while in the massless case an interaction can happen through operator with higher than 4
dimension. In the following, the massless and massive case will be considered separately.

Massless Dark Photon If the Dark Photon mass is null, m,, = 0, it is possible to
cancel the kinetic coupling term between the photon and the Dark Photon by means of
a redefinition of the Dark Photon field. In particular, it is always possible to diagonalize
the kinetic terms through rotations with an angle 6:

1
AN 12 O\ /cosd —sing) (A}
AM )T = 1 sin 6 cos @ AH
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where the A" and A/ are the physics fields respectively of the SM photon and of the Dark
Photon. The mixing term in the Lagrangian can be rewritten :

[ eqcost €cosf L {_ eqsin @ ( esinf ) } L

L {1 — Jd #—i—e(smﬁ m) Jﬂ] AL+ 7\/:‘][1 ute COSG—F@ J#) A

2.20
Given that 6 can assume an arbitrary value in the absence of a Dark Photon mass, two
possible choices can be considered, to simplify the couplings structure such that either the
SM or the dark current are coupled to only one gauge boson. In particular, if sinf = 0,
the SM photon is coupled only to the SM current, while the Dark Photon couples to both
SM and dark sector currents. Oppositely, if sinf = ¢, the Dark Photon couples only to
the dark current, while the SM photon to both. More explicitly:

sinf =0 —L = [ }A“ + eJ, A" (2.21)

\ﬁ \h
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—€ —€

In the second case, the additional interaction between the photon and the dark current in-
troduces a new charge commonly referred to as milli-charge, which is strongly constrained
experimentally [73], as shown in the top left plot of Figure 6.4. a symmetry left over after
the spontaneous breaking of a larger nonAbelian group.

Interactions between the Dark Photon and the SM would occur only through higher-order
operators in this case. The simplest realization consists in a dimension-5 operator:

(2.22)

€d i ij . W5\ J v
2—/;121/) 0, (DY) + iys D)y FY (2.23)

where ¢, = i[y,,,7,], D) and Dg are coefficients associated to the magnetic and electric
dipole operators respectively and the ¢ and j indexes label the fermion flavour.

Massive dark-photon In the massive case, the § parameter is no more arbitrary. From
a gauge theory point of view, this can be explained as the result of the symmetry breaking
giving rise to the Dark Photon mass term, while breaking the degeneracy of the possible 0
values. Alternatively, the dark photon might acquire mass by means of the Stueckelberg
mechanism [74].

The 6 value that originates the Dark Photon mass eigenstate is such that

SV1—¢é

Sinf = ———— (2.24)

V1 — 28e + 6°

where § = M, /M / is the ratio of the A" and A), masses. In the Lagrangian, both the
photon and the Dark Photon couples to the SM and the Dark Sector currents, meaning
that the Dark Photon has now direct interactions, at tree-level, with the SM, and an
additional coupling arises also for the photon.

1 1—de e(d—e .
= e (G + T )+ (= et ) ) 229

What described until now can be extended to a coupling to the SM hyper-charge rather
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than the electromagnetic one, with the U(1),; gauge boson taking part, if massive, to the
diagonalization of the B and w3 gauge bosons to produce the physical Z, A and Ay
bosons. In this case, also the Z boson will have additional coupling to the dark current,
and the mixing terms of the Lagrangian, assuming § = 0 and therefore no coupling
between the photon and the dark-sector, will be of the form

L =+eqetanby J)Z, + (egJ) —eeJ") Ay, (2.26)

In the massless case, the only effect of a coupling to the U(1)y would be that also the Z
boson would be coupled to the dark-sector current.

2.3 Detection strategies

In order to understand the nature of DM, it is essential to observe possible non gravita-
tional interactions with ordinary matter.

The search for DM is performed by means of three different approaches, based on different
processes and interactions between DM and SM particles, as illustrated in Figure 2.8:

Collider

1211

Indirect

Figure 2.8: A scheme of the different approaches to DM search.

e Direct Detection (DD), looking for scattering of DM off ordinary matter;
e Indirect Detection (ID), looking for products of annihilation of pairs of DM particles;

e Production at colliders, aiming to produce Dark Matter (or generally Dark Sector)
particles through high-energy collisions of Standard Model Particles.

The importance of multiple approaches to DM search lies in their complementarity,
which provides sensitivities to different DM candidates and interactions and allows to
explore the several open scenarios.

2.3.1 Direct Detection and exclusion limits on WIMPs

Direct Detection experiments are especially performant in the context of WIMP searches.
They are based on the assumption that DM particles interact with ordinary matter
through elastic scattering off nuclei (and more recently electrons).
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The observed signal of DM interaction with the detector is the nuclear recoil energy which,
for WIMP masses in the range 20 GeV-1 TeV, is of about 1 keV-50 keV. Therefore, it’s
essential to obtain an extremely low energy treshold.

Moreover, the event rate comes out to be extremely low (about 10" =10~ ®events/kg/day)
due to very weak interactions, thus requiring high mass detectors, in order to enhance
the probability to observe a signal, and a suppression as effective as possible of the var-
ious background sources (cosmogenic background, environmental radioactivity, detector
radioactivity). The background suppression is pursued by shielding techniques, signal
background discrimination (for instance by means of Pulse Shape Analysis, hybrid de-
tectors or by using a neutron detector to isolate neutron recoils off nuclei), the choice of
radio-pure materials and of underground sites for the detector.

These experiments are based on some theoretical assumption, for instance related to the
DM Halo shape or to the velocity distribution of the DM ‘wind”, which is commonly
assumed to follow a Maxwellian distribution. Another theoretical assumption relies on
the type of DM-nucleus interaction: in Spin Independent (SI) interactions, the scattering
is coherent and scales as the atomic mass squared, A2, thus allowing to enhance the ex-
periment sensitivity by using heavier nuclei; on the other hand, the Spin Dependent (SD)
scattering is due to the interaction of a WIMP with the spin of the nucleus and takes
place only in those detector isotopes with an unpaired proton and/or unpaired neutron.
At present, the stronger limit are set for the SI scenario.

Besides looking for a scattering of DM particles off nuclei in background-free environ-
ments, another strategy can be applied, which doesn’t require a strong background sup-
pression: it takes advantage of the expected annual modulation of the DM signal, due to
the relative motion of the Earth with respect to the WIMP “wind”. As a matter of fact,
the random motion of WIMPs in the Galaxy, combined with the Sun’s motion, creates (on
the average) a relative velocity between Earth and the WIMPs. On top of that, because
of the Earth revolution, the relative velocity of the Earth with the WIMP wind varies
with the time of year, leading to a sinusoidal modulation peaking in June and reaching
its minimum in December.

Various types of detecting techniques are employed, based on ionization, scintillation or
heat detection: for instance, high-purity scintillation detectors (such as DAMA /LIBRA,
Dark Side, Picasso), high-purity semi-conductors (such as CoGENT, IGEX), liquid no-
ble gases detectors (XMASS, XENON100, LUX, DEAP-3600, DarkSide-50), bolometric
detectors (COUPP, Cuoricino), cryogenic crystal detectors (CDMS II), hybrid detectors
(CREEST-II, CDMS, EDELWEISS).

Among the several DD experiments, DAMA /LIBRA [75, 76, 77] claimed a 13.7c detec-
tion of “ anomalous” modulation. Nevertheless, other experiments do not observe a signal
compatible with DAMA /LIBRA or even exclude that region of the phase space, and no
confirmation of this result has been found until now. Some experiments, such as SABRE,
COSINE-100, ANAIS and a collaboration between DM-ICE and KIMS, using the same
detector material (Nal) as DAMA, aim at confirming or rejecting the DAMA /LIBRA ob-
servation. SABRE and DM-ICE will also be able to exclude the hypothesis of a seasonal
origin of the observed modulation, thanks to the fact that they’re sited in the opposite
emisphere with respect to DAMA.

2.3.2 Indirect Detection

Indirect detection experiments look for the product of WIMP annihilation, including
gamma rays, positrons, antiprotons, antinuclei or neutrinos. These experiments are based
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on the assumption that WIMPs can be gravitationally trapped in the Earth, the Sun or
the galaxy halo, therefore enhancing the annihilation probability.

WIMPs annihilating in the Sun could be a source of muon neutrinos which can interact
in the Earth. This would give rise to the observation of upward going muons, which can
be detected in large neutrino telescopes such as MACRO, BAKSAN, SuperKamiokande,
Baikal, AMANDA, ANTARES, NESTOR, and IceCube.

On the other hand, WIMP annihilation in the halo can give a continuous spectrum of
gamma rays. The HESS Cherenkov detector and the Fermi-LAT Telescope have observed
an excess respectively of 1 TeV and 1 GeV ~ radiation near the galactic center. At present,
an interpretation in terms of DM is disfavoured, although DM could give a contribution
of at most 5% to the Fermi-LAT excess [78, 79].

Antiparticles produced in DM annihilation in the halo can be detected by the PAMELA
satellite and the AMS-02 experiment on the International Space Station. An excess in the
positron flux with energies grater than 10 GeV has been observed by PAMELA, despite
not associated to an antiproton excess. The same excess is also confirmed by the AMS-02
experiment, but it is likely explainable without recurring to DM hypotheses.

Several other experiments are conducted, focusing on specific models or candidates, such
as axion searches by means of polarization experiment, haloscopes or helioscopes, typically
exploiting the expected mixing between axions and photons. Similar technologies can be
used also for Dark Photon searches (see for instance [80]).

2.3.3 Production at Colliders

The search for DM at the LHC looks for an hint of DM production in high-energy pp
collisions. Being weakly interacting and long-lived, DM or Dark Sector particles produced
at LHC could not be directly observed by the ATLAS detector, but need to be produced
in association to a visible SM particle. In this case, the invisible DM particles, similarly
to neutrinos, can be detected as an imbalance in the total transverse momentum of the
final state, called “missing transverse momentum” (ET ™), recoiling against the visible
particles.

Different final states are exploited by the ATLAS Collaboration, and interpreted in terms
of several different models, with searches focusing not only on the observation of a signa-
ture of DM production, but also on BSM resonances providing an hint of the existence
of some new mediator field which can be coupled both with the SM and an hypothetical
dark sector.

In Chapter 6, some more details will be provided about potentialities of these kind of
searches, focusing on specific models of interest for the analyses described later in this
thesis.






CHAPTER 3

LHC and ATLAS

Figure 3.1: Aereal view of the Large Hadron Collider, with the locations of the main experi-
ments along the ring highlighted [81].

The Large Hadron Collider (LHC) [82] at CERN , is the largest existing circular pro-
tons and heavy ion accelerator and collider. It consists of a 27 km ring, equipped with
superconducting magnets which provide the electromagnetic field to guide the proton
beams throughout their trajectory, and located in an underground tunnel, which devel-
ops between France and Switzerland (Figure 3.1) at a depth ranging between 50 m and
175 m. It was built in the same tunnel previously hosting the Large Electron Positron
collider (LEP) which was dismantled in 2000 after 11 year of operation and after having
provided important precision measurements of the Z and W bosons.

Four main detectors are placed along the LHC ring, in four collision points: the two mul-
tipurpose experiments ATLAS (A Toroidal LHC ApparatuS) [83] and CMS (Compact
Muon Spectometer) [84], ALICE (A Large Ion Collider Experiment) [85], dedicated to
heavy ion collisions to study the strong interactions of quarks—gluon plasma, and LHCb

35
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(Large Hadron Collider beauty experiment) [86], focused on B hadron. In the four men-
tioned collision points, proton beams, composed of 2808 bunches of 10" protons, collide
every 25 ns, corresponding to a beam collision frequency of 40 MHz.

3.1 The Large Hadron Collider

The LHC was designed to reach record energies in the centre-of-mass and luminosities,
overcoming the limits arising from large radiative energy loss of an electron-positron
collider and pushing towards the discovery of new physics thanks to the large range of
accessible collisions energies in composite objects collisions. The initial target centre-of-
mass energy and luminosity were 14 TeV and 10** em %7t respectively. After the first
Run-1 data-taking at 7 TeV in 2010-2011 and 8 TeV in 2012, the centre-of-mass was
increased to 13 TeV during Run-2 between 2015 and 2018, and 13.6 TeV at the start of

Run-3 in July 2022.

3.1.1 Proton-proton collisions

As previously mentioned, synchroton radiation would make ete™ collisions extremely
challenging at the energies of interest, being the energy loss proportional to E* / m* [87],
FE and m being the accelerated particle’s energy and mass, resulting in an energy loss
about 10 higher for accelerated et /e~ than for protons, for a given target energy.

The advantage of accelerating protons rather then electrons comes with the drawback
of proton’s compositeness. The interactions of interest for physics at the LHC are the
hard collisions, i.e. short-range interactions among the partons (quarks and gluons) in
the proton, with high transferred momentum. These are the rarest events though, while
the largest fraction of interactions happening in each bunch crossing are long-distance
interactions with low transferred momentum, the soft collisions. The latter constitute an
important background for physics searches at the LHC: a large number of pile-up soft
collisions between other protons in the same bunch crossing (in-time pile-up) or neigh-
bour bunch crossings (out-of-time pile-up), as well as interactions between other partons
in the same protons (Underlying Events, UE) happen simultaneously to the events of in-
terest, thus producing an extremely dense environment and degrading the reconstruction
performance and resolution for hard-scatter interactions.

In the hard collisions, each parton carries a fraction x, unknown a priori, of the proton en-
ergy, thus reducing the available centre-of-mass energy v/3 in the parton-parton collision
with respect to the proton-proton one (y/s) according to the equation:

Vi = 1,55 (3.1)

The cross-section for the pp hard scattering interactions is given by

Opp—X — Z / d'radzbfa(ma7 QZ)fb(‘rba Q2)6’ab~>X (gjaa xb) (32)
a,b

where 6,4,_, x is the cross-section of the parton-parton interaction and f;(z;, Qz) are the
Parton Distribution Functions (PDFs) of the two colliding partons at energy scale @ en-
ergy scale, Q being the transferred momentum in the collision. The PDFs for gluons and
different flavour quarks are shown in Figure 3.2, with Q2 = 10 GeV? on the left, and
Q? = 10" GeV? on the right, in the MMHT 2014 PDFs computation [88].
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Figure 3.2: Parton Distribution Functions, times the parton energy fraction, at Q2 =10 GeV?
and Q* = 10" GeV® from MMHT2014 NNLO computation [38]

Theoretical computations of the PDF's are therefore a key ingredient in the determina-
tion of the cross-section of a given process, and give rise to one of the main theoretical
systematic uncertainties. On the other side, as anticipated, the proton compositeness
gives access to a wide range of parton scattering energies in hadronic colliders, which is
an interesting features towards the discovery of new physics.

3.1.2 The accelerator complex
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Figure 3.3: The LHC accelerator chain [89)].

The LHC is the final stage of an accelerating chain depicted in Figure 3.3, which
progressively increases proton beams energies through four pre-accelerators. In the first
stage, protons are accelerated to 50 MeV in the linear LINAC accelerator. The Syn-
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Figure 3.4: Cross-section of the LHC dipole [91] (left) and quadrupole [92] (right)

chrotron Booster provides a further acceleration up to 1.4 GeV, followed by the Proton
Synchrotron (PS) where an energy of 25 GeV is reached. Finally, proton beams pass
through the Super Proton Synchrotron (SPS), where they are accelerated to 450 GeV.
With this energy, they are injected, in the two opposite directions, in the LHC ring.

In the LHC, the acceleration is provided by eight single-cell superconducting Radio Fre-
quency cavities (RF) [90], each delivering 2 MV (5.3 MV/m) at 400 MHz and operating
at 4.5 K. The system relies on dipole and quadrupole magnets (Figure 3.4) to keep the
trajectory along the ring and focus the beams. The magnets are grouped in cells com-
posed by six dipole magnets and two quadrupole magnets with opposite polarity. A total
of 1232 Niobium-Titanium superconducting dipole magnets, operating at a temperature
of 1.9 K, produce a 8.4 T magnetic field at a current of 11,700 A to deflect the pro-
tons, while the beam focus in the horizontal or vertical plane, depending on the magnet
polarity, is obtained by means of 392 quadrupole magnets. Higher order magnets, i.e.
sextupoles, octupoles and decapoles are employed to correct for non-linear and chromatic
effects, and to counteract external interactions - such as gravitational interactions over
protons, electromagnetic interactions among bunches, electron clouds from the pipe wall
among others - to ensure the required beam stability over time. Finally, eight sets of
“inner triplet” magnets focus the particle beams into the four colliding areas, squeezing
the bunch transverse size from 0.2 mm down to 16pum.

3.1.3 Luminosity

An important quantity at the LHC is the instantaneous luminosity £ [93], a proportion-
ality factor between the event rate and the cross section o for a given process, defined as:

dN
— =L 3.3
g = Lo (3.3)
This quantity depends on the beam parameters, according to:
N2
,C _ b nbfre;[:’}/?” F [Cm_2s_1} (34)
dre, B

where N, and n,; indicate respectively the number of particles per bunch and the number
of bunches, f,., is the revolution frequency, ~, is the relativistic gamma factor, €, the
transverse normalized beam emittance, 8° the beta focusing function at the collision
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point, and F the geometric luminosity reduction factor due to the crossing angle at the
interaction point.

A summary of the beams parameters employed during different periods of the Run-2 data-
taking and the design ones is reported in Table 3.1, while Figure 3.5 shows the integrated
luminosities delivered by LHC and collected by the ATLAS experiment, together with the
ones “good for physics” in the same period. The peak luminosity per fill are also shown,
for separate years of the Run-2 data-taking, in Figure 3.6, highlighting the gradually
increasing reached instantaneous luminosities.

Parameter ‘ Design 2015 2016 2017 2018
Energy 7.0 6.5 6.5 6.5 6.5
frew [KHZ] 11.2 11.2 11.2 11.2 11.2
Number of bunches 2808 2244 2220 2556-1868 2556
N, [10"" particles] 1.15 1.2 1.25 1.25 1.1
B* [cm] 55 80 40 40—30  30—27—25
€, [um rad] 375 | 26-35 1.82 1.8-2.2 1.8-2.2
Crossing angle 6, [urad] 285 370 370-280  300-240 320-260
Yy 7462 6929 6929 6929 6929
F [%] 84 84 65 72 61
Peak luminosity [10**cm™?s™] 1.0 <06 1.5 2.0 2.1

Table 3.1: Summary of beam and machine parameters during the four years of Run 2, compared
to the design values [94]
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Figure 3.5: Integrated luminosity versus time delivered to ATLAS (green), recorded by ATLAS

(vellow) and good for physics (blue) during stable beams for pp collisions at 13 TeV centre-of-
mass energy in LHC Run-2 [95].

An important correlation exists between the instantaneous luminosity and the aver-
age number of inelastic interactions per bunch crossing, u, which quantifies the pile-up
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Figure 3.6: Peak instantaneous luminosity delivered to ATLAS during stable beams for pp
collisions at 1/s=13 TeV for each LHC fill as a function of time in 2015, 2016, 2017 and 2018
[95].

conditions. In particular, higher luminosities correspond to higher u:

L= Mnbfrev

Oinelastic

(3.5)

It is therefore important to find a good compromise between the necessity of pushing
the luminosity to maximize statistics and the consequent worsening of pile-up conditions.
The distribution of the average p for the full Run-2 pp collision data are shown in Figure
3.7, showing the increasing pile-up year-by-year, consistently with the enhancement of
the delivered luminosity.
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Figure 3.7: Luminosity-weighted distribution of the mean number of interactions per crossing
for the full Run-2 pp collision data at /s = 13 TeV [95].
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3.2 The ATLAS detector

The ATLAS experiment [83] is one of the multi-purpose experiments at the LHC, together
with CMS.

Muon Detectors Tile Calorimeter Liquid Argon Calorimeter

Toroid Magnets  Solenoid Magnet SCT Tracker Pixel Detector TRT Tracker

Figure 3.8: Schematic view of the ATLAS detector [96]

It is the largest detector at the LHC, with a forward-backward symmetric cylindrical
geometry, covering nearly 47 in solid angle, with a radius of 12 m, a length of 44 m
and approximately 7000 tons of weight. The detector is composed of 4 concentric sub-
detectors, as shown in Figure 3.8. From the most central to the outward:

e The Inner Detector (ID) for the tracking of charged particles and reconstruction of
interaction vertex;

e The Electromagnetic Calorimeter (EM) for the measurement of electromagnetic
showers of electrons and photons;

e The Hadronic Calorimeter (HEC) for hadronic showers produced by charged and
neutral hadrons;

e The Muon Spectrometer (MS) for muon identification and measurement.

3.2.1 Reference frame

A right-handed coordinate system, as shown in Figure 3.9 is used, with its origin at the
nominal interaction point (IP) in the centre of the detector and the z-axis along the beam
pipe, defining the transverse plane as the x-y one. The x-axis points from the IP to the
centre of the LHC ring, while the y-axis points upward. A cylindrical system is also used,
with ¢ the azimuthal angle measured around the beam direction and € the polar angle
with respect to the z-axis. Since interactions are typically boosted along the z-axis due to
different energy fractions carried by the two colliding partons, a z-boost Lorentz invariant
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Figure 3.9: ATLAS coordinate system

quantity is more suitable. This invariance is ensured in the (7, ¢) coordinate system by
the An variable, with 7 the pseudo-rapidity:

= [ (2)] 6

E+p
E-p

derived as the massless limit of the rapidity ¥ = %ln< ) Another variable of

interest is the angular distance AR = 1/(An)? + (A¢)?

3.2.2 The magnets system

barrel ——
toroids

end-cap
toroids

Figure 3.10: A schematic representation of the ATLAS magnets system layout (left) and a
view of the barrel toroids (right).

The superconducting magnet system, schematically represented in Figure 3.10, pro-
vides the electromagnetic field needed for charged particle momenta measurement in the
Inner Detector and in the Muon Spectrometer. The ID is served by a solenoidal central
system, while the MS by two end-caps and one barrel toroids. The solenoids are coils of
superconducting material located inside the calorimeter cryostats and providing an axial
magnetic field of 2 T to the ID and operating at a temperature of 4.5 K. The full system
covers a 5.8 m long region, with an inner radius of 1.23 m, and an outer one of 1.28 m,
corresponding to 0.66 radiation lengths.

On the other hand, the toroidal system is splitted into a barrel toroid, composed of 8
separate coils providing 0.5 T magnetic field, and two end-caps toroids consisting each of
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eight superconducting coils inside an insulating vacuum vessel, providing 1 T field. These
magnets are located outside the calorimeters. The central toroid extends for a length of
25.3 m, with internal diameter of 9.4 m and external one of 20.1 m, while the end-caps
vessel has a 10.7 m diameters and a 5 m wideness.

3.2.3 The Inner Detector
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Pixel detectors
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Figure 3.11: The ATLAS Inner Detector (ID) [97]

The inner tracking detector (ID), covering the pseudorapidity range |n| < 2.5, has a

diameter of 2.1 m and is 6.2 m long and is splitted into a barrel and two end-cap regions.
As shown in Figure 3.11, it consists of a silicon pixel detector including the insertable
B-layer [98], which was added around a new smaller-radius beam-pipe before the start of
Run 2; a silicon microstrip detector; and, for |n| < 2.0, a straw-tube transition radiation
tracker (TRT). The 2 T axial magnetic field provided by the solenoid allows to bend
charged particles with a radius and directions dependent respectively on the intensity
and direction of their momenta, thus allowing for momentum and charge measurements.
The structure of this sub-detector was optimized to concurrently satisfy multiple require-
ments: a limited amount of material in order to avoid multiple scattering and minimize
photon conversion and bremsstrahlung emissions; a good radiation resistance to cope with
high exposure to radiation damages due to the small distance from the interaction point;
a high granularity of tracking, especially at smallest radii, in order to correctly resolve
multiple overlapping interactions.
The overall resolution on the reconstruction of a charged particle transverse momentum
was 0.05% - pr @ 1% during Run-1, with a further improvement arising from the insertion
of the Insertable B-Layer (IBL) during Run-2. The first term is related to the resolution
of the curvature measurement, while the constant term of 1% accounts for the impact of
multiple Coulomb scattering.

Pixel detector

The first component is the Pixel Detector, the closest one to the beam pipe, with a
minimum distance of 31 mm and extending up to a radium of 123 mm, covering the
[n| < 2.5 region. It is characterized by the highest granularity and constituted of pixels
silicon sensors segmented in R — ¢ and z and arranged in four concentric barrel layers
and two end-caps composed of three disks each. The typical pixel size is of 50 x 400um2,
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Figure 3.12: Transverse (left) and longitudinal (right) impact parameter resolution as a func-
tion of the transverse momentum p; in data collected in 2015 (Run-2) with the IBL installed,
compared with 2012 (Run-1).

resulting in a single hit resolution of about 13um in the (R, ¢) plane and 72 — 115um
in the z direction. The best resolution in the z direction is obtained in the Insertable
B-Layer, installed as a first barrel layer before Run-2, at a distance of 3.3 cm from a new
smaller-radius beam pipe, to improve the resolution on the transverse and longitudinal
impact parameters (Figure 3.12) and recover the tracking and b-tagging efficiency of the
Pixel detector that was partially degraded due to radiation damage.

Semi Conductor Tracker

The Semi-Conductor Tracker extends between 30 cm and 51 cm in radius, arranged in
eight concentric barrel layers of silicon micro-strips with typical pitch size of 80 um,
covering the |n| < 1.4 range, and two end-caps of nine disks each, with pitch size ranging
from 56.9 pm to 90.4 um, reaching up to |n| = 2.5. The barrel layers are organized in 4
cylinders, providing 4 additional hits per track and made of two layers of sensors glued
back-to-back with a 40 mrad stereo angle. The intrinsic hit resolution of the strips is of
about 16 um along the R — ¢ plane and about 580 um along the z-axis.

Transition Radiation Tracker

The most external component of the ID is the Transition Radiation Tracker (TRT),
located at radii between 55 cm and 108 cm and serving as a drift chamber measuring the
charge drift time and as transition radiation detector for electron identification. It consists
of 370 000 drift tubes (called straw), filled with Xenon or Argon gas mixture, among which
50000 tubes are located in the barrel, parallel to the beam, while the remaining ones are
placed orthogonally in the end-caps. The charged particles drift is produced through
a potential difference of -1.5 kV between a gold-plated tungsten wire kept at ground
potential at the centre of the tube, and the walls. In addition, the spaces between the
straws are filled with polymer fibers in the barrel and foils in the endcap, in order to create
transition radiation emitted by charged particles passing through the material boundaries,
which provides an additional energy release in the gas with consequent enhancement of
the readout signals with an amplitude that can exceed the 6 keV high threshold (HT).
The dependency of the emitted photons spectrum on the ~ factor of the incident particles
ensure a good discrimination power between electrons and poins up to 200 GeV, thanks
to the fact that only the most energetic pions have large enough ~ factor to produce TR.
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The TRT provides up to 36 additional hits, with an R— ¢ resolution of 130 pum for charged
tracks with |n| < 2 and pr > 0.5 GeV,

3.2.4 Calorimeters
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Figure 3.13: The ATLAS calorimetric system layout [99]

The calorimetric system (Figure 3.13) aims at measuring the energy deposits released

by both neutral and charged particles (electrons, photons or hadrons), and their direc-
tions, having a key role also in the reconstruction of the missing transverse momentum.
Three different calorimeters compose this part of the detector, covering different || re-
gions and targeting different signals: the Electromagnetic Calorimeter (EM) covers the
pseudorapidity region |n| <3.2 and is designed to collect the energy deposits from elec-
trons and photons, the Hadronic Calorimeter (Had) covers |n| < 3.9 and is addressed
to hadronic measurements, while the Forward Calorimeter (FCal) targets noth electron-
s/photons and hadrons 3.1< |n| <4.9.
When particles interact with the detector material, secondary particles are created, which
further interact with the detector thus starting a cascade process which goes under the
name of “shower”. Depending on the nature of the initial particle, the shower will be en-
tirely electromagnetic (starting from electrons or photon) or electromagnetic and hadronic
(starting from hadrons). Electromagnetic and hadronic “showers” develope differently:

e The electromagnetic “shower” is fed by eTe” pair production from photon inter-
action with the detector material, and the emission of photons from high energy
electrons via bremsstrahlung. The first process stops as soon as the photon energy
goes below the pair production threshold, while the latter when the critical energy
E, = (610 MeV)/(Z 4 1.24) (with Z the atomic number of the detector material)
is reached, meaning that the energy loss by bremmstrahlung equals the one by ion-
ization. The electromagnetic shower is mainly characterized by its depth and its
width. The firs quantifies the amount of material which is able to contain 95% of
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the shower energy in the longitudinal plane, and is parametrized as:

L(95%) ~ {m (?) 10.5} +0.08Z + 9.6 [X,] (3.7)

c

where Ej is the energy of the incident particle, the +0.5 and —0.5 values are taken
respectively for photon and electron, and X is the radiation length quantifying the
amount of material where an electron energy would be reduced by a factor e:

716.4 [g em %] x A
Z(Z +1)1n(287/VZ)

0= (3.8)

The “shower” width, on the other side, is quantified by the Moliére radius R,;,
defined such that 95% of the shower develops within 2 x R;:

_ 21 MeV
- E

c

Ry X, (3.9)

e The hadronic “shower” includes an electromagnetic component constituting about
30% — 60% of the total energy and arising from 7 and 1 decays into photons by
absorption, together with an hadronic component from remaining processes. The
latter is characterized by about a 40% of invisible energy mainly due to the nucleon
binding energy, which doesn’t produce any signal. Hadronic ‘showers” are described
by the nuclear interaction length

A~ 3543 g cm™? (3.10)

which can quantify the containment of the longitudinal energy profile: the 95% of
the longitudinal energy deposits are within fg50, = .00 + 2>\E0'13, with ¢4, =
0.2In(E/1GeV) + 0.7 [A]. This translates in a much higher longitudinal length for
hadronic than for electromagnetic shower, thus making it possible to discriminate
between e/~ or hadronic incident particles by studying the fraction of energy de-
posits in the electromagnetic calorimeters, located closer to the interaction point,
over the deposits in the hadronic calorimeters, surrounding the electromagnetic
ones.

The ATLAS detector includes exclusively sampling calorimeters, with Liquid Argon (LAr)
or polystyrene scintillator as an active medium, where the “showers” develope releasing
measurable signals, and lead (Pb), copper or iron as passive material (or absorber), with
shorter radiation and interaction lengths, inserted to accelerate the energy degradation of
the “shower”. The advantage of sampling calorimeters lies not only in economic reasons,
but also in a higher radiation hardness and in the segmentation which provides direction
information. The drawback is a lower energy resolution, due to the energy loss in the pas-
sive materials, with respect to an homogeneous calorimeter. In particular, the resolution
is reduced by a factor v/%, t being the thickness of the absorber.

The Electromagnetic Calorimeter

The Electromagnetic Calorimeter (EM) is divided into a barrel detector covering the
In| < 1.475 region and two end-caps (EMEC) covering 1.375 < |n| < 3.2, for a global
extension of 6.65 m in length and outer radius of 2.25 m. It consists in a sampling
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calorimeter arranged in an accordion geometry (Figure 3.14) to provide a full coverage
in ¢ and avoid cracks due to the outgoing readout system. The full containment of the
EM shower is ensured by the global thickness of the calorimetric system, > 22X, in the
barrel and > 24X, in the end-caps. These conditions are reached employing the LAr as
active medium, arranged in 2 mm layers and interleaved with copper electrodes collecting
the ionization charges produced by the EM showers, and lead plates as absorbers, with a
thickness of 1.5 mm for || < 0.8 and 1.13 mm for |n| > 0.8.

The system is longitudinally segmented into 4 layers, each one further segmented in n — ¢
with a granularity ranging from 0.003 x 0.025 to 0.1 x 0.1 depending on the 7 region
and layer (Figure 3.14). The four longitudinal layers include a presampler and 3 further
layers.
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Figure 3.14: Electromagnetic Calorimeter accordion structure and barrel granularity, with a
detailed description of the active and passive material layer composition

e The presampler (PS) is the closest layer to the beam pipe, covering the || < 1.8
region with a thickness of 1.1 cm. It is located inside the solenoid and aims at
measuring and correcting for the particle energy loss in the upstream material;

e The strips layer (Layer 1) is the first in the accordion shape, extending up to
6X,. It is characterized by the finest granularity in 7, with Anp = 0.003, aiming
at the discrimination between prompt photonss and = v~ with almost collinear
photons;

e The middle layer (Layer 2) reaches 22X, with finer segmentation An x A¢ =
0.025 x 0.025 in the barrel, and up to An x A¢ = 0.1 x 0.1 in the end-caps. It’s the
layer where the largest part of the shower energy is deposited;

e The back layer (Layer 3) covers the last 2 radiation lengths with Anx A¢ = 0.050 x
0.025, and is included with the purpose of estimating the possible energy leakage of
EM shower into the hadronic calorimeter;

The nominal resolution of the EM calorimeter is:

o(E)  (10% — 17%)
i~ ®0.7% (3.11)
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where the stochastic term depends on the 7 region.

The Hadronic Calorimeter

The Hadronic calorimeter (HAD) surrounds the EM Calorimeter, to collect energy de-
posits from the hadronic showers, characterized by a larger longitudinal development than
the electromagnetic ones.

With its 4.2 m external radius and 11.5 m length, it contains up to 11\ and it covers the
[n| < 3.9 pseudo-rapidity range, divided into two sub-system, the Barrel and the End-cap
(HEC).

The Barrel calorimeter is further divided into Tile Barrel (Figure 3.15), for central ||
and FEzxtended Barrel for the most forward region. Is develops concentrically to the beam
pipe and EM calorimeter, and is composed of steel absorber and scintillating plates (tiles)
as active material. The tiles are displaced perpendicularly to the colliding beams, with
segmentation An x A¢ = 0.1 x 0.1.

The End-Cap calorimeter covers the 1.5 < |n| < 3.2 region and is located after the EM
end-cap (Figure 3.15), in the longitudinal direction, in two wheels with copper absorber
(arranged either in 25 mm plates or 50 mm ) and LAr as active medium.

Photomultiplier
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Feed-throughs and front-end crates

Hadronic end-cap calorimeter

Forward calorimeter
T

Source
Electromagnetic end-cap calorimeter

Figure 3.15: The ATLAS Tile Calorimeter layout (left) and a zoom on the end-cap region
where the hadronic end-cap is located (right)

The global resolution is:

@ 3% (3.12)

The Forward Calorimeter

The Forward Calorimeter (FCal) closes the coverage at high pseudo-rapidity, 3.1 < |n| <
4.9. The measurements of the showers in this region has a key role in forward jets and
ET"™ reconstruction. This component of the calorimetric system is located inside the
HEC wheels, at a distance of about 5 m from the interaction point, and longitudinally
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segmented into three sections (Figure 3.16). The employed active medium is still LAr,
while the absorbers are copper, in the first longitudinal layer, and tungsten in the remain-
ing two.
This calorimetric sub-system is the one with worse resolution:

o(E) (100%)

~

@ 10% (3.13)
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Figure 3.16: Layout of the ATLAS Forward Calorimeter.

3.2.5 The Muon Spectrometer
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Figure 3.17: Sketch of the ATLAS Muon Spectrometer system [100].

The Muon Spectrometer (MS), represented in Figure 3.17, surrounds the other sub-
detectors, constituting the most outward section of the ATLAS detector, and is designed
to trigger muons, which are expected to not be contained in the calorimeters, and measure
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their momenta exploiting their deflection in the magnetic field provided by the toroidal
magnets system. The system is divided into a barrel and two end-caps (Figure 3.18), with
a total acceptance in pseudo-rapidity reaching up to |n| < 2.7, with full coverage, except
for the |n| < 0.1.

The momentum measurement is performed by means of Monitored Drift Tubes (MTD)

Figure 3.18: Sketch of the barrel (left) and end-cap (right) ATLAS Muon Spectrometer system.

in the barrel (|| < 2.7) and Cathode Strip Chambers (CSC) in the forward region
(2 < |n| < 2.7), arranged in three cylindrical layers around the beam axis in the barrel,
and in three orthogonal layers to the beam in the end-caps. A resolution ranging between
2-3% and 10% for transverse momenta between 10 GeV and 1 TeV can be reached. The
trigger system, with coverage limited to |n| < 2.4, includes Resistive Plate Chambers
(RPC’s) in the barrel and Thin Gap Chambers (TGC’s) in the end-cap regions and is
used to provide a fast muon trigger, recording and delivering track information within 15-
25 ns. The main requirements are a good discrimination on muon transverse momentum,
bunch-crossing identification, fast and coarse tracking information to be used in the high-
level trigger stages, second coordinate measurement in the ¢-projection to complement
the MDT measurement, robustness towards random hits due to n/y-background in the
experimental hall.

The Monitored Drift Tubes

The Monitored Drift Chambers consist of 3-8 layers of drift tubes, with a diameter of
about 30 mm, operating with a gas mixture of argon (Ar) and carbon dioxide (CO2) at
3 bar, and equipped with a central tungsten-rhenium wire with a diameter of 50 pm, at
a potential of 3080 V.

This system can achieve a resolution of about 80 pum per tube and a total resolution
35 pum per chamber.

Cathode-strip chambers

Cathode-strip chambers (CSCs), with higher granularity, are used in the inner-most track-
ing layer of the forward region, where the limit of 150 Hz/ cm? for safe operation of the
MDTs is exceeded. The CSCs combine high spatial, time and double track resolution
with high-rate capability and low neutron sensitivity.

They consist of multiwire proportional chambers with the wires oriented radially and the
2 cathodes segmented into strips arranged perpendiculararly to the wires in one cathode,
and parallel in the other, in order to reconstruct the track by an interpolation between
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the charges induced on neighbouring cathode strips. The full system is composed of two
disks with eight chambers each, each camber containing four CSC planes, thus providing
four independent measurements in 77 and ¢ for each track.

This design provides a resolution of 60 pm in the bending plane and 5 mm in the transverse
plane.
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Figure 3.19: Sketch of the trigger system of ATLAS Muon Spectrometer (left) and of zoom on
the arrangement of the Resistive Plate Chambers (right).

Resistive Plate Chambers

The Resistive Plate Chambers (RPCs), highlighted in red in Figure 3.19, cover the
|n| < 1.05 region, to ensure good spatial and time resolution and an adequate rate capa-
bility. The system is divided into three “trigger stations”, cylindrical layers concentrically
located around the beam axis. Each station is further composed of two independent de-
tector layers, each measuring both 1 and ¢ coordinate, thus resulting in a maximum of 6
track measurements.

Each RPC consists of a gaseous parallel electrode-plate detector, using a mixture of
C2H2F4/Iso-C4H10/SF6. Two parallel resistive plates, of phenolic-melaminic plastic
laminate, at a distance of 2 mm, provide an electric field of about 4.9 kV/mm, which
allows avalanches to form along the ionising tracks towards the anode. The choice of op-
erating the system in avalanche mode ensures an higher rate capacity than the streamer
mode and a rate-independent time resolution.

Thin Gap Chambers

Finally, the Thin Gap Chambers (TGC) complete the trigger system in the 1.05 < |n| <
2.4 pseudo-rapidity region, providing good time resolution and high rate capability. This
system allows the determination of the second, azimuthal coordinate to complement the
measurement of the MDTs in the radial direction, and it consists of multi-wire propor-
tional chambers with the wire-to-cathode distance (1.4mm) smaller than the wire-to-wire
distance (1.8 mm), using a highly quenching gas mixture of CO2 and n-C5H12 (n-pentane)
Seven layers of TGCs complement the MDT middle layer in the end-cap, while only two
TGC layers are associated to the inner MDT one. The inner layer is segmented radially
into two non-overlapping regions: end-cap and forward.
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Figure 3.20: Sketch of the ATLAS Trigger and Data Acquisition system.

The ATLAS Trigger and Data Acquisition (TDAQ) system plays the critical role of
handling the huge amount of data delivered by the LHC, which can not be fully acquired
and processed, reducing the event rate from 40 MHz down to 1.2 KHz by means of fast
online selections of events considered interesting for physics.

The trigger chain, schematically summarized in Figure 3.20, develops in two sub-systems,
the Level 1 (L1) and High Level Trigger (HLT).

Level 1 Trigger

At the first stage, an hardware-based trigger system select the events using reduced-
granularity information only from the calorimeters and the Muon Spectrometer, aiming
at reducing the rate down to about 100 KHz, with a short response time of 2.5us. The
selection criteria are based on event-level quantities (e.g. the total energy in the calorime-
ter), the multiplicity of objects above thresholds (e.g. the transverse momentum of a
muon, etc.), or topological requirements (such as invariant masses or angular distances).
The L1 trigger also identifies, for each selected event, a Region Of Interest (ROI) in n — ¢
which will be investigated by the HLT.

The read-out chain starts with the transfer of data off-detector, to the ReadOut Drivers
(RODs), where the initial processing and formatting is performed. Afterwards, data
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are sent to the ReadOut System (ROS) where they are temporarily stored before being
forwarded to the HLT, if requested.

High Level Trigger

The HLT trigger is a software-based system, which refines the selections performed at the
previous stage by exploiting full-granularity information collected by all sub-detectors, in
the ROI defined by the L1 trigger. Dedicated trigger algorithms are employed, with a
decision time of about 200 ms, to further reduce the output rate to about 1.2 KHz.






CHAPTER 4

Event Reconstruction

The final state produced in the pp collisions can be reconstructed by combining the
information provided by the signals released by the particles passing through the different
subdetectors, and converted into electrical signals recorded by the data acquisition system
(DAQ). Charged particles manifest themselves at first through hits in the layers of the
inner detector, and subsequently release most of their energy in the calorimeters. The
hits information can be exploited to derive precise directional information and track the
particle down to the event interaction vertex. On the other side, neutral particles do not
interact with the Inner Detector and release most of their energy in the calorimeters. The
photons and electrons showers are typically contained within the electromagnetic one,
while hadronic jets reach the hadronic calorimeters. Finally, muons are the only particles
reaching and interacting with the Muon Spectrometer, while neutrinos are completely
undetected. A sketch of the interactions and signals associated to different particles is
shown in Figure 4.1.

4.1 Tracks and vertexes

The first foundamental ingredients for the reconstruction of hard scattering events are the
reconstruction of the tracks from charged particles and the identification of the interaction
vertex, which is mainly based on track information itself.

The main elements for the track reconstruction [101, 102] are the hits produced by
charged particles in the ID. Primary tracks, produced in the hard-scattering vertex, are
reconstructed with an inside-out algorithm, starting from a seed constituted by three
hits in the silicon detector, primarily SCT. Compatible hits in the other layers of the 1D
are subsequently added with a Kalman filter algorithm [103]. Secondary tracks, arising
from photon conversion or secondary vertices, are built starting from TRT segments not
associated with primary tracks, with a backward extrapolation to the silicon detectors.
Finally an ambiguity solving procedure is applied among tracks which share hits.

The vertex reconstruction [104] is based on a vertex finding algorithm which is able to
identify the vertex position starting from track information, being robust enough against
mis-associated or mis-measured tracks. Among the multiple vertices reconstructed for
each collision, the primary vertex associated to the hard scattering interaction is identified
as the one with highest sum of the squared transverse momenta of its associated tracks.

4.2 Electrons and photons

Electrons and photons reconstruction [105] is based on the combination of signals in the
EM calorimeter and in the ID.

%)



56 4. Event Reconstruction

Muon
Spectrometer

Hadronic
Calorimeter

~ The dashed tracks
e e invisible f
Pmmn . Neutrino ars invisible i

~ the detector

0
’

ot
n
' R
Tracking
Pixel/SCT detector

Figure 4.1: Sketch of a wedge of the ATLAS detector, with different subdetector and physics
objects interactions highlighted. Dashed lines represent undetected particles in the considered
subdetector.

Both these two particles produce an electromagnetic shower in the EM calorimeter, thus
leading to an important interplay between the two reconstructions. Their quite similar
shower profiles result in the need for additional information, in order to discriminate
between the two. For this reason a matching between the energy deposit in the calorimeter
and one or more tracks (if present) is performed: an electron produces one track in the
ID, pointing to the primary vertex; on the other hand, a photon can either be associated
to no track, or to a single or double track in the ID, pointing to a secondary vertex. The
latter cases happen when the photon goes through a conversion into an e™e™ pair before
reaching the EM calorimeter. About 20% of photons at low |n| convert in the ID, and up
to about 65% convert at || > 2.3.

In order to discriminate electrons and photons from background, some Identification and
Isolation Working Points (WP) are defined by applying appropriate selection criteria over
variables related to geometrical and energetic properties of the shower. In this section, the
reconstruction procedure, summarized in Figure 4.2, is presented, as well as the definition
of the different Identification and Isolation WPs for both electrons and photons.

4.2.1 Electrons and photons reconstruction

Photon and electron candidates in || < 2.5 are at first identified through the construction
of topological clusters (topo-clusters) of energy deposits in the EM calorimeter. The
matchig of these clusters to ID tracks and conversion vertices, if present, is then performed.
Afterwards, dynamic and variable-size clusters, named superclusters, are separately built
for electrons and photons taking as input the defined topo-cluster. After initial position
corrections and energy calibration, electron superclusters are associated to tracks, and
photon superclusters to conversion vertices.

At the end of the reconstruction procedure, an electron will manifest itself as a cluster
matched to an ID track, a converted photon as a cluster matched to a conversion vertex,



4.2. Electrons and photons 57

Select topo-clusters

Refit tracks loosely
matched to clusters

Match tracks vertices
to topo-clusters Match conversion
vertices to topo-clusters

Prepare tracks and clusters

Seed electron superclusters
from track-matched
topo-clusters
T

Seed photon superclusters
from topo-clusters

Add secondary clusters

_J

[ Add secondary clusters Build superclusters

_J

corrections corrections
[ I

Match tracks to electron

T
[ Apply calibrations/
[ superclusters

[ Apply callbrations/ }

-

Match conversion vertices
to photon superclusters

o

Ambiguity-resolve electron
and photon superc\usters

W

Build and callbrate analysis Build analysis objects
electrons and photons
I

Calculate discriminating variables,
particle identification

Figure 4.2: Diagram showing the algorithm flow for electrons and photons reconstruction.

while an unconverted photon as a cluster matched to neither an electron track nor a
conversion vertex.

In the following, the various steps of electron/photon reconstruction and discrimination
will be described in more details.

Topo-cluster building Topo-clusters [106, 107] consist of clusters of energy deposits
measured in topologically connected EM and hadronic calorimeter cells. In order to avoid
pile-up contribution from hadronic cells, these are removed from the topo-cluster if it is
identified as originated from an electromagnetic shower. The identification criterion is
fem > 0.5, where fg is the EM fraction, which allows a ~ 60% rejection of pile-
up, without affecting electron and photon reconstruction efficiency. After hadronic cells
removal, only topo-cluster with EM energy greater than 400MeV are retained.

The topo-cluster building consists of subsequent seed-and-collect steps which iteratively
associate neighbour cells to a seed cluster following a signal-significance pattern '. The
algorithm is based on the signal-significance observable, defined as:

EM
EM __ Ecell
Scell EM
gnoise,cell

where EEQ}? is the cell energy at the EM scale and O’Eé?i/[seﬂeu is the expected cell noise,
including the known electronic noise and an estimate of the pile-up noise corresponding
to the average instantaneous luminosity expected for Run-2. The absolute value is taken
to cope with negative-energy cells due to calorimeter noise.

1Neighbour cells are the ones directly adjacent in a given sampling layer, or, if in adjacent layers,
having at least partial overlap in the (7, ¢) plane.
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The first step is the identification of a seed cell with high signal significance, which defines
the proto-cluster around which the topo-cluster will be built by adding neighbouring cells.
In this initial stage, cells from the presampler and the first LAr EM calorimeter layer are
excluded from initiating proto-clusters, to suppress the formation of noise clusters. The
seed cell must satisfy the signal-significance condition gill\f[ > 4. Neighbour cells are then
added if gCEell\f[ > 2, merging two topo-cluster if they share a cell. The topo-cluster is com-
pleted by the association of the nearest-neighbour cells to the ones added in the previous
step. One proto-cluster can be merged with a neighbour one if they share a neighbour
cell, or it can be split into separate clusters if it has two or more local maxima (cell with
EEN > 500 MeV ).

Matching to tracks and conversion vertices The following step consists in match-
ing the built topo-clusters to tracks reconstructed in the ID tracker or to conversion
vertices, if present.

A refined track reconstruction is performed [108]. Sets of three space-points in the
silicon-detector layers form the track seeds, starting from which the tracks are built
through a path-recognition algorithm that is performed in a Region-Of-Interest (ROI)
defined by using fixed-size clusters in the calorimeter with a longitudinal and lateral
shower profile compatible with that of an EM shower. If the standard algorithm for
track recognition [101] fails to deduce the pattern within the ROI, a different algorithm,
still based on Kalman filter formalism L103]7 is used, which allows for up to 30% of en-
ergy loss due to Brehmsstrahlung. A x~ fit [109] is performed for track candidates with
pr > 400MeV, and possible ambiguities from track candidates sharing hits are resolved.
Finally, for tracks with at least 4 Silicon hits and loosely matched % to the fixed-size clus-
ter, a Gaussian Sum Filter (GSF) algorithm [110] consisting in a non-linear generalization
of the Kalman filter * is used in order to re-fit the tracks.

These re-fitted tracks are the ones given as input to the matching algorithm. One
track is considered matched to a topo-cluster if it satisfies the requirements | 7cjuster —
Nirack | < 0.05 and —0.10 < ¢ X (Prrack — Peluster ) < 0.05 (where ¢ is the particle charge).
The (Mirack » Pirack ) identifies the intersection of the extrapolated track with the second
layer of the EM calorimeter and the extrapolation is performed using either the measured
track momentum or, in order to take into account high bremsstrahlung energy loss, the
momentum rescaled to match the cluster energy. If multiple tracks are matched to a
cluster, tracks with hits in the pixel detector are preferred over tracks with hits only in
the SCT. Moreover, preference is given to tracks with better AR match.

The conversion vertex reconstruction [111] takes as input both Silicon tracks and
TRT tracks which are loosely matched to fixed-size clusters. Two-track conversion ver-
tices are identified by two opposite-charge tracks associated to a vertex compatible with
a massless particle, while single-track conversion vertices are given by tracks without hits
in the innermost layers.

The conversion vertex-matching to the EM topo-cluster is then performed requir-
ing |An| < 0.05 and |A¢| < 0.05 after extrapolation in case of Silicon tracks, while
|An| < 0.35(0.2) and |A¢| < 0.02 for TRT tracks with the first track in the barrel (end-

2tracks satisfying the criteria [Meluster — Mirack | < 0.05 and either —0.20 < A¢ < 0.05 or —0.10 <
Adres < 0.05 where Ag(,qq) is the azimuthal separation between the track and the cluster, multiplied
by the opposite of the charge sign and rescaled to the energy of the cluster for A¢,.q

3Within the GSF, experimental noise is modelled by a sum of Gaussian functions. The GSF therefore
consists of a number of Kalman filters running in parallel, the result of which is that each track parameter
is approximated by a weighted sum of Gaussian functions
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cap) TRT. If multiple conversion vertices are matched to a single cluster, preference is
given to the vertex with the smallest conversion radius. Moreover, two-track conversions
are preferred over single-track ones and, among the double-track conversions, the ones
with two Silicon tracks have priority.

Superclusters reconstruction The superclusters [112] are reconstructed separately
for electrons and photons. Each EM topo-cluster becomes a supercluster seed if it satisfies
the following requirements:

e Electron supercluster seed: the EM topo-cluster has Ep > 1GeV and is matched to
a track with at least four hits in the Silicon tracking detectors;

e Photon supercluster seed: the EM topo-cluster has Er > 1.5GeV. No track or
conversion vertex requirement is needed.

Once the supercluster seeds are identified, other clusters, likely associated to secondary
shower from the same electron/photon, are added to them as satellite clusters according
to the following criteria:

e Electron supercluster: if they fall within window An x A¢ = 0.075 x 0.125 around
the seed cluster barycentre or if they fall in the window An x A¢ = 0.125 x 0.300
and share their ”best-matched” track with the seed cluster;

e Photon supercluster: if they fall within a window An x A¢ = 0.075 x 0.125 around
the seed cluster barycentre or they are associated to conversion vertices made up
only of tracks containing silicon hits and their best-matched (electron) track belongs
to the conversion vertex matched to the seed cluster.

Figure 4.3 shows a scheme of the superclustering algorithm. Afterwards, the association
of the calorimeter cells to the superclusters is performed, taking into account only cells
from the presampler and the first three LAr calorimeter layers, and in addition, in the
transition region 1.4 < |n| < 1.6, the scintillator between the calorimeter cryostats.

Ambiguity resolution An initial energy calibration and position correction is applied
to the supercluster before the matching to tracks and conversion vertex, which proceeds
in a similar way than the matching to the EM topo-clusters. At this point, in cases in
which the same seed cluster is associated to both a photon and an electron, the ambiguity
is resolved through an algorithm described in Figure 4.4 and based on appropriate criteria
over the tracks associated to the objects (such as the number of tracks, the number of hits
in the different component of the Inner Detector, ...). At the end of this procedure, if it
has been possible to effectively discriminate between photon or electron, only the selected
one is retained. Otherwise, both are kept, labeled as “ambiguous”, and their overlap is
handled at analysis-level.

4.2.2 Energy calibration

The energy of the final electrons and photons must be accurately calibrated [113, 114].
The calibration proceeds through multiple steps, summarized in Figure 4.5.

e The energy of the electron or photon is derived from the energy deposits in the
different layers of the calorimeter, accounting for upstream energy loss and lateral
and longitudinal leakage. A single correction, including all the mentioned effects, is
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Figure 4.4: Electron/photon ambiguity resolution logic. An “innermost hit” is a hit in the
pixel nearest to the beam-line along the track trajectory, E/p is the ratio of the energy in the
supercluster to the matched track momentum, R..,, is the radial position of the conversion
vertex, and Rg.pj; 1S the smallest radial position of a hit in the track or tracks that make a
conversion vertex [105].

provided by a multivariate regression algorithm trained through a Boosted Decision
Tree strategy on samples of simulated single particles without pile-up, in intervals
of |n| and of transverse energy.

e Further corrections are applied to the data before the estimation of the electron or
photon energy, to account for residual differences between data and simulation such
as the relative energy scales of the different layers, presampler energy scale, correc-
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Figure 4.5: Electrons and photons calibration workflow applied to MC simulations and data

tions for energy shifts induced by pile-up and corrections of residual nonuniformities
in the calorimeter response.

e The residual differences between data and simulations in energy scale and resolution

are corrected through data-driven techniques using Z — ee samples and comparing
the shapes of the dielectron invariant mass distributions in data and simulations in
different (n, ¢) regions. The corrections are provided in form of two factors, named
«; and ¢; respectively for energy scale and resolution, such that:

Edata :EMC (1+OZ,L)

oR data op MC
()" =) e
E E
where @ represents the sum in quadrature and i labels the 7 region. Pseudo-data
samples generated from simulations are used to validate the corrections and estimate
the possible residual bias, by comparing the «; and ¢; coefficients obtained from the
comparison between data and pseudo-data, with the values used to generate the

pseudo-data sample. The bias, which is assigned as an uncertainty, is typically
(0.001-0.01)% for «; and (0.01-0.03)% for ¢;, depending on |7.

e The energy scale universality is validated using J/¥ — ee and radiative Z decays.

The first samples are used for a cross-check of the energy scale of low-energy elec-
trons, by appliying the full energy scale calibration procedure to the MC samples
and then comparing to data. The Z radiative decays are instead used as a cross-
check for the energy scale of photons, especially in the low-energy region, with a
separate study for converted and unconverted photons.

4.2.3 Energy scale and resolution systematic uncertainties

A set of 64 independent variations, some of which in multiple || regions, describes the
systematic error related to the electron and photon energy scale calibration, accounting
for different sources of uncertainty arising from the Z — ee calibration procedure, Cell
energy non-linearity, detector response, upstream energy loss or lateral /longitudinal leak-
age and conversion reconstruction.

In addition, systematic uncertainties also come from electron and photon energy resolu-
tion. A 10% uncertainty is assumed for the instrinsic energy resolution, i.e. the expected
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resolution in the absence of upstream material and with uniform response, derived from
the energy resolution in the simulation of genuine unconverted photons. Other sources of
uncertainty arise from uncertainties in the impact of the detector material upstream of
the calorimeter or from electronics and pile-up noise modelling. A systematic uncertainty
on the constant term derived from data/MC comparison of the energy resolution for elec-
trons from Z — ee decays is also added. The uncertainty ranges from about 5% to about
10% for electrons and photons with a transverse energy in the range 30 — 60GeV, while
at higher energy the relative uncertainty goes up to 20 — 50%.

4.2.4 Performance

A set of Identification and Isolation criteria [105] are applied to both photons and elec-
trons, aiming at further discriminating between these particles and hadronic jets. Differ-
ent Working Points (WP) are optimized, maximizing either the physics object acceptance
or it’s “quality”. The choice of the WP to adopt depend on the needs of each analysis.
For each identification or isolation WP, the efficiency is measured both for data and
MC samples, and the discrepancies between the two measurements define the data to
MC Scale Factors (SFs), which are applied at analysis-level as correction factors for MC
simulations, with their uncertainty included as a systematic uncertainty.

Photon Identification

In order to discriminate between prompt, isolated photons and hadronic jets, identifi-
cation quality criteria are applied through a cut-based selection over the shower-shape
variables summarized in Table 4.1 and represented in Figure 4.6: narrower signal in the
EM calorimeter with small energy fraction in the HCAL are more likely to be prompt
photons. This additional selection goes under the name of Identification [36].

Three Working Points (WP) are defined, selecting objects with increasing quality: Loose,
Medium and Tight. These WP differ not only in the cut value chosen, but also in the
shower shape variable considered. For instance, Loose and Medium WP are mainly based
on variables related to hadronic leakage (the fraction of energy released in the HCAL) or
to the second layer of EM calorimeter 4, while Tight selections also take into account the
first layer of the EM calorimeter, thus allowing to better reject possible background from
o decay by resolving the double energy maximum produced by this process in the L1.
Moreover, while Loose and Medium WP are only 1 dependent, the Tight one also include
a dependence on Et and on the converted or unconverted nature of the photon.

The Loose photon identification reaches a 99% efficiency[111] for a photon with py > 40
GeV, with a background rejection factor of about 1000. The Tight selection ensures a
background rejection factor of about 5000, with a reduced efficiency of 85% for a photon
pr > 40 GeV, increasing up to about 92% for unconverted photons and 95% for converted
ones, with py > 100 GeV.

The identification efficiency, measured with 3 different methods [111], are shown in Fig-
ures 4.7 and for unconverted and converted photons respectively.

“The Medium WP also includes loose criteria on E.atio -
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Figure 4.6: Photon identification discriminating variables, described in Table 4.1.

Category

Description Name ‘ Loose

Medium

Tight

Hadronic Leakage

Ratio of Ex in the 1st sampling layer | Ry,q, v
of the hadronic calorimeter to Ep of
the EM cluster (over the range

In| < 0.8 in | > 1.37)

Ratio of Ev in all the hadronic Ryaa v
calorimeter samplings to Er of the
EM cluster (over the range

0.8 < |n < 1.37)

v

v

EM 2th layer

Ratio in 7 of cell energies in 3 x 3 R v
cells over 3 x 7
Lateral width of the shower w v

Ratio in ¢ of cell energies in 3 x 3 Ry
over 3 X 7

EM 1** layer

Shower width calculated from three Wy
strips around the strip with
maximum energy deposit

Total lateral shower width Ws,,,

Energy outside the core of the three Fiae
central strips but within seven strips
divided by energy within the three
central strips

Difference between the energy AE
associated with the second maximum
in the strip layer and the energy
reconstructed in the strip with the
minimum value found between the
first and second maxima

Ratio of the energy difference E
associated with the largest and
second largest energy deposits to the
sum of these energies

ratio

NN NEEN

ANAN

Table 4.1: Photon shower shape variables and identification criteria definitions
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Figure 4.7: The photon Tight identification efficiency, and the ratio of data to MC efficiencies,
for unconverted photons (top two rows) and converted photons (bottom two rows) with a Loose
isolation requirement as preselection, as a function of Er in different |n| regions. The different
measurement strategies are described in [105]. The combined scale factor, obtained using a
weighted average of scale factors from the individual measurements, is also presented and the
band represents the total uncertainty [115].

Photon Isolation

Requiring the photon to be highly isolated from surrounding activity, allows to further
reject background from hadronic decays.

Two variables are used for photon Isolation [105], related to calorimetric measurements
or to reconstructed tracks:

e E77"° 1 is the calorimeter isolation variable, defined as
E%one _ ET _ E%ore _ E;?akage (ET,T],AR) _ E;ile—up (n,AR)

the sum of the transverse energies of the topoclusters in a cone AR (usually set
to 0.4 or 0.2 ) around the direction of the photon candidate (E7), removing the
contribution from the photon candidate (E7"") by subtracting the energy deposit
in a 5x 7 window in the EM calorimeter around the particle barycentre. The last two
terms of the equation account for leakage (i.e. the photon EM energy which is not
contained in the subtracted window) corrections and pile-up and underlying-events
ones.

e p7 ¢ :is the track isolation variable, defined as the sum of the transverse momen-

tum of selected tracks not associated to the photon, within a cone centred around
the photon cluster direction. The tracks entering the calculation must satisfy some
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Figure 4.8: The photon Tight identification efficiencies, and the ratio of data to MC efficiencies,
for unconverted photons (top two rows) and converted photons (bottom two rows) with a Loose
isolation requirement as preselection, as a function of Er in different |n| regions. The different
measurement strategies are described in [105]. The combined scale factor, obtained using a
weighted average of scale factors from the individual measurements, is also presented and the
band represents the total uncertainty [115].

requirements: they must have pr > 1GeV and |n| < 2.5, they must have at least
seven silicon (Pixel + SCT) hits, at most one shared hit, two silicon holes (i.e. miss-
ing hits in the pixel and SCT detectors) and one pixel hole. Finally it’s required that
|Azp|sinf < 3 mm where |Azy| is the longitudinal impact parameter with respect
to the primary vertex.

The recommended working points are summarized in table 4.2, and the measured photon
isolation efficiencies in Figure 4.9, together with data to MC SFs.

Working point

Calorimeter

Track

Loose
Tight
TightCaloOnly

EP™* < 0.65 x By

p¥"*° JEr < 0.05

B <0.022 x Ep +2.54 GeV  p¥™*°/Er < 0.05
E5% < 0.022 x Eyp + 2.54 GeV -

Table 4.2: Photon isolation WPs.
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Figure 4.9: Photon isolation efficiency for different WPs, using Z — £/~ events, for converted
(left) and unconverted (right) photons as a function of photon |n| (top) and Er (bottom). The
lower panel shows the ratio of the efficiencies measured in data and in simulation. The total
uncertainty is shown, including the statistical and systematic components [105]

4.2.5 Electron Identification

Electron Identification [108] allows to discriminate between prompt, isolated electrons
and energy deposits from hadronic jets, converted photons or electrons produced in the
decays of heavy-flavour hadrons.

Differently from the photon Identification, electron Identification is based on selection
criteria applied to a likelihood discriminant, which collects information from several dis-
criminant variables, summarized in Table 4.3 related to the primary electron track, the
lateral and longitudinal development of the electromagnetic shower in the EM calorime-
ter, and the spatial compatibility of the primary electron track with the reconstructed
cluster.

The WPs Loose, Medium and Tight are all |n| and Et dependent, and optimized in order
to get a predefined Identification selection.

Some further requirements are applied in addition to the likelihood discriminant selection,
in order to better reject background from converted photons: electrons with a two-track
silicon conversion vertex reconstructed with a momentum closer to the cluster energy
than that of the primary electron track are rejected, and E/p < 10 and pp > 2GeV is
required for the Tight WP.

The identification efficiencies are reported in Figure 4.10, as well as the comparison be-
tween data and MC from which the SFs are derived.
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Category ‘ Description Name
Ratio of Eq in the 1st sampling layer of the hadronic Ryaq,
calorimeter to Eq of the EM cluster (over the range
In] < 0.8 ir |n > 1.37)
Hadronic Leakage Ratio of E in all the hadronic calorimeter samplings Ryaa
to E of the EM cluster (over the range
0.8 < |n < 1.37)
Ratio of the energy in the back layer to the total f3
energy in the EM accordion. This variable is only used
th below 100 GeV because it is known to be inefficient at
EM 3" layer . .
high energies
Ratio in n of cell energies in 3 X 7 cells over 7 x 7 R,
Lateral width of the shower Wy,
EM 2" layer Ratio in ¢ of cell energies in 3 x 3 over 3 X 7 Ry
Total lateral shower width ws,
Ratio of the energy difference associated with the E,qtio
EM 1" layer largest and second largest energy deposits to the sum
of these energies
Ratio of the energy in the strip layer to the total f1
energy in the EM accordion calorimeter
Number of hits in the innermost pixel layer; NIBL
discriminates against photon conversions
Number of hits in the pixel detector N pizel
Number of total hits in the pixel and SCT detectors ng;
Transverse impact parameter with respect to the do
Track conditions beam-line
Significance of transverse impact parameter defined as do/oq,
the ratio of d and its uncertainty
Momentum lost by the track between the perigee and Ap/p
the last measurement point divided by the original
momentum
Likelihood probability based on transition radiation in eProbabilityHT
TRT
the TRT
An between the cluster position in the middle layer Any
and the track extrapolated from the perigee
Track-cluster matching A¢ between the cluster position in the strip layer and Adggy
the extrapolated track
Defined as A¢, but the track momentum is rescaled to A¢p,ed
the cluster energy before extrapolating the track from
the perigee to the middle layer of the calorimeter
Ratio of the cluster energy to the track momentum E/p

Table 4.3: Electron shower shape variables entering the likelihood that defines the identification

WPs

4.2.6 Electron Isolation

Electron Isolation [105] proceeds in a similar way as for photons, with some differences
in the track isolation variable definition.

A variable cone size (

varcone

br

) is used for the electron, in order to take into account the

possible presence of other decay products in case of electrons coming from the decay of a
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Figure 4.10: The electron identification efficiency for different WP, in Z — ee events in data
as a function of Er(left) and as a function of i (right). The efficiencies are obtained by applying
data-to-simulation efficiency ratios measured in J/¥ — ee and Z — ee events to Z — ee
simulation. The inner uncertainties are statistical and the total uncertainties are the statistical
and systematic uncertainties in the data-to-simulation efficiency ratio added in quadrature. For
both plots, the bottom panel shows the data-to-simulation ratios.

high-momentum heavy particle. The difference lies in the AR definition:

. 10
AR = min (pT[GeV] , ARmaX)

where AR, .. is the chosen maximum size of the cone (usually set to 0.2 for electrons).
Moreover the tracks are required to have a loose vertex association, i.e. the track was used
in the primary vertex fit, or it was not used in any vertex fit but satisfies |Azy|sinf <
3 mm.

The used Working Points for electron isolation are reported in Table 4.4, while the
measured efficiencies and data to MC SFs are shown in Figure 4.11

‘Working point Calorimeter Track
Gradient € =0.1143 x pp + 92.14% (with E$"?%) ¢ = 0.1143 x pp + 92.14% (with p3eeoe20)
Loose E:foneQU/pT < 0.20 pzi‘aTCUHEQO/pT <0.15

Tight B0 /i < 0.06 pyareene20 1n < 0.06
HighPtCaloOnly  E$"*° < max(0.015 X pp,3.5 GeV) -

Table 4.4: Electron isolation WPs

4.3 Muons

Muon reconstruction [116] is strongly based on signals released in the most external part
of the detector, the MS, due to the fact that these are the most penetrating particles, after
neutrinos, and are not contained within the electromagnetic or the hadronic calorimeters.
Tracks in the ID, associated to the MS signals are also used to improve directional mea-
surements and association to the primary vertex, as well as calorimetric measurements to
account for muon energy loss in the calorimeters.
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The first step of reconstruction consists in the search for hit patterns in the different
muon chambers, to build track segments. The track segments are identified by means of
the Hough transform pattern recognition algorithm, which searches for hits aligned on
a trajectory in the bending plane. In addition, the coordinate orthogonal to the bend-
ing plane is measured by the trigger chambers (RPC and TGC). Afterwards, all these
informations are combined to create a 3D track candidate, starting from a seed in the
middle layers and merging track segments inwards and outwards. As a final step, a global
x° fit is performed, taking into account possible interactions with the detector material
and misalignments between the different chambers. Ambiguities are resolved by removing
tracks that share a large fraction of hits with higher-quality tracks, with the exception
of tracks that are identical in two stations but share no hits in a third station, to ensure
a high efficiency for boosted low-mass dimuon systems. After ambiguities removal, a
new fit is done with a loose IP constraint and taking into account the energy loss in the
calorimeters.

Once the tracks in the Muon Spectrometer are reconstructed, they can be combined with
ID tracks or calorimetric signals to provide the final muon candidate. Depending on which
and how sub-detector information are employed in the reconstruction, 5 reconstruction
strategies can be identified:

Combined (CB) Muons Informations from all detectors are exploited for this re-
construction. MS and ID tracks are combined with a track fit and energy losses in the
calorimeters are taken into account. After the fit, an update of the MS hits might be
done, possibly adding or removing hits from the track, before performing a new com-
bined track fit. In the |n| > 2.5 region, MS tracks may be combined with short track
segments reconstructed from hits in the pixel and SCT detectors, forming the so-called
silicon-associated forward (SiF') muons.

Inside-Out (I0) Muons A complementary inside-out algorithm is exploited, which
extrapolates ID tracks to the MS and searches for at least three MS hits with loose
alignment. A combined track fit is then performed using the ID track, the energy loss in
the calorimeters and the MS hits. This reconstruction allows an efficiency improvement
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for example in regions with limited MS coverage, as it does not rely on independently-
reconstructed MS tracks.

Extrapolated and Standalone (ME) muons This strategy is employed in case the
matching between the MS track and ID tracks fails. In this case, the MS track parameters
are extrapolated to the beamline to define a ME muon. This reconstruction is used to
cover regions outside the ID acceptance, thus reaching the |n| < 2.7 coverage of the MS.

Segment-Tagged (ST) muons In this case, the muon parameters are taken directly
from the ID track fit, but a tight matching between ID tracks extrapolated to the MS
and at least one reconstructed MS segment is required.

Calorimeter-Tagged (CT) muons This strategy is based on ID tracks and energy
losses in the calorimeters. ID tracks are extrapolated to the calorimeters, to search for
energy deposits consistent with a minimum-ionising particle. If such energy deposits are
found, the ID track is tagged as a muon, and muon parameters are taken from the ID
track fit. In this case, a larger p threshold of 5 GeV (instead of 2 GeV) is used for tracks
to avoid large background contamination.

4.3.1 Identification

The muon identification is performed by means of set of selection requirements on the
number of hits in the different ID subdetectors and different MS stations, on the track fit
properties, and on variables that test the compatibility of the individual measurements in
the two detector systems. Tighter or looser criteria are applied depending on the adopted
Working Point (WP). Similarly to electrons and photons, efficiency measurements are
performed, providing data to MC SF's and relative systematic uncertainties.

Medium WP This is the default WP, selecting CB and IO muons within the ID ac-
ceptance of |n| < 2.5, with at least two precision stations, defined as the number of MS
stations in which the muon has at least three hits in the MDT or CSC detectors. For
|n| < 0.1 muons, muons with only one precision station are accepted, given that they
have at most one precision hole station, defined as a station where the muon has less
than three hits and is missing at least three hits that are expected given its trajectory
and the detector layout and operational status. Another selection criterion is based on
the ¢/p compatibility, a variable which quantifies the compatibility between the ratio
of muon charge and momentum as measured from ID tracks and from MS ones. This
variable is required to be less than seven. Moreover, the acceptance is extended in the
range 2.5 < |n| < 2.7 by including ME and SiF muons with hits in at least three precision
stations.

Loose WP The Loose WP aims at increasing the efficiency in the |n| < 0.1 range, where
the CB muon efficiency is affected by the gap in the MS coverage, and for low-p; muons.
In addition to muons passing the Medium one, this WP accepts CT and ST muons in the
[n| < 0.1 range. Moreover, IO muons with pp < 7 GeV and only one precision station are
accepted in the |n| < 1.3 range, if they are also reconstructed as ST muons. The efficiency
increase of the Loose WP compared to Medium is around 20% for 3 GeV < pr < 5 GeV
and approximately 1-2% for higher py.
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Tight WP This is the tightest WP, accepting CB and IO muons with at least two
precision stations among the ones passing Medium WP. The combined track fit is required
to have normalised X2 less than 8, to reject pathological tracks due to hadron decays
in flight. In order to provide better background rejection for lower-p;y muons, further
requirements are optimized, depending on pr and 7, on ¢/p compatibility and p’, the
latter being defined as the absolute difference between the ID and MS pp measurements
divided by the ps of the combined track. For the region 6 GeV < pp <20 GeV, the Tight
WP achieves a background reduction of more than 50% compared to Medium, with a
corresponding efficiency loss for prompt muons of approximately 6%.

High-p WP This WP is designed to improve the resolution of selected high-pr muons,
taking into account that, for these muons, the limiting factors are the intrinsic detector
resolution of the individual measurements along the track and the knowledge of the rel-
ative alignment between the corresponding detector element. The same requirements as
for Medium WP are applied. In addition, at least three precision stations are required.
As an exception, muons traversing the B-field inversion zones instrumented with addi-
tional chambers, must have at least four precision stations, while muons with 2 precision
stations can be accepted in the |n| < 1.3 region, if the missing hits are in the inner
station. In addition, muons in regions where the relative alignment is not known with
sufficient precision, i.e. in the barrel-endcap overlap region 1.0 < |n| < 1.1, and partially
in 1.1 < |n| < 1.3 and |n| < 1 regions corresponding to the detector support structures,
are rejected.

Low-py WP In this WP, addressing muons with py < 18 GeV, CB and IO muons are
included, with a largest fraction from IO due to the fact that very low p; muons will not
reach the middle station of the MS, or even the MS itself. The IO muons are required to
be also reconstructed as ST ones. At least one precision station is required in general, but
2 precision stations are required in the |n| > 1.3 region, where muons with p; > 1.3 can
typically reach the second station. Further selection requirements are imposed to reject
light-hadron decays, exploiting the distinctive kink observed for light-hadron decays along
the trajectory in the ID, due to undetected neutrino. Both a cut-based and a Boosted
Decision Tree (BDT) approaches are used, defining two variants of the low-p; WP.

A summary of the efficiencies for different identification WPs, and the data/MC com-
parison, is shown in Figure 4.12

4.3.2 Isolation

The muon isolation makes use of similar variable as the ones defined for electrons and

photons, with the addition of a Particle Flow ° based variable, the E;f low20 " qefined as
cone20

the sum of track-based isolation (p5*"“°"*** for pr < 50 GeV and p: for pr > 50
GeV) and the transverse energy of neutral particle-flow objects in a cone of size AR = 0.2
around the muon. The different adopted WPs are summarized in Table 4.5, and their
efficiencies and SF, with associated systematic uncertainties, are shown in Figure 4.13 for

the Loose and Tight WPs, taken as example.

5See Section 4.4 for an overview of the Particle Flow strategy
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Figure 4.12: Muon reconstruction and identification efficiencies for the Loose, Medium, and
Tight criteria. The left plot shows the efficiencies measured in J/¥ — uu events as function of
pr. The right plot displays the efficiencies measured in z — pp events as a function of 7, for
muons with pp > 10 GeV. The predicted efficiencies are depicted as open markers, while filled
markers illustrate the result of the measurement in collision data. The statistical uncertainty in
the efficiency measurement is smaller than the size of the markers, and thus not displayed. The
panel at the bottom shows the ratio of the measured to predicted efficiencies, with statistical
and systematic uncertainties [116].

Isolation WP Definition Track pr requirement
PFlowLoose p;{zr(:oneiio 4+04- E;eflmu?() <0.16 - p/;w .
PF1 . varcone30 neflow20 1 pr > 500 MeV

owTight pr +04-Ep < 0.045 - ppr
Loose p%m“cone30 <0.15- p;%7 E;OpoetconBZO <03- p; | GV
Tlght vaarcmwSO < 0.04 ‘p;jtw EéfpoetcoanO < 015;711 pr > e
HighPtTrackOnly pene20 <125 GeV pr > 1 GeV
Tight TrackOnly PheTeene3 0,06 - ph T

varcone30 =M

PLBDTLoose (Tight) pr < maz(1.8 GeV,0.15 - pr) pr>1GeV

BDT cut to mimic TightTrackOnly(Tight) efficiency

Table 4.5: Definition of different muon isolation WPs

4.4 Jets

Quarks and gluons produced in final states in high energy pp collisions can’t be directly
detected because of the colour confinement of the strong interaction resulting in the for-
mation of colorless hadrons, through the fragmentation and hadronization processes.
Fragmentation gives rise to the developement of a parton-shower, represented in Figure
2.10 as simulated by a Monte Carlo generator [117]. The quarks and gluons resulting from
the fragmentation process recombine to form a collimated jet of hadrons (hadronization)
with a total momentum pointing approximately in the same direction as the initial par-
ton.

The signature of jets in the ATLAS detector comprises tracks in the ID and energy de-
posits in the calorimeters produced by the hadrons resulting from hadronization. The
hadronic shower is typically wider than the electromagnetic one produced by electrons
and photons and, despite including an EM fraction, it develops mainly in the Hadronic



4.4. Jets 73

-

T —— >
> l e ) E —_— 3
& - Q@ E — 3
2 -~ 3 P
E 0.8 +_’_~= — E E +_.__,_..‘ 3
o =5 E
06 g E 0.5 -
"t atLas b ATLAS E
s=13TeV, 139 fo" E Vs=13TeV, 139 b 3
0.4FLoose —e— Data — E Tight —e— Data E
ml<27 MC Emi<27 MC E
. . .
Q mStatonly. Sys.® Stat Q 1 Statonly. | Sys ® Stat
s 11+ ly.. Sy: B S 14 - ly. . Sys 4
] L. s L
£ 1_.__._ g 1 000 o080 0 O O —
9 o9 . 9 09
10 10% 10 102
P, [GeV] P, [GeV]

Figure 4.13: Muon isolation efficiency measured in Z — pp events for the Loose (left plot)
and Tight (right plot) WP, as a function of pp. The statistical uncertainty in the efficiency
measurement is smaller than the size of the markers, and thus not displayed. The panel at the
bottom shows the ratio of the measured to predicted efficiencies, with statistical and systematic
uncertainties [116].

calorimeter (HCAL). It is therefore possible to discriminate between jets and electrons or
photons through the already mentioned Identification and Isolation criteria.

During Run-1 and the start of Run-2, the jets were reconstructed using the so-called

EMTopo reconstruction algorithm, based exclusively on energy deposits in the electromag-
netic and hadronic calorimeters, with track information used only for origin corrections.
For full Run-2 analyses, the reconstruction strategy has been improved through the imple-
mentation of the Particle Flow (PFlow) strategy, which combines both calorimetric and
track informations. In the analyses described in this thesis, both the two reconstruction
have been employed: EMTopo jets are used in the mono-photon analysis (chapter 8 and
10), while the PFlow ones in the Dark Photon analysis (chapter 9).
The reconstruction workflows for the two methods are summarized in Figure 4.15: the
main difference, other than the inputs given to the jet-finding algorithm, consists in the
origin correction step, needed only in the EMTopo algorithm. In the following the Parti-
cle Flow Objects used in the PFlow jet reconstruction will be described, followed by the
jet-finding algorithm for EMTopo and the remaining pile-up correction and calibration
steps, common to both EMTopo and PFlow reconstructions.

4.4.1 Particle Flow Objects

The Particle Flow Objects (PFOs) which are given as input to PFlow jet-finding are
built from a combination of calorimetric and track informations. The algorithm [118],
illustrated in Figure 4.16, develops in different steps, to match each track to one or more
topo-clusters and perform a cell-based energy subtraction to avoid double counting of
energy contributions.

Track selection Stringent quality criteria are applied to select tracks that will feed
PFlow jets. At least 9 hits are required in the silicon detectors, and no missing Pixel hit.
Only tracks with pp > 0.5 GeV and |n| < 2.5 are included, without any requirement of
association to the hard scatter vertex. Tracks with high transverse momentum (pp > 40
GeV) are typically not well isolated from nearby activity, with negative impact on the
accuracy of the subsequent energy subtraction step. To overcome this issue, no subtraction
is performed for p™* > 100 GeV, and for all tracks up to p"* = 100 GeV where the energy
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Figure 4.14: Sketch of a hadron-hadron collision as simulated by a Monte-Carlo event genera-
tor. The red blob in the center represents the hard collision, surrounded by a tree-like structure
representing QCD radiation as simulated by parton showers. The purple blob indicates a sec-
ondary hard scattering event. Parton-to-hadron transitions are represented by light green blobs,
dark green blobs indicate hadron decays, while yellow lines signal soft photon radiation [117].

EMTopo jets

Origin correction
Correction of the jet direction to point to the hard-scatter vertex

Jet-finding Jet area-based PU correction Residual pile-up correction
Applied to EM scale topo-cluster |ttt id Applied as a function of event pile-up |t id Removal of residual pile-up dependence as a
(EMTopo) or PFO (PFlow) pr density and jet area function of # and Nev
v

Absolute MC-based calibration Global sequential calibration Residual in-situ calibration
Correction of jet 4-momentum to particle-level energy [sid Reduction of flavor dependence and energy leakage effects il Derived using in situ measurements
scale. Both the energy and the direction are calibrated using calorimeter, track and muon-segment variables and applied to data

Figure 4.15: Overview of the reconstruction stages for PFlow and EMTopo jets. Each step
of the calibration corrects the full four-momentum of the jet, with the exception of the origin
corrections for EMTopo jet.
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Figure 4.16: PFlow algorithm workflow[118].

E™ in a AR = 0.14 cone around the extrapolated particle satisfies

o) > 33.2 x log, (40 GeV /pi™) (4.1)

In addition, being the algorithm optimized for hadronic showers, tracks matched to
medium quality electrons or muons, with no isolation requirement, are masked. These
selection criteria were optimized on /s = 8 TeV collisions, with a pile-up condition sim-
ilar to 2012 data taking, and were shown to ensure a track reconstruction efficiency of
about 90% (increasing with the trak pr) in the most central region (5| < 1.0) and an
efficiency ranging from > 70% to ~ 80% for the 2.0 < |n""™¢| < 2.5 region.

Track-topocluster matching The matching between the selected tracks and the topo-
clusters is based on the angular diastances between the barycentre of the topo-cluster and
the track, extrapolated to the second layer of the EM calorimeter. The ranking variable

IS s f(32) +(3)

where o, /4 denote the angular topo-cluster widths defined as the the standard deviation of
the displacements of the topo-cluster constituent n— ¢ cells with respect to the barycentre.
This variable has an excellent discrimination power between the correctly matched topo-
cluster and neighbour ones, as shown in the top plots of Figure 4.17 showing a comparison
of AR’ distributions for the topo-cluster containing 90% of the particle true energy and
the other ones. The topo-cluster to be matched to the considered track are preselected
by requiring an high ratio between the topo-cluster energy and the track momentum,
E /p'™ = 0.1, which allows a good discrimination between “correct” matches and
neighbour topo-clusters for particles with pp > 5 GeV, reaching a 40 — 50% rejection of
incorrect clusters, while for softer particles in the 1 < pp < 2 GeV range the rejection
is reduced to about 10%, as shown in the central plots of Figure 4.17. The matching is
therefore performed taking the lowest AR’ (up to 1.64) preselected topo-cluster.

Expected deposited particle energy In order to correctly subtract the track energy
from associated topo-clusters, an accurate estimation of the expected energy deposited
on average in calorimeters by a particle with track momentum p”k is foundamental. This
is quantified as

rk clus rk
<Edep> = pt <Eref /pf‘ef> (43)

where the ref subscript indicates the values determined using single-pion samples without
pile-up, by summing the energies of topo-clusters in a AR cone of size 0.4 around the
track position, extrapolated to the second layer of the EM calorimeter.
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Recover split showers It is possible that a shower is not fully contained into one,
but splitted into more topo-clusters. In this case, the track should be associated to all of
them. In order to identify splitted showers, the significance of the difference between the
expected energy and that of the matched topo-cluster is used as discriminant variable:

clus
E B <Edep>

S(EcluS) _ U(Ed )

(4.4)

By comparing the distribution of this variables for topo-clusters containing more than 90%
or less than 70% of the total shower energy (bottom plots of Figure 4.17), a threshold at
S(E*) = —1 has been optimized: if S(E“"*) < —1, topo-cluster within a AR = 0.2 cone
around the track position extrapolated to the second EM calorimeter layer are considered
matched to the track.

Energy subtraction The final step consists in the subtraction of the track energy from
the matched topo-cluster(s). If the (Eg.,) (eq. 4.3) exceeds the total energy of matched
topo-clusters, these are completely removed. Otherwise, a cell-by-cell subtraction algo-
rithm is employed, based on a step-by-step removal of cells within increasing radius rings,
proceeding until the energy contained in the ring exceeds the expected deposited energy,
thus being only partially subtracted. An illustration of this process is given in Figure
4.18, together with a visualization of the effect of the subtraction in the second layer of
the EM calorimeter.

This procedure provides a list of neutral PFOs, given by topo-cluster after track energy
subtraction, and charged PFOs consisting in the tracks.

4.4.2 Jet-finding

The jet finding is performed by means of the so-called anti-k, algorithm [119], which
ensures that the final jets are “infra-red and collinear safe”, as required to obtain a finite
prediction at all perturbative orders. The algorithm is similar for EMTopo and PFlow
jets, but fed by different inputs. The topological clusters at the LC (Local Cell) scale are
used for the first strategy, with track information providing an a posteriori correction,
while the latter uses the charged and neutral PFOs, with an additional preselection on
charged PFOs impact parameter |zpsinf| < 2 mm (where z, is the distance of closest
approach of the track to the hard-scatter primary vertex along the z-axis), aiming at
reducing pile-up contributions.

The anti-k, algorithm is based on the two distance parameters:

1 1) A}
dij=min | -, —— | —3
Pri Pr R

dip = 5
Pt

—_

where A?j = (yl — yj)2 + (q’)i — ¢j)2 and R is the distance parameter that defines the
maximum radius of the cone, commonly set to R = 0.4. For each pair of input particles,
if d;; < d;p the objects i and j are combined, their combination is added as input for the
next iteration while the single objects are removed. Otherwise, the object i is considered
as a jet and removed from the input list. The algorithm proceeds iteratively and ends
when all the objects have been combined in jets.
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Figure 4.17: Comparison of relevant distributions for the topo-cluster containing > 90% of
the true energy of the particle (correct cluster) and the closest other topo-cluster in AR’ (other
cluster), for two pr and |n| bins taken as an example. The variables shown are the AR’ (top),
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lus
—

Egep)
0(Egep)

(bottom).



78 4. Event Reconstruction

i N, A %,
! LS

S EMB3 S EMB3 S EMB3

(e) (f) (g)

Figure 4.18: An idealised example of how the cell-by-cell subtraction works. Cells in two
adjacent calorimeter layers (EMB2 and EMB3) are shown in grey if they are not in clusters,
red and green if they belong to a 7t cluster and a pz’o meson respectively. The stars represent
the extrapolated tracks, and the steps of the ring-based removal procedure are illustrated in the
different subfigures. The final ring contains more energy than the expected energy, hence this is
only partially subtracted (g), indicated by a lighter shading
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In the EMTopo reconstruction, a further step, referred to as the origin correction is
needed to correct the jet direction, through the recalculation of the four-momentum such
that it points to the hard-scatter primary vertex rather than the center of the detector.

4.4.3 Jet Energy Calibration

At this point, the jets are calibrated at the EM energy scale and need to be recalibrated
in order to restore the jet energy scale to that of truth jets, i.e. jets reconstructed at the
particle-level, using stable final-state particles from MC generators, without accounting
for detector effects. The calibration develops similarly for EMTopo [120] jets (applied in
the 20 < pp < 2000 GeV range) and PFlow jets [118] (applied only in the 20 < pp < 1500
GeV range), in the following steps:

e The Pile-up corrections [121] allow the removal of the energy contribution coming
from pile-up events. It is performed in two steps.
The first correction is the jet-area pile-up subtraction [122] , which subtracts the
pileup contribution to the pt of each jet according to its area. The jets used for the
pile-up subtraction are reconstructed by applying the k;-algorithm 6 (sensitive to
soft radiation) with R = 0.4 to positive-energy topo-clusters, which are required to
have |n| < 2 because of the higher calorimeter occupancy in forward regions. The
pile-up contribution is calculated from the median pq density of jets in the n — ¢
plane, defined as p = pp/A, where A is the area of the jet estimated through ghost
association '. The correction factor, applied to the four-momentum of the jet, is
derived as the ratio of the pile-up-subtracted jet pt to the uncorrected one. In
the PFlow jet case, given that in-time pile-up is largely removed by the matching
of charged PFOs to the Primary Vertex, this reduction mainly addresses charged
Underlying Event hadrons and particles from out-of-time interactions, as well as
neutral pile-up contributions.
This correction has the limit of a non accurate description of the pile-up in the
forward or higher-occupancy regions of the calorimeter. An additional MC-based
correction [121] is therefore required in order to correct the residual dependence of
the reconstructed jet pt on the number of primary vertex (related to in-time pileup)
and the average number of interactions per crossing u (related to out-of-time pile-
up). These effects are quantified by the difference between the truth-jets pp and
the pr of the reconstructed jets with pp > 10GeV, matched to the truth jets within
AR =0.3.
The final pile-up-corrected pr of the jet is given by:

corrected :prTeco _pr_a ~ (NPV _ 1) _6 X [
where o and [ are the coefficients parametrizing the almost linear dependence of
the jet pr respectively on the Npy and on pu.

e The MC-based absolute jet energy scale (JES) and n calibration [120, 123] corrects
the reconstructed jet four-momentum to the particle-level energy scale and accounts
for biases in the jet n reconstruction, mainly due to transitions between different
calorimeter technologies and sudden changes in calorimeter granularity.

2
X AZ
The kt algorithm is similar to the anti-kt, but defining d; ; = min (pgryi,pgf’j) R—’ZJ and d;g = p%“,i

"Simulated ghost particles of infinitesimal momentum are added uniformly in solid angle to the event
before jet reconstruction. The area of a jet is then measured from the relative number of ghost particles
associated with a jet after clustering.
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For the JES calibration, isolated reconstructed jets ® are matched to truth jets
within AR = 0.3. The calibration factor is derived, through a numerical inversion
procedure, as the inverse of the energy response, defined as the mean of the Gaus-
sian fit to the core of the E™ /E™™" distribution. This distribution is binned
in B and ng. , i.e. the jet 1 pointing to the geometric center of the detector.
The 14.; binning allows to remove possible ambiguities related to the region of the
detector which is measuring the jet.

The mentioned biases in 7 produce an increase in the energy of one side of the
jet with respect to the other, altering the reconstructed four-momentum. For this
reason an 7 correction is needed and is derived as the difference between the re-
constructed 1™ and the truth n"™™ | parametrized as a function of E™™" and
n . Afterwards, corrections to E™° are derived again by repeating the numer-
ical inversion procedure. Jets calibrated with the full jet energy scale and the 7
calibration are considered to be at the EM+JES scale.

Global Sequential energy scale calibration (GSC) [124] allows to correct residual de-
pendencies on longitudinal and transverse properties of the jets, due to fluctuations
in the jet particle composition and in the energy distribution within the jet. In
fact, the average particle composition and shower shape of a jet depend on whether
the initiating particle is a quark or a gluon. The GSC is based on the following
observables:

— fehargea the fraction of the jet energy measured from constituent tracks (charged
fraction), i.e. tracks associated to the jet, applied only to PFlow jets;

— frile o the fraction of jet energy measured in the first layer of the hadronic Tile
calorimeter (|nget] < 1.7);

— frLars the fraction of jet energy measured in the third layer of the electromag-
netic LAr calorimeter (|nqe;] < 3.5);

— Ny the number of tracks with pp > 1GeV ghost-associated with the jet
(Indet| < 2.5);

— Wi the average pr-weighted transverse distance in the n — ¢ plane be-
tween the jet axis and all tracks of pp > 1GeV ghost-associated to the jet
(Indet| < 2.5);

— MNgegments the number of muon track segments ghost-associated with the jet
(INdes| < 32.7)

For each observable, an independent correction of the jet four-momentum is evalu-
ated and applied sequentially as a function of p%futh and |nge¢ | through numerical
inversion of the jet energy response. The correlations between the observables are

neglected.

Finally n-intercalibration and in-situ calibration [120] are performed, accounting for
differences in the jet response between data and MC simulation due to imperfect
description of the detector response and of the physics of the event in MC sim-
ulation. The differences are quantified by looking at jets balanced against other
well-measured reference objects, in different stages:

— the n-intercalibration corrects the average response of forward jets (0.8 < |n| <
4.5) to that of well-measured central jets (|n| < 0.8) using dijet events with
Pt > 25 GeV;

truth

8No other calorimeter jet of pp > 7GeV within AR = 0.6, and only one truth jet of pp > 7GeV

within AR = 1.0.
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— the Z+jet and ~y+jet analyses [125] balance the hadronic recoil in an event
against the pp of a calibrated Z boson or photon. The Z-jet calibration
is limited to the statistically significant p range of Z boson production of
20 < pr < 500 GeV, while the y+jet calibration is limited by the small number
of events at high pp and by both dijet contamination and the artificial reduction
of the number of events due to the prescaled triggers at low pr, limiting the
calibration to 36 < pp < 950 GeV. The Et}™ Projection Fraction (MPF)
method is used, based on the full hadronic recoil to compute the balance to help
mitigate effects of pile-up and jet reconstruction thresholds which otherwise
make low-pp measurements challenging. The corrections are provided in bins
of pr;

— the multi-jet balance (MJB) analysis [126] uses a system of well-calibrated low-
pr jets to calibrate a single high-pt jet, covering the 300 < pp < 2000 GeV
region.

For each in-situ estimate, the correction is derived from numerical inversion of the
ratio Rfﬁt_asitu / R%fsim where R;,,_ ., iS the response, defined as the average ratio
of jet pr to reference object pr (or 1), binned in regions of the reference object py
(n)-

The data-to-MC ratio and the associated systematic uncertainties derived from the
orthogonal Z+jet, v+ jet, and multi-jet calibrations are combined across overlap-
ping regions of jet pr.

Jet Energy Scale systematic uncertainties

The calibration procedure results in a set of 125 Jet Energy Scale (JES) systematic
uncertainty terms [120] from the individual calibrations.
The largest contribution comes from Z+ jet, v+ jet, and multi-jet in-situ calibrations,
with systematic sources related to the assumptions in the event topology, MC simulation,
sample statistics, and propagated uncertainties of the electron, muon, and photon energy
scales.

In Figure 4.19 combination of all uncertainties is shown as a function of jet pp at
7 = 0 and n at pp = 60GeV, assuming a flavor composition taken from the inclusive
dijet selection in Pythia, for both EMTopo and PFlow jets as well as a direct comparison
of the two. The different contributions are considered fully correlated in pp and 7, but
uncorrelated with one another, with the exceptions of the electron and photon energy
scale measurements, which are also treated as fully correlated. In the left plot, the sharp
increase in the uncertainties for pp > 2 TeV is due to the fact that the in-situ meth-
ods can’t reach these momenta, and the uncertainty is evaluated from single-jet response
studies.

4.4.4 Jet Energy Resolution and systematic uncertainty

Precise knowledge of the jet energy resolution (JER) [118] is important for detailed mea-
surements of SM jet production, measurements and studies of the properties of the SM
particles that decay to jets (e.g. W/Z bosons, top quarks), as well as searches for physics
beyond the SM involving jets. The JER also affects the missing transverse momentum,
which plays an indispensable role in many searches for new physics and measurements
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Figure 4.19: Combined uncertainty in the JES of fully calibrated jets as a function of jet pr
at n = 0 (left) and n at pr = 80 GeV (right), for EMTopo jets [120](top), PFlow jets (center)
and a comparison of the two [118] (bottom). Absolute in-situ JES indicates Z/~+ jet and
multijet calibrations, while relative in situ JES the n-intercalibrations. The flavor composition
and response uncertainties assume a quark and gluon composition taken from Pythia dijet MC
simulation (inclusive jets)

involving particles that decay into neutrinos, and thus rely on well-reconstructed missing
transverse momentum.
The JER can be parametrized with three terms, each characterized by different depen-

dence on the jet pr:

o N S

oler) N o S 40 (4.5)

pr br  /PT

where the first term is the electronic and pile-up noise, expected to be dominant at
pr < 30 GeV, the S term is the stochastic contribution, dominant for higher pt jets
and up to hundreds of GeV, and the last term is the constant term, originated from pr
independent fluctuations such as energy deposited in passive material, the starting point
of the hadronic shower or non-uniform responses across the calorimeter. The last term is
expected to be dominant for jet pp > 400 GeV.
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Figure 4.20: Jet Energy Resolution (top left) and its uncertainty (top right) in the 0.2 <
|n| < 0.7 region for PFlow jets in data and MC. The different terms are highlighted. A direct
comparison between EMTopo jets and PFlow jets is also shown in the same |7 region (bottom
left) and for jet pp = 30 GeV as a function of the jet |n| (bottom right). [118].

Different in-situ methods can be employed to measure jets resolution, including recoiling
jets against a precisely measured object or a well balanced dijet system, and a noise-

related approach:

e the dijet in-situ measurement relies on the definition of an asymmetry variable
quantifying the deviation from exact balance, due to either experimental resolution,
additional radiation or biases introduced by event selections:

probe ref

A:pT T

avr
pr

(4.6)

where the reference jet is chosen to be located in a well calibrated region of the
detector and the probe jet is the measured one, with no preferential location;

e the noise in-situ measurement are obtained by measuring the fluctuations in the
energy deposits due to pile-up using data samples that are collected by random
unbiased triggers. The measurement is based on a random cones method in which
energy deposits in the calorimeter are summed at the constituent energy scale in
circular areas analogous to the jet area for anti-kt with R = 0.4 jets.

The two measured are combined to provide final results, shown in Figure 4.20 for PFlow
jets only and the two contributions highlighted, as well as compared with EMTopo jets.
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4.4.5 Jet-Vertex-Tagger (JVT) for pile-up suppression

The reconstruction of the jets coming from the hard-scattering is strongly affected by
both in-time pile-up, arising from additional pp interactions in the current bunch-crossing,
and out-of-time pile-up from previous and following bunch crossings relative to the trig-
gered event. Despite the already mentioned pile-up subtraction strategies, local fluc-
tuations in the pile-up activity, may result in spurious pile-up jets. For this reason, a
Jet-VertexTagger (JVT) method [127] has been implemented in order to further discrim-
inate between pile-up and hard-scatter jets.

The JVT consists of a multivariate combination of two track-based variables. The first
one is similar to the previously used Jet-Vertex-Fraction (JVF), defined as the ratio be-
tween the scalar pp sum of the tracks that are associated with the jet and originate from
the hard-scatter vertex, and the scalar pr sum of all associated tracks (therefore including
pileup). Compared to the JVF, the new variable is corrected in order to take into account
the linear increase of the average scalar sum of pp from pile-up tracks with the number
of primary vertices:

corrJVF =

> P (PVo)
track (PV )

2nz122 P,
NP (PVo) + == e
“Nirack )

where PV, denotes the hard-scatter primary vertex, while PV the pile-up vertices.
The k- nfrgck in the second term of the denominator is the mentioned correction.
The second variable of the JVT is the scalar pp sum of the tracks that are associated
with the jet and originate from the hard-scatter vertex divided by the fully calibrated jet
pr, which includes pile-up subtraction:

o katTr’a]:k (PVO)

P

Low values of these two variables are likely associated to pile-up jets.
The discriminant variable JVT, shown in Figure 4.21 (left), is derived by combining cor-
rJVF and R, 1 in a 2-dimensional likelihood.
The performance of JVT requirements have been studied on dijet simulated samples: sig-
nal jet efficiencies of 80%, 90% and 95% are achieved for pile-up fake rates of respectively
0.4%, 1.0% and 3%, as shown in Figure 4.21 (right) which also presents a comparison with
the discrimination power reached using as discriminant the JVF variables or one between
corrJVF and R, 1.
The JVT cut is not efficient against forward jets, in the 2.5 < || < 4.5 region, outside the
coverage of the Inner Detector. An alternative tagger has therefore been defined, referred
to as the forward JVT (fJVT) [128]. This tagger discriminates PU jets based on the
fact that a balance is expected between a PU forward jet and the transverse momentum
associated to the corresponding PU vertex. The first step is therefore providing a reliable
estimate of the transverse momentum associated to each PU vertex, in the central region.
Central jets are reconstructed and calibrated for all PU vertices and QCD PU jets, arising
from a single vertex, are discriminated from stochastic PU contribution based on a mod-
ified version of the R, variable centered in PU vertices rather than the HS one. A value
of R, > 0.1 identifies QCD PU contributions. The HS jets are rejected by requiring
JVT < 0.2, ensuring a rejection power of 98.8%.
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Figure 4.21: Distribution of the corrJVF (top left), R, . (top right) and JVT variables (bottom
left) for pile-up (PU) and hard-scatter (HS) jets at the LC scale, with 20 < pp < 30GeV. In
the bottom right plot, fake rate, at LC scale, from pile-up jets versus hard-scatter jet efficiency
curves for JVF, corrJVF, R, 1, and JVT [129].
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EMTopo
Loose ‘ 20 < pr < 60 GeV and |n| < 2.4 ‘ JVT >0.11

Medium (Default) ‘ 20 < pp < 60/120 GeV and |n| < 2.4 ‘ JVT >0.59

20 < py < 60/120 GeV and 2.4 < |n| < 2.5 | JVT >0.11
Tight \ 20 < py < 60 GeV and || < 2.4 | JvT >0.91
PFlow
Medium \ 20 < pp < 60 GeV and |n| < 2.4 | JVT >02
Tight (Default) ‘ 20 < pr < 60 GeV and |n| < 2.4 ‘ JVT > 0.5
Forward
Loose ‘ 20 < pp < 120(60) GeV and 2.5 < |n| < 4.5 ‘ fJVT < 0.5
Tight | 20 < pr < 120(60) GeV and 2.5 < |n| < 4.5 | fJVT < 0.4

Table 4.6: List of recommended Working Points for EMTopo and PFlow jets.

The missing transverse momentum associated to a given PU vertex ¢ is therefore
estimated as:

p?ﬁ?S:—( DD SRR D -t ptTr“k) (4.7)

IS >20 GeV Pt <20 Gev jets fail Ry,

where the terms are central jets and tracks associated to them. The fJVT score is finally
defined as the maximum of the normalized projection of py’;” on the forward jet direction:

miss fwd
£JVT = max (I)wal)g) (4.8)
' 7|

This variable is expected to be closer to 1 for forward PU jets, which should be well
balanced with the prWd, and closer to 0 for HS forward jets, as shown in the left plot
of Figure 4.22, for PFlow jets. It is therefore used as an upper threshold to define the
forward jet PU rejection, with efficiencies shown in the right plot of Figure 4.22.
Different Working Points are defined, corresponding to different JVT (and possibly fJVT)

cut thresholds, as described in table 4.6.

4.4.6 Jet cleaning

The jet cleaning procedure [130] allows to discriminate between jets coming from pp
collisions and jets of non-collision origin. The latter comprise the cosmic ray background
and the Beam induced background (BIB), composed of muons arising from beam losses
which can be reconstructed as fake jets with energy as high as the beam energy. Another
residual background which can be suppressed by means of the jet cleaning is the one given
by phenomena of coherent noise or isolated pathological cells in the calorimeters. These
are mainly subtracted before the object reconstruction, by masking the problematic cells,
but a fraction can remain undetected.

The jet cleaning selection reject all the jets which don’t satisfy all the required Quality
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criteria, involving variables based on signal pulse shape in the LAr calorimeters to account
for calorimeter noise, energy ratio variables such as the electromagnetic fraction or the
HEC energy fraction, and track-based variables, more specifically the charged fraction
and the ratio of the charged fraction over the energy fraction in the layer with maximum
energy deposit.

Two Working points are defined: the Loose WP reject all the jets tagged as LooseBad,
ensuring a 99.9% selection efficiency on good jets, while the Tight WP rejects jets tagged
as TightBad, with a 99.5% selection efficiency on good jets.

4.5 Hadronically decaying T leptons

The 7-lepton decays with a lifetime of about 2.9 x 1071 s, thus being detected by the
ATLAS experiment through its decay products. Hadronic decays constitute about 65%
of the total decays, and display characteristic displacement, multiplicity and kinematic
properties which can be exploited for the 7-lepton reconstruction, identification and cal-
ibration [131]. In this thesis, hadronically decaying 7-leptons are only used in the 7 veto
of the mono-photon analysis, therefore only a brief overview of their reconstruction in
ATLAS is given in this section.

Reconstruction Hadronically decaying 7-leptons (7p,,4_vis) are reconstructed by com-
bining information from the calorimeters and the ID. The 7-lepton reconstruction algo-
rithm is seeded by jets with pp > 10 GeV and |n| < 2.5, reconstructed with the anti-kt
algorithm with R = 0.4 and calibrated using a local hadronic calibration (LC) as inputs.
The pr of the 73,5445 at LC scale is set to the energy of the TopoClusters within R = 0.2.
A specific T vertex association algorithm is employed, to improve the identification of the
correct vertex, which can be challenging especially in high pile-up conditions. All tracks
in the AR < 0.2 region aroung the seed jet direction are taken as input, and the 7 vertex
(TV) is identified as the primary vertex candidate to which the largest fraction of the
track pp sum is associated.

Since Tj,q4—vis are required to have 1 or 3 associated charged-particle tracks (to identify
the 1- or 3-prongs final states), track association is an important step of 7,44_.:s T€CON-
struction. Only tracks in the AR < 0.2 region around the 7y,,4_,;s direction are selected.
In addition, they are required to have pp > 1 GeV, at least two associated hits in the
pixel detector (including the IBL), and at least seven hits in total in the pixel and the
SCT detectors. Finally, requirements are imposed on the distance of closest approach
of the track to the 7 vertex (TV) in the transverse (|dy| < 1.0 mm) and longitudinal
(|Azgsind| < 1.5 mm) plane.

The reconstruction efficiencies for 1- and 3-prong decays as a function of the truth pp of
the 7-leptons, defined as the fraction of 1-prong (3-prong) hadronic tau decays which are
reconstructed as 1-track (3-track) Tj,4q—uvis, are shown in Figure 4.23: an approximately
constant efficiency of about 70% is observed for the 1-prong case, while the 3-prong
Thad—vis Shows a reduction in the low-pp bins, due to the minimum transverse momen-
tum requirement on the charged decay products, and at high-pp due to the increased
collimation of the decay products that results in an increased probability to miss a track
because of overlapping trajectories.

Identification The discrimination between 7p,4_.:s and hadronic jets is performed
in the identification step, based on Boosted Decision Tree (BDT) algorithms trained
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separately for 1-track and 3-track candidates, on the Z/y" — 77 signal sample and
di-jets background sample. The input variables, listed in Table 4.7 exploits tracks and
TopoClusters information, in a core or isolation region around the direction of the 7},,4_4is
candidate. Three working points are defined, Loose, Medium and Tight, with global
reconstruction and identification efficiencies ranging from 40% (30%) to 80% for 1-prong
(2-prong) candidates, as shown in Figure 4.24

Variable

Description 1-prong ‘ 3-prong

Ffeent Fraction of the calorimeter transverse energy deposited in | v/ v
the region AR < 0.1 with respect to the total energy in
AR < 0.2 around the 7,,4_;s candidate

fl;idtmck Transverse energy sum, at the EM energy scale, deposited | v/ v
in all cells belonging to TopoClusters in the core region of
the Tj,44—vis candidate, divided by the transverse
momentum of the highest-pp charged particle in the core
region

R,?;Q,lck pp-weighted AR distance of the associated tracks to the v v
T direction, using 7j,q_4;s only tracks in the core region
[Sicadtrack Absolute value of transverse impact parameter of the v
highest-pr track in the core region, calculated with
respect to the TV, divided by its estimated uncertainty

ff;ng Fraction of tracks pr in the isolation region
02<AR<04
AR ax Maximum AR between a track associated with the v

Thad—nvis candidate and its direction

S#ig ht Decay length of the secondary vertex (vertex
reconstructed from the tracks associated with the core
region of the 7p,,4_.is candidate) in the transverse plane,
calculated with respect to the TV, divided by its
estimated uncertainty. It is defined only for multi-track
Thad—vis candidates
Mirack Invariant mass calculated from the sum of the v v
four-momentum of all tracks in the core and isolation
regions, assuming a pion mass for each track
EM . . v/ ¥4
ftrack—HAD Fraction of EM energy from charged pions
ftb;é\/ék Ratio of EM energy to track momentum v v
MEM+track Invariant mass of the system composed of the tracks and v v
up to two most energetic EM clusters in the core region
p$M+traCk/pT Ratio of the 73,,4_4is PT, estimated using the vector sum v v

of track momenta and up to two most energetic EM
clusters in the core region to the calorimeter-only
measurement of T, 44—vis PT

Table 4.7: Input variables for the 7,,4_,;s identification BDT algorithm

Calibration The LC scale mostly corrects for the calorimeter non-compensation and
for the energy deposited in dead material or outside TopoClusters. Subsequently, the
calibration to the 7 energy scale consists of two additional corrections to recover the
true visible energy. First, the energy contribution originating from pile-up interactions
is subtracted. A response correction is then applied to account for possible additional
effects: decay products not reaching the calorimeter, not depositing enough energy to
create TopoClusters, or not detected within AR < 0.2 of the reconstructed 7p44—vis
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candidate. The T44_4:s Mmomentum is computed from the energy assuming zero mass.

The 7 energy resolution for 1-prong and 3-prong candidates is reported in Figure 4.25
as a function of the 7,,4_.;, energy and |n| region: it ranges from about 25-30% at low
energies, down to 5-10% at higher energies, reaching a plateau for calibrated energies

close to 300 GeV.

Figure 4.23: Reconstruction efficiencies for
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4.6 The Missing Transverse Momentum (E7"*)

In final states of pp collisions at LHC, the momenta in the plane transverse to the beam
axis of all particles in the final state are expected to sum to zero, due to momentum
conservation. This provides a possible signature for neutrinos or other Beyond Stan-
dard Model particles that pass through the ATLAS detector without interacting. The
transverse momentum carried by these undetected particles produces an imbalance in the
visible total transverse momentum of the final state that goes under the name of Missing

miss

Transverse Momentum (ET

The reconstruction of this variable [132] is based on information collected from all the
detector subsystems and requires the most complete and unambiguous representation of
the hard interaction of interest by calorimeter and tracking signals. Therefore, it is deeply
affected by detector-related limitations such as acceptance or defects, as well as by objects
misreconstructions or miscalibrations or contributions from particles coming from pile-up
or underlying events and mistakenly associated to the hard scattering event.

The missing transverse momentum is defined as the negative vectorial sum of the trans-
verse momenta of all the reconstructed particles (hard objects) and of the clusters or
tracks not associated to any physics particle (soft-term).

miss

The component of the E1 are therefore defined as:

E_I»?ISS:7213’%72%7Zﬁizﬁrizﬁet57zﬁ0ft

where the order of the terms reflects the most commonly chosen priority order following
which the energy deposits in the calorimeters and tracks are matched to reconstructed
objects in order to minimise double-counting of detector signals due to overlap of close-by
objects.
Another important observable is the total transverse energy in the detector > Eq, which
quantifies the total event activity and can give information about ET 5 resolution. It’s
defined as the scalar sum of the transverse momenta of reconstructed objects and soft-
term signals that contribute to the ET"™ reconstruction:

D> Er =) ph+ Y T+ Y ph Y pr+ Y pET Y prt

miss

Hard-objects definition The hard-objects entering the E1 calculation are defined
as the “preselected” or “baseline” and calibrated objects of the analysis, passing an Over-
lap Removal (OR) procedure described in the following paragraphs. Depending on the
used jet collection, whether PFlow or EMTopo jets, some differences are expected in the
Jet Term, while the other terms are expected to be unvaried.

At analysis level, appropriate selections are applied on the reconstructed objects in each
event, in order to reject fake or otherwise problematic signatures. The same selections
must therefore be applied to the hard-objects entering the E7™> calculation to ensure
a consistent interpretation of the event. For this reason, ET " reconstruction software
provides flexibility for the choice of the selection criteria for all the particles, with excep-
tion of the jets which are selected by choosing one among the predefined operating points,

miss

summarized in Table 4.8 for E1+ " reconstructed either from PFlow or EMTopo jets.

Overlap Removal An Overlap Removal procedure is performed on the preselected and
miss

calibrated objects entering the E1 ~ calculation, in order to resolve possible overlapping
energy deposits matched to more than one hard-object and avoid double-countings. The



4.6. The Missing Transverse Momentum (EY™*) 91

WP ‘ Jet kinematics ‘ JVT cut
EMTopo
Loose | 20 < pr <60 GeV and |y < 2.4 | JVT > 0.59
Tieht 20 < pp < 60 GeV and |n| < 2.4 JVT > 0.59
& pr > 30 GeV and || > 2.4 Tight fJVT (optional)
Tioht 20 < pp < 60 GeV and |n| < 2.4 JVT > 0.59
reher pr > 35 GeV and || > 2.4 Tight £JVT (optional)
20 < pp < 40 GeV and |n| < 2.4 JVT > 091
T : 40 < pr < 60 GeV and || < 2.4 JVT > 0.59
CHACIONs |60 < pr < 120 GeV and |n| < 2.4 JVT >0.11
pr > 35 GeV and |n| > 2.4 Medium fJVT
PFlow
Loose | 20 < pr <60 GeV and |y < 2.4 | JVT > 0.5

JVT > 0.5

Tieht 20 < pp < 60 GeV and |n| < 2.4
g Tight fJVT (optional)

pr > 30 GeV and |n| > 2.4

Tighter ‘ 20 < pp <60 GeV and |n| < 2.4 ‘ JVT > 0.59

pr > 35 GeV and |n| > 2.4 Tight fJVT (optional)

miss

Table 4.8: Summary of the jet selections applied in Et

. reconstruction, depending on the
ET™° WP.

priority order shown in eq 2.13 is followed. Therefore all electrons passing the selection
enter the E7™° calculation while the lower-priority reconstructed particles are fully re-
jected if they overlap with a higher-priority object that has already been added to the
calculation. Two objects are considered to be overlapped if they share their calorimetric
signal (for EMTopo ET™) or a PFO (for PFlow E1 ™), i.e. if there are topoclusters/P-
FOs which are geometrically matched to both the hard objects in a AR cone.

For the jets, additional criteria have to be applied in cases of electrons, photons or
hadronically-decaying 7-leptons which are close to a real jet with a partial overlap, in
order to decide the amount of a jet’s energy signature to be associated to the jet. In
the past, the main discriminating variable used to be the electron/photon/hadronically
decaying 7-lepton energy fraction in the given jet:

EM
_ Eetvry

foverlap - EM
ejet

If foverlap > 0.5 the jet was assigned to the soft term, and therefore only the tracks

miss

associated with the jet were included in the E1 " calculation. Otherwise, the jet was
included with its calibrated transverse momentum scaled by fiyenap - Nevertheless, this
procedure suffers from a relatively high rejection of real jets, and in these cases the neutral
component of the jet is completely lost because of the track-based definition of the soft-
term (described in the next section), which includes only the charged component. This
results in fake missing transverse momentum. To overcome this, a new discriminating
variable has been studied:

EM,e(vy,7),jet __  EM,jet EM,e(v,T)
Apy = —Pr

Pt
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Choosing foverlap < 1.0 and Ap%M’e(V’T)’jet > 20GeV, the rejection of real jets is

reduced. Finally, a specific u-jet overlap is implemented, in order to solve ambiguities
between jets and muons, due to the fact that muons can also experience energy loss in
the calorimeters:

e a muon overlapping with a pile-up jet can lead to a JVT mis-tag of the jet, because
the ID track from the muon represents a significant amount of pt from the hard-
scatter vertex and thus increases the JVT value;

e in cases in which the muon goes through a significant energy loss in the calorime-
ter, it can be reconstructed as a hard-scatter jet from the primary vertex, which is
included in the BT calculation, resulting in a double-counting of this pr compo-
nent.

e Muons can radiate hard photons at small angles, which are wrongly reconstructed
as a jet with an associated muon ID track. As the transverse momentum carried
by the FSR photon is not recovered in muon reconstruction, jets representing this
photon need to be included in the ET"™ reconstruction.

The strategies for the resolution of these ambiguities is described in [132], section

6.6.2.

Soft Term As already mentioned, the soft term includes all the detector signals not
matched to the reconstructed objects and may contain contributions from the hard scat-
tering as well as the underlying event and pile-up interactions. In Run-1 analyses, a
Calorimeter Soft Term (CST) reconstructed from calorimeter-only measurements was
used, but due to the high pile-up environment of the LHC from 2012 onwards, the soft
component suffers from a high degree of contamination from interactions besides the hard
scattering vertex of interest. For this reason, a Track Soft Term (TST) calculated from
the tracks is used for Run-2 analysis, which provides a more robust measurement against
pile-up, thanks to a more accurate track-to-vertex association.

In this track-based reconstruction of the Soft Term, tracks not associated to hard objects
(in EMTopo ET") or tracks associated to charged PFO not associated to hard objects
(for the PFlow EX™) are associated to the hard scatter vertex by considering the trans-
verse and the longitudinal impact parameters (dy and z, respectively), with respect to
the hard scatter vertex position. The exact requirements are summarized, for EMTopo
and PFlow ET"™, in Table 4.9. To avoid the double counting of tracks already included

EMTopo Eiss PFlow EXiss
pr > 0.4 GeV pr > 0.5 GeV
Inl <25 Inl <25
‘%ﬁ’o” < 2.0 mm -

|zgsinf] < 3.0 mm  |zgsinf| < 3.0 mm

Table 4.9: Track selections for the TST

in other physics objects, the tracks matched to the hard-term objects are excluded by
applying the following selection criteria:

e tracks within An < 0.2 and A¢ < 0.05 around electrons and photons;

e tracks within a cone of size AR = 0.2 around hadronically decaying 7-leptons;
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e ID tracks associated with identified muons;
e tracks matched to jets using the ghost association technique;

e isolated tracks with pr*™ > 120GeV, or pF*™ > 200 GeV for |niack | < 1.5, having
estimated relative resolution on their pr larger than 40% or having no associated
calorimeter energy deposit with pp larger than 65% of the track pp. This is a
cleaning cut to remove mismeasured tracks.

4.6.1 ETS Systematics

The EF™ uncertainty includes the propagation of all the systematics associated to each
object entering the hard-term, and additional systematics related to the reconstruction
of the track-based soft-term and depending on the precision of the soft-term modeling in
simulations.

In order to take into account the fact that the balance expected between the soft term
momentum pi"" and the hard term ph™ in events with no true ES™ s spoilt by detec-
tor resolution effects, the modelling of the soft term is studied using different projections

of p*™ along pi™™® in data and MC (Figure 4.26):

soft,

‘y
ﬁ%oft

— SOft I,
ApT -,
’ ft

Smiss SO
ﬁsoft,true ET = ApT

T

Figure 4.26: Representation of the track-based soft term projections with respect to p}{«ard

the calculation of the TST systematic uncertainties.

for

e The parallel scale (A;), representing the mean value of the parallel projection
soft soft hard
(p /) ) of pt along pr

e The parallel resolution (0”), defined as the root-mean-square (RMS) of pﬁOft

o The transverse resolution (o ), defined as the root-mean-square (RMS) of the per-

pendicular component of pi™ with respect to p? .

The systematic uncertainty is defined as the maximal disagreement between data and
different Monte Carlo generators for a certain set of p}Tlard bins. In addition, the total
systematic is splitted into jet-inclusive and jet-veto selections and taking the maximal
variation of these two cases in order to account for possible differences between event
topologies with or without jets. _

The three uncertainties contributions, for EMTopo and PFlow ET'*°, are shown in Figure
4.27 for the inclusive jet case, taken as an example, while Figure 4.28 summarizes the

three components of the final uncertainty.

4.6.2 E*° significance

miss

The ET fss significance is defined as the ratio between Ep ™ and its resolution, and it is
an useful variable to discriminate between events with real E7'*° and events with fake
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Figure 4.27: Parallel scale (left), squared parallel resolution (center) and squared transverse
resolution (right) in bins of the vector sum of the transverse momenta of hard objects, for a
Z — ee data (black points) and MC sample simulated with different generators (other coloured
points) using full Run-2. Tight EMTopo Et " (top) and PFlow ET ™ (bottom) are both shown.
The shaded band shows the TST systematic uncertainty, symmetrized around data, derived as
the maximal discrepancy between data and the different MC generators in both the jet-inclusive
and 0-jet selections (not shown here) for each bin [133].
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Figure 4.28: Components of the TST uncertainties in bins of the vector sum of hard objects
transverse momentum, for a Z — ee dataset using full Run-2. Tight EMTopo ET™ (left) and
PFlow Et"* (right) are both shown. [133].

ET fss arising for example from object misreconstructions or miscalibrations and detector
defects. In fact, a high value of significance is an hint for real ET™* | given by undetected
particles in the event, since it indicates that the observed ET ™ is not well explained by
resolution smearing alone. On the other hand, lower significance values are likely associ-
ated to events with fake BT ,

An event-based ET iss significance is defined as %, according to the proportionality
T

between the EF™ resolution and the 3" Ep variable. Despite this approximation is fully
valid only under the assumption that the B ig reconstructed from purely calorimetric
measurements, it provides an acceptable rejection of fake E3"*° also when applied to TST
ET"™ calculation.

In order to get a better evaluation of this variable, an object-based definition has been

developed [134], which is calculated event by event taking into account the expected reso-
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miss

lutions and likelihood of mismeasurement of all the objects entering the E1+ " calculation
(a plot showing the resolutions for different objects as a function of the transverse mo-
mentum and for different values of pseudorapidity is shown in Figure 4.29), as well as
directional correlations between measurements.
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Figure 4.29: Resolution of the objects entering the Er calculation as a function of pp
and for different values of |n|. The label N.C. ~ indicates unconverted photons and Hadr. =
hadronically decaying 7-leptons. 1pOn (3pXn) corresponds to the decay mode with one (three)
charged hadron, zero (one or more) neutral hadrons and a non detectable T-neutrino.

The oject-based ER' significance is defined as the square root S of:
max ?v;éoﬁ (E?lss \ p%‘v>

S*=2In
max i _, L (Emlss | lfw)
T

which is basically the log-likelihod to test the hypothesis that the total transverse
momentum carried by invisible particles (p%] V) is equal to zero against the hypothesis that
pif" ¥ is different from zero. The numerator and denominator are calculated maximising on
the parameters of the likelihood with the constraints pp° # 0 and pp° = 0 respectively.
The likelihoods are defined as:

-1

L (E?ISS | plnv) x exp 71/2 (Errrniss - 1nv) (Z v > (Egliss - p}II‘IV)

where it has been assumed that the measurement of each reconstructed object i is
independent from others, that the vectorial sum of all the true transverse momentum
associated to the hard-objects is > 7t = —p7= and that the probability distribution of
measuring pT given a true transverse momentum 7 is a gaussian with covariance matrix
V'. The 8 can be now rewritten as:

,C( mlSS |Emlss) —1

§* =2 :( m) (ZV> (Em)

£ (5% 10)

where the index i indicates each object entering the calculation and the covariance
matrixes include the effects of the different hard-objects resolutions, plus one covariant
matrix associated to the soft term. Through appropriate rotations, a final synthetic
expression can be written:
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—1

82 _ (E?iSSO) < U]% pLTUZLO'T ) < E%liSS ) _ ’ET

PLTOLOT or 0 ot (1 — PiT)

2 2 . . S .
where o7, and o are the total variances in the longitudinal and transverse direction
1M1SS

respectively with respect to the E1 7 direction and prr is the correlation factor of the
longitudinal and transverse measurements.

4.6.3 ET° performance in Run-2

miss

A comparison between EMTopo and PFlow Et~° with Loose WP, in a Z — ee sample,
is shown for 2015-2016 Run-2 data and MC16a simulations in Figure 4.30, together with
ET™ resolution as a function of (i) and of the number of reconstructed Primary Vertices
(Npy), in order to test its stability against pile-up. In addition, Figure 4.31 shows the
latest EF®5 and E¥° significance distributions, in the same topology, using the full

Run-2 dataset and a Tight PFlow E&,
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Figure 4.30: Comparison of the EMTopo and PFlow Loose Ef™ distributions in MC16a
simulations for the Z — pu topology (left), and of EMTopo and PFlow Tight E1 *° resolutions
in 2015-2016 data and MC as a function of (u) (center) and Npy (right). The resolution is

defined as the RMS from the combined E5"* and E)"** distributions [132].
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Figure 4.31: Distribution of Tight PFlow E£™ (left) and object-based ERs gignificance (right)
in data and MC using full Run-2, in the Z — ee topology [135].



CHAPTER 5

The E='%: a Global Particle Flow reconstruction
strategy for Run-3

For Run-3, an updated B 55 reconstruction strategy has been implemented, as part of the
developments towards a Global Particle Flow (GPF) strategy. The aim of Global Particle
Flow reconstruction is to uniquely associate neutral and charged Particle Flow Objects
(PFOs, see Section 4.4.1) to all reconstructed stable particles, and provide unambiguous
signals representing the event Energy Flow, avoiding energy deposits omissions or double
countings. This can be obtained by extending to photons and leptons the Particle Flow
reconstruction, illustrated in Figure 5.1 and already adopted for jets, as described in
section 4.4.1. As a first step towards this, direct links between photons/leptons and their
constituent PFOs have been set in Release 22 of the ATLAS reconstruction framework,
Athena. This direct association can be included in B reconstruction as well, replacing
the association strategy used during Run-2 and potentially increasing the accuracy of
ambiguities resolution, with possible improvements in the handling of overlap removal
within BT reconstruction, towards better ET" resolution and performance.

5.1 The EX reconstruction software

The ET reconstruction, described in section 4.6, is based on the EF™* Event Data
Model (EDM), a C++ package within the Athena framework which provides a scheme
for dynamic book-keeping of all the information needed for the E7' iss calculation, including
the kinematics of different physics objects in the event, a flag indicating if that specific
object entered the calculation after analysis selections and internal overlap removal, and
any modifications to the kinematics of these objects applied in the process.

The EF™5 EDM is based on two xAOD ' classes:

e the MissingET collects the results of the reconstruction, in form of 2-vectors (in the
trasverse plane) representing the global E2™ and the different EX™ terms. One
MissingET object for each term of the B2 is defined, and they are globally held
in the MissingETContainer.;

e the MissingEtAssociationMap is a compact representation of the possible com-
binations of distinct objects whose transverse momenta should be summed in the
ET™ calculation.

!The xAOD structures data in a tree, using the TTree ROOT class, while maintaining an “AOD-like”
organization into objects (AuxElement), which may be grouped into containers (AuxVectorData).

97
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Figure 5.1: Tllustration of the differences between standard handling of topo-cluster and tracks
information, and the Particle Flow algorithm.

To each jet is associated a MissingEtAssociation object which contains the ElementLink
objects, template classes mapping each reconstructed jet to photons or leptons that share
constituents with that jet (most jets will be associated to at least one lepton or pho-
ton, since the latter are usualy reconstructed also as jets). In addition, for each jet
MissingEtAssociation object, the constituents shared between two or more leptons/pho-
tons are stored in form of index pairs, as well as their four-momenta. This information is
then used for analysis-level ET™° reconstruction, to apply the overlap removal according
to the analysis-specific priorities and physics objects selections. Finally, ElementLink ob-
jects and overlap informations are stored also for all physics objects not associated to any
jets, collected in a separate MissingEtAssociation object which goes under the name of
“miscellaneous association”. A schematic representation of the MissingEtAssociation
and MissingETContainer logic is shown in Figure 5.2 and 5.3 respectively.

The final E7"° then needs to be computed at analysis-level, based on the analysis physics
objects selection. The calculation is done by the METMaker tool: the rebuildMET(...)
function performs the photons and leptons overlap removal and returns the correspond-
ing B terms, while the rebuildJetMET(...) specifically addresses the Jet Term and
Soft Term reconstruction. The latter include the “core” Soft Term, including PFOs not
associated to any (analysis based) hard object entering ET™ calculation, as well as a
“miscellaneous” term built from PFOs belonging to the “miscellaneous association”. The
global B value is finally provided by the buildMETSum(. ..) function.

5.2 Global Particle Flow E7**® reconstruction

As already mentioned, the Global PFlow ET 5 reconstruction has been implemented in
miss

the Release 22 of Athena framework, replacing the Run-2 PFlow E1 " strategy for Run-3.
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Figure 5.2: Illustration of the structure of the MissingETAssociationMap EDM and the typical
detector signals (tracks and calorimeter clusters) corresponding to each element [136]
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Figure 5.3: Structure of the MissingETContainer EDM and the typical detector signals (tracks
and calorimeter clusters) corresponding to each element [136]

It relies on a prior implementation of new ElementLink objects between photons/leptons
and PFOs. In addition, an update is required at the level of PFOs reconstruction itself:
whilst the Run-2 reconstruction removed medium muons and electrons from the list of
charged particle tracks, the updated PFOs are built from all tracks. Since each PFO is
directly linked to the physics objects it feeds, the overlap removal can be easily performed
in a subsequent step. In the next section, the Run-2 PFlow ET"* strategy is briefly de-
scribed, before moving to the implementation of the new reconstruction.

5.2.1 Run-2 Particle Flow EF'*

The ET 55 reconstruction based on PFOs in Run-2 relies on AR cones and track associa-

tion to create links between the physics objects and the PFOs in the MissingEtAssociationMap,

according to the following matching strategy:

e Electrons: match charged PFOs corresponding to the tracks associated to the
electron by the electrons and photons reconstruction. Match neutral PFOs with
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AR(PFO,e) < 0.1, starting from the highest neutral PFO in this cone that has less
than 150% of the electron cluster energy, and continuing to add neutral PFOs as
long as adding another PFO would reduce the absolute difference between the PFO
energy sum and the electron cluster. If only PFOs above the 150% cutoff exist, take
the best energy match amongst these.

e Photons Match any charged PFOs corresponding to the tracks associated to the
photon by the electrons and photons reconstruction procedures, adding tracks with-
out an IBL hit and within AR(PFO,~) < 0.05. Match neutral PFOs according to
the same rules as electrons.

e Muons Match the charged PFO corresponding to the muon’s ID track, if it has
one. A neutral PFO, associated to energy deposits arising from muon energy loss in
the calorimeter, is matched if the fraction of energy it shares with the muon cluster
(build only from the cells crossed by the muon track) exceeds a given threshold
fraction of the neutral PFOs energy.

e Taus Match any PFOs within AR(PFO,7) < 0.2 of the seed jet axis.

These associations are performed by specific METAssociator tools.

Once the MissingEtAssociationMap is built, the E1™° calculation can be performed to
provide the MissingETContainer, collecting the different MissingET objects. The “core”
soft term is built in the association step, using the METSoftAssociator, from all PFOs

not associated to any hard object (jets, leptons or photons).

5.2.2 Software updates for Global Particle Flow E=sS

The bulk of the implementation is contained in the MissingETAssociationMap, and it
will be described, in this section, only for electrons and links to PFOs, as an example.
The implementation for other physics objects is similar. In addition, for Run-3, the PFO
container (<xAQOD: :PFOContainer>) is being replaced by an improved version, the Flow-
Element (FE) container <xAOD::FlowElementContainer>. Direct links have been set
also to this new container, with an identical implementation, only changing the name of
the container itself.

The main difference with respect to the Run-2 strategy is that the association is simply
based on the previously set ElementLinks between electrons and PFOs, rather than track
and AR association. The ElementLinks can be dereferenced through
ElementLink<xAOD: :ElectronContainer> and ElementLink<xAQD: :PFOContainer> to
retrieve respectively the PFOs associated to the electron or the electrons associated to
the PFO. The main function declaration takes as input the xAOD: :Egamma object (i.e.
electrons and photons), a pointer to the vector which will be filled with the constituents
associated to it (std::vector<const xAOD::IParticlex>) and the container of the con-
stituents given as input to the

MissingETAssociationMap (const met::METAssociator::ConstitHolder).
METEgammaAssociator : : extract PFOsFromLinks (const xAOD:: Egammax eg ,

std :: vector<const xAOD:: IParticlex>& pfolist ,
const met:: METAssociator :: ConstitHolder& constits) const

The links information is extracted through the ReadDecorHandle function. The last step

is the actual association of constituents to the electrons. The

METAssociator: :constitHolder contains the CHSParticleFlowObjects constituents col-
lection, wich is derived from the JetETmissParticleFlowObjects one by applying four-

vector corrections and adding a decorator for the matching to Primary Vertex (PV) of
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charged constituents. On the other side, the ElementLinks are included only to the
JetETmissParticleFlowObjects collection. The first step towards using the
ElementLinks is therefore an index-based matching between the two collections. Further
selections on the association to PV (|zpsinf| < 2 mm, with z; the distance of closest
approach of the track to the hard-scatter primary vertex along the z-axis), as well as on
the quality of the PFO and the E““*/p™* ratio (with E““* the energy of the cluster
before track energy subtraction and p”k the track momentum) are applied for charged
PFOs, while neutral PFOs are entirely included in the Association Map. Figure 5.4 shows
the impact of including the previously mentioned selection criteria on charged PFOs, for
a sample of Z bosons decaying into two electrons (Z — ee): the mean value of the Ep ™
distribution is slightly higher when links are used with no additional selection criterion
(blue) with respect to standard reconstruction (red), suggesting a degradation in Ep"™
resolution. The PV matching is the main selection in order to avoid this small loss in
performance, while the E/p criterion gives a subdominant contribution to reach standard

reconstruction performance.
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Figure 5.4: Comparison of reconstructed Et  distributions for a Z — ee MC sample with the
Run-2 PFlow strategy (in red) and with direct-links association, with or without the additional
selection criteria on charged PFOs matching to PV and E/p.

5.2.3 Preliminary validation of the PFO reconstruction

The implementation described above is validated against the Run-2 PFlow EF™** in mul-
tiple final states, with two different physics object selections and testing both the CST
and the TST soft term (4.6).

The first performance studies were carried out on final states including electrons or pho-
tons, being these the first physics objects for which direct links to PFOs were implemented
in the Athena software, while signatures with muons were not considered at first. In a
following step, a general validation with increased statistics was performed, including also
muons, the outcome of which is shown later.
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In order to have a general overview of the performance in different conditions, the follow-
ing topologies have been tested:

e Z — ee events: no true ER™ is expected in this final state, making it the main

miss

scenario to easily investigate the E1 " resolution;
e W — ev events: a true E5™ is expected, thus allowing good linearity studies;

e v+ jets events: this final state allows to investigate the performance for photons,
with particular stress on the overlap removal with jets.

The isolation and identification Working Points (WP), as well as the kinematic selections
applied to reconstructed particles in the final states, for the Tighter and Looser criteria
are summarized in table 5.1.

In the plots, the results obtained with the Looser criteria are shown with empty square

Physics object Loose criteria Tight criteria

Loose ID WP Medium ID WP

Electron
pr > 5 GeV pr > 10 GeV
Photon Loose ID WP Tight ID WP
pr > 5 GeV pr > 25 GeV
Episs “PFlow” WP (JVT > 0.2)

miss

Table 5.1: Selection criteria for electrons, photons and Er
considered

WP in the two configurations

markers, while the ones with tighter selection with fill triangle markers. The mean and
standard deviation are reported for the Tighter and Looser selections respectively in the
first two and last two boxes in the plots. Finally, the standard BT reconstruction is
shown in red, while the one based on direct links between physics objects and PFO in blue.
All the ET™° terms were analyzed, together with linearity and resolution as a function of
the > E7™ and of < p >, and 2D plots were built, in addition to distribution comparison,
to provide an event-by-event comparison. For simplicity, only the global ET' 5 plots are
reported in the following. In addition, the plots with CST ET™ are shown only for the
first sample.

Z — ee final state

For Z — ee events, the Ep 55 distribution comparison between links-based and Run-2

PFlow E2™ is shown in Figure 5.5, the 2D plots are shown in Figure 5.6, while resolution
studies are summarized in Figure 5.7. A minimal selection is applied, requiring exactly two
electrons in the final state, satisfying the Tight or Loose selection criteria. An excellent
agreement between the two BT reconstructions is observed, providing a good validation
of the implementation, but also suggesting no evident performance improvement from the

new E7° implementation.
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Figure 5.5: Distribution comparison, for Z — ee events, of Ermss with the Run-2 PFlow
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Figure 5.7: Resolution comparisons, for Z — ee events, of Er ~ with the Run-2 PFlow strategy
(x axis) and the links-based one (y axis) using the TST (left plots) and the CST (right plots)

ER* for Looser and Tighter selection criteria. The resolution is shown as a function of 3 EF
(top), (1) (middle) and Npy (bottom).
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W — ev final state

The MC simulations for the W — er process come in slices of pp of the W boson. For
the performance studies, two slices have been used: one at low pp, in the range 0-70 GeV,
and one at very high pp > 1 TeV. Similar plots as for the Z — ee sample are shown

miss

to compare the Eq "~ values with the two reconstruction strategies, in 5.8, 5.9, selecting
events with exactly 1 electron satisfying the Tight or Loose selection criteria. The 2D

plots show the event-by-event comparison of the linearity, rather than the E2™. The

. . . i t . . . .
linearity as a function of Ex ™" is shown in figure 5.10. Also in this case, an excellent

agreement between the two is observed, with no relevant improvement from the new E3®

reconstruction.
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Figure 5.8: Comparison of TST Errfw]iss distributions with the Run-2 PFlow and link-based Efpniss
reconstruction, in W — ev final states with high W boson pr (left), and low W boson pr (right),
for Looser and Tighter selection criteria. The first two mean and standard deviation values in
top right box are associated to Tighter selections, the last two to Looser ones. The error bars
include statistical uncertainties only.



106

5. The ET 55, a Global Particle Flow reconstruction strategy for Run-3

Entries 16465 Entries 14581
Mean x 0.4216 Mean x 0.4022
% 100; Meany  0.4218 %‘ 100: Meany  0.4024
o) E Std Devx 0.8594 ) 0] E StdDevx 1013
_‘g 90; Std Devy 0.8598 _‘g 90; StdDevy 1.013 p
£ 80F 12000 £ 80
E E 10000
70+ 70
£ 10000 £
60~ 60~ 8000
50 8000 50
£ E 6000
40 6000 40
30 . 30 . 4000
E - 4000 E .
20 - 20 -
F . E . 2000
o R 7
1)<+ N I N N U R B B [3) £ N E EUE BT I I P SR
0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100
liny, [GeV] liny, [GeV]
Entries 11675 Entries. 15000
Mean x 0.8918 Mean x 0.895
= 60 L Meany  0.8909 = GO, Meany 0.895
8 r StdDevx 204 8 C StdDevx 202
2 S StdDevy 2.034 2 r StdDevy  2.02
550 550
£ T . 5000 £r . 8000
[ . [ . 7000
4or 5000 4or .
r " r - 6000
301 s 4000 30f- s 5000
r K 3000 [ s 4000
201~ 201~ 3000
[ 2000 C
E F 2
10~ 1000 10~ 000
F F 1000
- T T T e . A | CoA T T SR e | A
0 0 30 40 50
liny, [GeV] lin,, [GeV]

miss

Figure 5.9: Event-by-Event comparison of TST Er "™ with the Run-2 PFlow strategy (x axis)
and the links-based one (y axis) in W — ev final state with low W boson pr (top plots), and high

W boson pr (bottom plots), for Looser (left plots) and Tighter (right plots) selection criteria.
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~—+jets final state

Finally, v+jets events are studied. Similarly to W — ev MC simulations, also y+jets
ones are splitted into slices of photon pr. In this case, the considered ranges are 35-
50 GeV (only TST ET™ tested) and 140-280 GeV, and exactly one selected photon is

miss

required, which results in no events passing Tight selections in the low pr slice. The Et
distributions and event-by-event comparisons between standard and links-based ET™°
recostructions are shown in Figure 5.11 and Figure 5.12 respectively, while the resolution
plots are shown in figures 5.13 for low pr and high pp cases, with TST soft term only.
Similar conclusions as for the two previous cases can be drawn, despite larger differences
observed between the two reconstruction strategies, due to the higher jet multiplicity in
this topology, enhancing the probability of inaccurate AR-based associations of PFOs
to the physics objects (more specifically photons, in this case). The large discrepancy
observed in one of the bins of the resolution plot as a function of 3 ER™ (top left of
Figure 5.13) arises from one single event, as highlighted in Figure 5.14 showing the EX*

variable distribution in that ZE%HSS bin, for Tight physics objects selections with the
“standard” association (in blue) and with the links-based one, in red.
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Figure 5.11: Comparison of TST E'* distributions with the Run-2 PFlow and links-based
ET"™ reconstruction, in y+jets final states with high photon pr (left) and low photon pp with
(right), for Looser and Tighter selection criteria. The first two mean and standard deviation
values in top right box are associated to Tighter selections, the last two to Looser ones. The
error bars include statistical uncertainties only.
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Figure 5.13: Resolution comparisons, in y+jets sample, of TST Er

with the Run-2 PFlow

reconstruction strategy (red) and the links-based (blue), with high photon pr (left), and low
photon pr (right), for Looser and Tigher selection criteria. The resolution is shown as a function

of 3 BRI

(top), (1) (middle) and Npy (bottom).
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Figure 5.14: Comparison of EX"*° distributions for 900 < 3> ER™ < 1050 GeV, in y-jets
sample, with the Run-2 PFlow reconstruction strategy (red) and the links-based (blue), with
high photon pr
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5.2.4 Final validation with higher statistics

A further validation is performed with a higher number of MC events, and also including
direct links between muons/taus and PFOs, and links to FEs (Flow Elements) as well.
An official derivation production is used, with both the Run-2 PFlow and the links-based
ET™ reconstructions stored. Samples of H — vy, Z — 77 and tt are tested, to validate
electron, photon, 7 lepton and /e lepton links respectively. In the plots in the following
figures 5.15-5.17, a comparison between 4 cases is shown:

e PFO: EY 55 reconstruction based on the standard association between physics ob-
jects and PFOs;

e FE: B} 55 reconstruction based on the standard association between physics objects
and FlowElements;

e PFO+GPF links: new ER™
physics objects and PFOs;

reconstruction based on the direct links between

e FE+FE links: new EF™ reconstruction based on the direct links between physics
objects and FlowElements.

The ratios between Run-2 PFLow and links-based E7 fss using PFO or FE are shown
(Links/NoLinks), as well as the ratios between PFO and FE with standard and links-
based EX* (FE/PFO). Both TST and CST EF™ are shown in the following plots.
Links to FE or to PFO are expected to be identical. The observed differences are due to
independent jet calibrations, affecting the Jet and Soft Term, while all other terms are
perfectly consistent, as shown in Figure 5.18 in some example cases, for TST ET">. The
Jet, Soft and Photon terms are shown for H — ~+, while Electron/Muon and Tau Terms
are shown for ¢t and Z — 77 terms respectively.
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Figure 5.15: Comparison of Er — distributions with Run-2 PFLow and links-based recon-
struction, both using PFO or FE collections, for a v sample. The error bars include statistical
uncertainties only.
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Figure 5.16: Comparison of E1  distributions with Run-2 PFLow and links-based recon-
struction, both using PFO or FE collections, for a tt sample. The error bars include statistical
uncertainties only.
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Figure 5.17: Comparison of ET " distributions with Run-2 PFLow and links-based reconstruc-
tion, both using PFO or FE collections, for a Z — 77 sample. The error bars include statistical
uncertainties only.

The conclusions drawn from the preliminary studies described in the previous section
are confirmed: similar performance are observed between the two reconstruction strate-
gies. In addition, the implementation for FlowElement is validated against the PFO
one.
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Figure 5.18: Jet, Soft and Photon Term for H — ~v (left), Electron and Muon Terms for
tt (right top and central) and Tau Term for Z — 77 (right bottom).

statistical uncertainties only.

The error bars include
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5.3 Improving the overlap removal in E;"°° reconstruction

The Global Particle Flow strategy gives also an opportunity to potentially improve the
overlap removal between jets and other reconstructed physics objects. In the standard
PFlow ET™ reconstruction, the E7™° Jet Term is built from the reconstructed jets in
the AntiKt4EMPFlowJet container, and the overlap removal with other physics objects is

handled within the F* reconstruction algorithm according to the following procedure:

e If a reconstructed physics object (with selection criteria and WP defined at analysis-
level) overlaps with a jet, the energy of the overlapping object is subtracted from
the jet at constituent level, i.e. through PFO/FE, or track/cluster depending on
whether the standard or the link-based E&™° is employed.

o If the residual energy of the jet is higher than 20 GeV, the energy is rescaled to
recover calibration, and the jet is included into the Jet Term. This is the case for
events with “partial” overlap between a jet and another particle.

e If the residual energy of the jet is smaller than 20 GeV, its contribution enters the
Soft Term, with energy computed at constituent level (i.e. without calibration).
This is the case for events with an “exact” overlap, likely meaning that the jet is
not an hadronic jet, but rather it is associated to the overlapping particle, since
each physics object is also reconstructed as a jet.

This procedure is represented in the left part of Figure 5.19, in the case of “exact”
overlap, in which the jet is completely removed, and “partial” overlap. In this section, an
alternative approach is investigated, illustrated on the right of the same figure:

e The Jet Term is built starting from a new collection of jets, in the following called
“Overlap Removed (OR)” jets, reconstructed only from constituents (neutral and
charged PFO, with easy generalization to FE) that have been not previously associ-
ated to other selected physics objects entering the EF™* calculation (with selection
criteria for the physics objects defined at analysis level).

e In this case, constituents associated to selected physics objects are not given as input
to jet reconstruction at all, thus allowing to naturally handle both exact and partial
overlap removal. In case of partial overlap, the jet will be correctly calibrated,
without need for any energy subtraction and subsequent correction to recover jet
calibration.

e Any other “soft” constituent still enters the Soft Term (either in the Soft Core or
in the Miscellaneous term), or potentially feeds a neighbour jet.

5.3.1 Technical implementation

The workflow for this alternative Jet Term reconstruction is represented in figure 5.20.
The bulk of the implementation is included in the METUtilities package in the Athena
framework.

e In METMaker: added retrieveOverlapRemovedSignals(...) function relying on
MissingETAssociation: :GetOverlapRemovedSignals(...) to extract PFOs not
associated to selected objects
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Figure 5.19: Comparison between standard Jet Term and “”Overlap Removed one for exact
overlap (top) and partial overlap (bottom) cases.

e New MET maker algoritm (ORMETMakerAlg): to be run twice. The first run (with
option doRetrieveORsignals = true) is needed to extract the “OR” PFO collec-
tion after building the other terms (except for muon term for which the overlap
removal strategy present some additional complexity). The second run (doORMET
= true) performs the E5"™ reconstruction using the new jet collection built, in an
intermediate step, from the “OR” PFO collection.

e The full procedure is implemented in a python script (run_ORMETReco.py)

This implementation was tested for overlap removal against electrons, 7 leptons and
photon. The p-jet overlap, is more critical to handle (see Section 4.6), as shown later,
therefore the standard procedure is used in this first validation and performance studies,
by retaining constituents associated to muons when building the “OR” PFO collection.

5.3.2 Validation and performance studies

The implementation is validated, and its performance are investigated, in Z — ee, tt
and y+jets topologies, for both the TST and the CST Soft Term. The tt signature is
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Figure 5.20: Workflow for EF™* reconstruction with ‘Overlap Removed” Jet Term.

considered in order to study the jet-electron overlap removal in a high jet multiplicity
environment,.
The comparison has been performed inclusively and for three different categories of events:

No overlap between jets and other selected objects: no difference is expected
miss

between standard Et " and “OR” one, thus being a good data subset for validation.

Exact overlap between jets and other selected objects: similar performance are
expected, with potentially some small differences in the Jet Term due to soft constituents
from overlapping (and therefore removed) jets which, in the “OR” ET"™ can be included
in a nearby jet. If the CST Soft Term is used, a test performed without applying jet
calibration is expected to show that the Soft Term would compensate for the Jet Term
differences between the two ET"™ reconstructions, since the soft constituents will still
enter the BT calculation in the Soft Term. On the other side, the TST SoftTerm can
happen not to compensate Jet Term differences, due to neutral PFO or not PV matched
charged PFO not feeding the Soft Term. This behaviour is demonstrated in figure 5.21,

for a «y+jets sample, with uncalibrated jets.

Partial overlap between jets and other selected objects: this is the case were
most of the potential performance improvement is expected, due to a better handling of
calibrated signals. As a matter of fact, instead of rescaling the jet energy, after subtraction
of the overlapping contribution, to recover the jet calibration scale, the calibration is per-
formed directly on the jet reconstructed without including the overlapping constituents,
thus allowing a more accurate calibration.

The physics objects selection criteria employed for the following studies are summa-
rized in table 5.2.
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and total Ex " (bottom plots) in y+jets events. The CST E1 " is shown in the left plots, while

TST one on the right.

Physics object Criteria
Medium ID WP
Electron
pr > 10 GeV
Medium ID WP
Muon
pr > 10 GeV
Photon Tight ID WP
pr > 10 GeV
B “PFlow” WP (JVT > 0.2)

Table 5.2: selection criteria for electrons, photons, muons and Effliss WP

Comparison of standard and “Overlap Removed” jets containers

As a first step, the jet reconstruction procedure is validated with a y+jets sample, with
photon pr in the 140-280 GeV range, and Z — ee events. The left plot of figure 5.22
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demonstrates that, as expected, the jets pp from the original (before overlap removal)
and “overlap removed” containers are exactly the same when no overlap exists (here
the results are shown before calibration, to rule out small discrepancies arising from the
random seed used in the calibration procedure). On the other side, the middle and right
plot in figure 5.22 show the impact on the py distribution of calibrated jets, for v+jets
and Z — ee final states respectively, of jets reconstruction only from constituents not
associated to other selected physics objects: as expected, in the y+jets events the peak
at about 140 GeV (the pp threshold of the photons in the MC sample used), given by jets
actually associated to photons, is correctly removed, and similar behaviour is observed in
Z — ee events, with the removal of the feature due to jet associated to electrons.
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Figure 5.22: Event-by-event comparison of the standard-jets and “OR” jets pr in y+jets (top)
and comparison of the corresponding distributions in y+jets (bottom left) and Z — ee (bottom
right) events.

Z — ee final state

The EF* distributions are compared for events with no overlap, events with exact overlap
and events with partial overlap, in figure 5.23, using TST Soft Terms. There is an overall
optimum consistency between the two ET° reconstructions in all cases, suggesting no
relevant improvement from the modified treatement of the overlap removal in this final
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Figure 5.23: Comparison of Ex 5 reconstruction with “OR” Jet Term and standard one, in
Z — ee events. The global ET"** distributions are compared, as well as the event-by-event values,
for events with no overlap (left), with exact overlap (center), and with partial overlap (right)

miss

between jets and other physics objects, both considering the TST Er

state. A slight decrease of the mean value and the removal of few events in tails can be
observed, though, in the partial overlap case. The differences observed in the case without
any overlap arise from calibration and disappear if uncalibrated jets are considered. An
example is given in Figure 5.24, for the TST case. To give a complete picture of constituent
level differences, results are shown, using uncalibrated jets, also for events with exact and
partial overlap .
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Figure 5.24: Comparison of the standard and “OR” Et in Z — ee events, using non-
calibrated jets to rule out differences arising from calibration random seed.

tt final state

The same results as in the previous section are shown for tf events in Figure 5.25. Since the
standard jet-muon overlap removal is retained, as mentioned before, events with muons in
the final state are discarded, to focus on the impact of the new overlap removal between
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jets and electrons in an environment with higher jets multiplicity than the Z — ee final
state. Also in this case, very similar performance are observed between the two ET ™™

reconstructions.
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Figure 5.25: Comparison of E2™° reconstruction with “OR” Jet Term and standard one, in

tt events. The global ET s distributions are compared, as well as the event-by-event values,
for events with no overlap (left), with exact overlap (center), and with partial overlap (right)

miss

between jets and other physics objects, with TST Er

~+jets final state

For v+jets final states, similar considerations as for the previous processes are valid
(Figure 5.26), but some hints of more relevant performance improvements can be observed
in the partial overlap case. In this case, the results with non-calibrated jets are shown
in Figure 5.27 for both TST and CST ET™*, to allow a comparison with fully calibrated
events and provide a qualitative idea of the impact of calibration which is expected to
enhance the “OR” E1" improvement. Whilst the relative difference between the mean
values with the two reconstructions is of about 3% for TST and 1.7% for CST Ep™
with non-calibrated jets, a slightly higher difference (towards improved E1 ™) is observed
when the calibration is applied, reaching about 4% for TST E2™ and 2.5% for the CST
one. The statistics is too poor to draw conclusions, but observations at least go in the

expected direction.

The muon-jet overlap removal

The muon-jet overlap is particularly tricky, due to the variety of possible cases, as briefly
described in the paragraph “Overlap Removal” of section 4.6. In figure 5.28, the impact
of applying the new overlap removal strategy in BT reconstruction also for the jet-
muon overlap is shown in y+jets events, with CST (top) and TST (bottom) Soft Term.

The performance are clearly negatively affected with respect to the standard procedure,
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Figure 5.27: Comparison of the standard and “OR” TST (left) and CST (center) EF™ in
7+ jets events with partial overlap, using non-calibrated jets to rule out the effect of calibration.

In the right plot, the CST EY™° with calibrated jet is shown, for reference, while the TST EX
case with calinibrated jet is shown in the top right plot of Figure 5.26

probably due to the incorrect handling of hard photons radiation off muons. As a matter
of fact, in these cases the jet should be retained, as the energy carried by the radiated
photon is not included in the total energy measurement of the muon and would get
lost. On the other hand, potential improvements in the muon-jet performance could be
expected in events in which the jets should indeed be removed, i.e. in case of significant
muon energy losses (already accounted for as part of the muon transverse momentum) or
events where a pile-up jet is mistakenly tagged as originating from a hard-scatter due to
overlapping muon tracks. Further studies should be carried out in order to better identify

miss

the categories of muon-jet overlaps which can be correctly handled by the “OR” Ex
strategy.
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CHAPTER 6

Phenomenology of simplified DM model and Dark
Photon production in Higgs boson decay at LHC

Profiting of the high energies in the centre-of-mass and high reached luminosities, proton-
proton collisions at the LHC have good potentialities to produce DM or other BSM
particles in the Dark Sector up to the TeV scale. As previously mentioned, the missing
transverse momentum Ep > would be a clear signature of such particles, since they are
predicted to be weakly coupled to the SM sector, thus being invisible to the detector.
Several searches are conducted, within the ATLAS and CMS Collaborations, in final
states involving a high ET"°. Interpretations in terms of different DM signal models are
possible, including complete models such as SUSY (predicting for example neutralinos as
a possible DM candidate), Effective Field Theories (EFT) or simplified models predicting
some minimal extension of the SM Lagrangian to introduce DM candidates and media-
tors of their interaction with the SM. Moreover, the Dark Sector is explored considering
different viable “portal” interactions.

The ET™ signature is not the only instrument to investigate Dark Matter at LHC: an
additional source of important information lies in new resonance searches. These can be
exploited to look for BSM mediators decaying into SM particles, but potentially coupling
also to DM or Dark Sector particles. Together with model independent searches, specific
models are studied, for example predicting the existence of new symmetry groups to pro-
vide a common explanation to DM and other open issues such as neutrino masses or the
hierarchy problem.

In this chapter, a brief overview, certainly with no claims to completeness, of the LHC
and ATLAS potentialities in the search for DM or Dark Sector particles is given, with
a focus on the two scenarios of main interest for this thesis: simplified DM models, and
Dark Photon production from (SM or BSM) Higgs boson decay.

6.1 Mono-X searches and simplified DM models

As already mentioned in Chapter 2, the WIMP model is one of the most credited DM
scenarios, and largely explored. To give an (incomplete) idea of the status of the art on
this field, Figure 6.1 is the most up-to-date summary plot of exclusion limits on the DM-
nucleon Spin Independent scattering cross-section, as a function of DM mass, provided
by Direct Detection experiments (Section 2.3.1). Spin Dependent results are also avail-
able from DD detection, and several constraints have been additionally set by Indirect
Detection (ID) searches (Section 2.3.2), excluding a large area of the phase space.

A category of final states which can be interpreted in terms of DM production at LHC,
goes under the collective name of mono-X channels, including processes in which the final

123
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Figure 6.1: WIMP cross sections (normalized to a single nucleon) for spin-independent coupling
versus mass. The DAMA /LIBRA enclosed area is the only region of interest for possible signal
events, not confirmed by other experiments. The neutrino-floor [137], shown here for a Ge target,
is a discovery limit arising from neutrinos from astrophysical sources which perfectly mimic a
WIMP signal. It is defined as the cross-section o, at which a given experiment has a 90%
probability to detect a WIMP with a scattering cross-section o > o4 at < 30 [43].

state is composed of a single visible particle X (either a photon, a jet, or a Z or W boson),
needed to trigger the event, and high Fp' 55 The mono-photon analysis described in the
next chapter is part of this effort. Additional channels for the DM search include the
di-jets, di-leptons or di-bosons final states, which can be interpreted in terms of the decay
of the DM-SM mediator into two SM particles, rather than DM. Here, DM particle are
not directly produced, but the observation of a new mediator is an implicit hint of new

physics, potentially related to DM.

6.1.1 Simplified Dark Matter Models

These final states are typically interpreted in terms of simplified DM models. As briefly
explained in Chapter 2, several theoretical models include a DM candidate as a natural
consequence of the theory itself, but a complete theory typically involves a large num-
ber of parameters, making it challenging to test. Moreover, searching for a particular
candidate of DM, defined in the context of a specific model, lacks of generality and is
potentially insensitive to other possible scenarios.

These limits can be overcome by employing a more general strategy, with reduced de-
pendence on theoretical absumptions. In this context, some benchmark DM models have
been proposed by the ATLAS-CMS Dark Matter Forum [138], thanks to a collaboration
among ATLAS, CMS and theoretical physicists, in order to cover a variety of possible
kinematically distinct signatures of DM production.

Effective Field Theories (EFT) were extensively used for Run-1 data collected at a
centre-of-mass energy /s = 7 — 8 TeV. These theories depend only on the the DM
mass and on the couplings, since they approximate the DM-SM interactions to contact
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Figure 6.2: Example of a feynman diagram for an s-channel decay of a vector or axial-vector
mediator into DM particles, with a photon radiated from the initial state.

interactions, by integrating out the propagator. Their limit comes from the fact that this
approximation is only valid when the mass of the mediator of the interaction is lower
than or comparable to the transferred momentum.

Therefore, a set of Simplified DM Models has been proposed to cope with the higher
center-of-mass energy /s = 13 TeV of Run-2. These models consist of a minimal exten-
sion of the SM, including a new Dirac particle playing the role of the WIMP candidate,
and one mediator of the interactions between SM and WIMP particles. They describe
the full DM kinematics better than an EFT, without adding the complexity of a complete
theory. Thanks to this, they keep a certain degree of generality and depend on a relatively
small number of free parameters: the mass of DM particle (m, ), the mass of the media-
tor (Meq), the mediator couplings to DM and SM particles (g,, gsar) and the mediator
width I'. The proposed models have been chosen in order to explore various interactions,
depending on whether the interaction proceeds through an s-channel or a t-channel, as
well as on the nature of the mediator (scalar, pseudo-scalar, vector or axial-vector), and
on different assumptions for its couplings to SM and DM particles. As an example, the
feynman diagram for an s-channel case, which is the main focus of this thesis, is shown
in Figure 6.2. More details about the specific model considered in the search described
in this thesis are given in Section 8.1.1.

Grounding assumptions

Some grounding assumptions are introduced as part of the theoretical framework of Sim-
plified DM Models adopted at LHC:

e The Dark Matter is assumed to be a Dirac fermion WIMP, stable on collider
timescales and non-interacting with the detector. A different spin for the DM par-
ticle would lead to similar results. Moreover, each Simplified Model assumes the
existence of a single DM particle and a single mediator of the SM-DM interaction.
Of course this is not necessarily true, but this minimal hypothesis can be sufficient
in the context of discovery searches, as long as it’s taken into account that the ob-
servation of a signal in a specific Simplified Model can’t be considered a priori as
fulfilling the possible complexity of the Dark Matter particles and interactions;

e The Minimal Flavour Violation hypothesis is considered. This means that the
coupling between Dark Matter and SM particles follows a similar flavour structure
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as the SM interactions, so that it is possible to automatically satisfy the observed
flavour simmetry, thus avoiding violation of flavour constraints;

e The mediator width value is set to the minimal width, assuming that the mediator
only decays into DM and quarks, which alone can ensure the self-consistency of
the theory. As long as I' < M4 and the narrow mediators are sufficiently light
(Narrow Width Approximation, NWA), a generalization of this assumption is still
possible by means of a rescaling procedure, the width variation in this regime would
only affect cross-section with negligible impact on the kinematic distributions.

Kinematic studies and mass and couplings scan

Detailed studies, reported in [138], have been performed on the kinematics related to
different choices of the parameters and of the model features. The main outcomes can be
summarized as following:

e models with different mediator parity differ only by their cross sections;

e the choice of the couplings only affects the production cross-section, not the kine-
matics, in the range of values which ensure the validity of perturbation theory

(9 < V4r);

e for a given DM mass, the kinematics is almost independent on the mediator mass,
in the on-shell region and in the NWA.

These studies converged in a set of recommendations for the parameter choices in these
analyses [139], including a proposal for “standard” couplings to be explored in the pro-
vided interpretations, in order to satisfy the Narrow Width Approximation, T',,.q/Mmeq <
10%, and elude stringent constraints from di-jets/leptons searches.

Overview of the results

The results of the analyses carried out at LHC, in the s-channel simplified DM models,
are presented in form of model-dependent limits in the M,,.;—mx plane, where M,, .4
is the mediator mass, and m, the DM mass. The top plots of Figure 6.3 [140] show
a comparison between different DM searches by the ATLAS Collaboration, interpreted
in terms of different mediator models. Both searches in the mono-X and di-jets/leptons
final states are shown, the latter giving no information about DM mass, as they aim
at the observation of mediator decay into SM particles, as previously explained. In the
bottom plots, the results are extrapolated to a m, —o, _,ycicon Plane, where oy 4 cicon iS
the scattering cross-section between DM and SM nucleons, in order to compare the LHC
sensitivity to Spin Dependent (left plot) and Spin Independent (right plot) DD results,
highlighting a good complementarity between the two detection strategies. In particular,
the mono-photon analysis described in Chapter 8 is part of the mono-X searches, which
are shown to be competitive, with respect to DD experiments, for low DM masses.
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Figure 6.3: In (a) and (b): comparison of the limits in M, .,—m, plane set by analyses carried
out in different channels on data collected in 2015-2016 by the ATLAS detector, considering two
different signal models. In (c) and (d): comparison between the results obtained at LHC, with
limits from DD experiment, considering Spin Dependent (¢) and Independent (d) DD experiment
and different signal models for the LHC result interpretations [140].

6.2 Exploring the dark sector through dark photon searches

The Dark Sector scenario, described in Section 2.2, gives origin to an extremely rich
phenomenology potentially observable at the LHC [141, 142, 143, 144].

In general, a strong effort has been done particularly in the search for massive Dark
Photons, with several constraints set by independent experiments on the kinetic-mixing
parameter €. Sub-MeV Dark Photons have also been explored, as well as milli-charge
scenarios (Section 2.2.2) with massless Dark Photon. An incomplete set of results is
summarized in Figure 6.4, to provide a minimum context, while a complete overview of
the status of the art in the Dark Photon search is provided in reference [66].

At colliders, searches for possible new fields, either dark fermions or dark bosons, can
be conducted exploring the different possible “portal” interactions with the SM. Typical
signatures which can be interpreted in terms of new fields in the Dark Sector are new
resonances arising from the decay of a dark particle into SM particles, final states involving
ET™ from invisible dark particles or displaced vertex from the decay of long lived dark
particles.

In particular, this work focuses on the search for the decay of a Higgs boson - either SM
or BSM - into a photon and a Dark Photon (H — y7,).
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Figure 6.4: Overview of some of the main results from Dark Photon searches, provided by
experiments on milli-charged Dark Sector matter (top left), massive Dark Photon with m ,, > 1
MeV, including results from di-leptons searches at colliders (top right), massive Dark Photon
decaying into invisible final states (bottom left) and massive, but “light” Dark Photon with
m <1 MeV (bottom right) [66]. The exclusion limits are set on the kinetic-mixing parameter
€.

6.2.1 Dark photon from Higgs boson decay

The BSM decay of the Higgs boson into a photon and a Dark Photon is particularly
interesting in the massless 7, case, where kinetic mixing between the ; and the elec-
tromagnetic or hypercharge currents can be canceled out thus leading to its complete
decoupling, at tree level, from the SM [66]. This allows to avoid the tight existing con-
straints on the kinetic mixing coupling from other experiments, opening to a wide, not yet
excluded phase-space. In this case, as already mentioned in Section 2.2.2, the interaction
between the v, and the SM sector might happen through higher dimensional interactions
with effective scale A, , featuring also an additional BSM field which is coupled both
with the SM and the Dark Sector. The effective scale is expected to be proportional
to the mass of this messenger sector, resulting in a suppression of the decay width by a
factor 1/A for large messenger masses.

In the case of interest in this thesis the 7y, is produced through the decay of an Higgs
boson into a photon and a y,, whith a “dark” messenger field coupled both to the Higgs
and the 7,4 [145, 143]. An interesting feature of this kind of process is that, similarly to
the SM H — ~v decay, the non-decoupling nature of the Higgs boson removes the loop
suppression mentioned above.
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Figure 6.5: Feynman diagrams through which the Higgs boson decay into a photon and a dark
photon can be realized, under the assumption of the existence of a new field S; coupled both to
the Higgs (Higgs portal) and the dark photon (vector portal).

A benchmark model

Different models can include this decay. As a benchmark model, we consider here a
scenario which connects the DM and the mass hierarchy problems by assuming the Yukawa
couplings to be radiatively generated from the non-perturbative breaking of a new chiral
symmetry in the dark-sector [146, 145, 143].

In addition to the 7,4, the model requires a new messenger sector. This sector is composed
of 3 generations of coloured and electroweak scalar messengers: the coloured messengers
include the left-doublets (SY" SP%) and two right-singlets S5', Sk' of the SU(2) 1, group,
while the electroweak messengers consist in the corresponding (5‘51 Si\“) and Sgi, Sgi,
with an universal mass term for each generation. These messengers are assumed to have
universal Yukawa couplings to dark fermions and SM quarks/leptons, and to be also
charged under the U(1)p group.

Focusing on the coloured sector, the interaction Lagrangian assumes the form:

L=M\gSo(H'SSE +H'SPSE) + h.c. (6.1)

where S is an additional singlet scalars which can get a vev (S), giving rise to a trilinear
Higgs coupling which can induce H — 77, or H — 7y decays in 1-loop diagrams as
presented in Figure 6.5, with decay rate proportional to ug = Ag(S). After Electroweak
symmetry breaking, a mixing mass term in the left and right messenger sectors arises:

Ly =0,5'08 - §TMZS (6.2)

where S = (S}, Sg) and the mass term is expressed as:

Mg = (mi “52”) (6.3)

Hsv Mg

where v represents the Higgs field vev.

The interaction between the 7, and the messenger sector can be introduced by replacing
the partial derivative in the kinetic Lagrangian term with the covariant derivative D" =
" +iepqAlf, where A’ is the Dark Photon field, ep, the unit charge of U(1)p and ¢ the
charge eigenvalue of the field to which the covariant derivative applies.
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The decay width is derived to be:

3
My

327 A2

YVD

I'(H — vyp) = (6.4)

If the Higgs boson mass can be neglected with respect to the messenger mass, and in a
minimal scenario assuming mass universality in the messenger sectors, with my ~ mpg,

2
the effective scale results to be equal to A, = Rf}% 1? , where € = (ugv)/m? is the

mixing parameter and R = Ng Z§:1(§QUi - %qu), with gy, ,p, the U(1)p charges in the
up and down sectors. This value of A, is indepedent on the messenger mass and finite
for £ < 1, thus the non-decoupling nature of the Higgs boson is realized. It has been
observed that the validity of this description of the BSM Higgs decay can be actually
extended to “light” Dark Photon masses: despite the switch on of the kinetic mixing,
given the present constraints, its contribution to the global decay width is expected to be
overall negligible with respect to the loop diagrams.

Present results of Dark Photon searches from Higgs boson decay at LHC

In Chapter 9, the search for v, from the Higgs decay in the ZH production mode will
be detailed. A similar analysis, in the VBF production mode (Figure 6.6), has been
performed in the ATLAS Collaboration [147], setting exclusion limits on the brancing
fraction BR(H — 7v4) as a function of the Higgs mass, considering also BSM Higgs
bosons. The results are shown in Figure 6.7, together with similar constraints from the
CMS searches in the ZH and VBF [148, 149] production mode. Concerning the ggF
production mode, neither the ATLAS Collaboration nor the CMS one have explored it
yet, for a SM Higgs boson, due to sensitivity limitations arising from high trigger E7"™
thresholds used during Run-2. Nevertheless, in Chapter 10, the ggF production mode
will be explored, for heavy BSM Higgs bosons with masses above 400 GeV, and a brief
discussion of prospects for future studies will be presented.

q -
v

.

D D

q 5

Figure 6.6: Feynman diagrams for the Higgs production via VBF (left), and ZH (right) channels
at the LHC.
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CHAPTER 7

General tools and methods in searches for new physics
with the ATLAS detector

Within the ATLAS Collaboration, a large set of methods, frameworks and tools are
commonly developed to harmonize as much as possible the results from the plethora
of analyses that are performed by the different groups. In this chapter, some general
information is given about how a typical BSM search is performed. A brief description
of the data pre-selections, the MC samples production and the reconstruction chain is
given, followed by a description of common methods for the evaluation of systematic
uncertainties and statistical analysis.

7.1 Data and MC simulations

7.1.1 Data format

The searches described in this thesis are based on the full Run 2 dataset of proton-proton
collisions at /s = 13 TeV collected by the ATLAS experiment between 2015 and 2018.
The dataset corresponds to a total integratel luminosity of 139 b~ with an uncertainty
of £1.7% [93, 150], with peak instantaneous luminosity up to L = 2.1 x 10% em 257!
and an average number of interactions in the same or neighbouring bunch crossings of
(u) = 33.7. The integrated luminosity includes only data fulfilling quality requirements
on the stability of the beams, the operational status of all ATLAS detector components,
and the quality of the recorded data (i.e. data entering the so-called Good Run List,
GRL). In addition, trigger selection requirements are applied to reduce the event rate
from the about 40 MHz delivered by LHC down to the kHz scale which can be handled
and stored.

The signals released in each subdetector by the particles produced in the collision events
passing the OR of all employed triggers, are stored as Raw Data in RDO (Raw Data
Object) files. Afterwards, at analysis level, a set of “cleaning” pre-selections is applied:

e Data quality: the event must be in the Good Run List (GRL);

e Good vertex: a primary vertex must be reconstructed with at least two associated
good-quality tracks see [151] with pp > 400 MeV and |n| < 2.5;

e Jet cleaning: it is introduced in order to discriminate between jets originating from
hard scatter processes and jets from non-collision background. Events with any
LooseBad jet (Section 4.4.6), overlapping with neither leptons nor photons, with
calibrated pt > 20 GeV are rejected.

The last two pre-selections are applied also on MC simulations.

133
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7.1.2 MC Production chain
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Figure 7.1: Sketch of the ATLAS MC production chain [152].

The signals and the physics processes which constitute a possible analysis background
are modelled using Monte Carlo (MC) simulations. The MC samples production is per-
formed centrally in the ATLAS Collaboration within the ATLAS Simulation Infrastruc-
ture, based on the Athena Framework [153, 154], with a standard production chain rep-
resented in Figure 7.1 and including the following steps:

Event generation At this stage, the truth-level simulation of the parton-parton scat-
tering and of the subsequent parton-shower, hadronization and decay into the final state
stable particles are performed, and the results are stored in the EVGEN format. This
step is strongly dependent on theoretical QCD computations, and all the degrees of “ar-
bitrariety” in the theoretical computation needs to be taken into account in form of
systematic uncertainties at analysis-level. Matrix Element (ME) calculations are used for
the parton-parton hard-scattering simulations, with different possible correction orders,
ranging from the Leading Order (LO) up to the Next-to-Next-to Leading Order (NNLO).
The results depend on the choice of the PDF set, as well as QCD factorization (pp) and
renormalization (up) scales. The Parton Shower (PS) due to parton QCD radiation is
simulated as a cascade process fed by a single parton split into two partons, with flavour,
4-momentum and unitarity conservation [117, 155]. Different PS algorithms, based on
collinear and soft approximation, are emploied by different MC generators, but full ME
simulations are also needed for parton emission which do not satisfy neither of the two
approximations. A matching between PS and ME contributions is therefore needed to
avoid double-counting, with a matching scale defining the threshold above which PS al-
gorithms are not appliable anymore. The ME calculation can be performed at tree-level
only (ME+PS matching) or at NLO (NLO+PS matching) [156]. The final step of the
hadronization is based on phenomenological models, either the Lund string [157] or the
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cluster fragmentation [158] one. These models are based on experimentally determined
parameters, defining the MC PS Tuning;

Detector simulation The particles interaction with the detector is simulated either in
full or in fast simulation, the first being performed through Geant4 generator [159], the
latter based on a simplified geometry description and parametrization of the physics of
interaction between the particles and the detector material to reduce the required CPU
time. The Fast simulation can be realized with multiple possible strategies: the Fast
G4 Simulation introduce only a simplification of low energy electromagnetic particles
simulations by using pre-simulated “frozen” showers; The ATLAS FAST 2 simulation
[160] (AF2) and the most recent ATLAS FAST 3 [161] (AF3) are based on parametrizing
the longitudinal and lateral energy profiles of the showers in the calorimeters using the
Fast Calorimeter Simulation (FastCaloSim); the ATLAS Fast 2 simulation Fatras [162]
(AF2F), finally, exploits also the Fast ATLAS Tracking Simulation (Fatras), providing a
simplified description of the ID and MS geometry. The simulated energy deposits in the
detector are computed and stored in HITS files;

Digitization The simulated signals are converted into detector responses which mimic
real data, in Raw Data Objects (RDO) format. In this step, low momentum pile-up
events are also simulated with PyTHIA 8 [163], and injected into the production chain.
Three separate MC production campaigns (MC16a, MC16d, MC16e) allow to account for
the specific pile-up conditions of each period of data taking, respectively 2015-2016, 2017
and 2018.

7.1.3 Reconstruction

After MC digitization, data and MC simulations undergo the same event reconstruction
chain, as detailed in Chapter 4. The event reconstruction is performed using the Athena
framework [150], based on the Gaudi framework used within the ATLAS, LHCb and FCC
collaborations. The information associated to each reconstructed event is stored in Event
Summary Data (ESD) and Analysis Object Data (AOD) formats. The final step provides
an intermediate data format (the derivation, DAOD) optimized for specific categories of
analyses. An appropriate trigger and skimming selection, as well as the reduction of the
stored variables and information allows a reduction of the size from the ~PB scale of the
DAOD files to the ~TB of the DAOD files.

7.1.4 Analysis framework

The derivations are processed through analysis specific frameworks, based on the Athena
projects, which extract and process the needed information and store them into ROOT
trees [164]. In this step, some skimming selections can be applied to preselect the events
and reduce the global size of the final trees. In addition, the pr and # thresholds for the
different reconstructed physics objects, as well as the WP for jet, E1"*° and leptons/pho-
tons isolation and identification, are applied. Two categories of reconstructed physics
objects are defined, with looser (“baseline”) and tighter (“selected”) criteria, the latter
being a subset of the first. An Overlap Removal (OR) procedure is performed, to avoid
ambiguities in the identification of the particles in the final state: if two reconstructed
baseline physics objects are found overlapping, only one of them is retained according
to the priority decided at analysis level, following general recommendations [165] if no
specific analysis need must be satisfied. In particular, in the analyses described in this
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thesis, the Overlap Removal procedure described in Table 7.1 is adopted. Baseline physics
objects are also given as input to B calculation, which is performed at analysis level to
ensure consistency with the physics objects selections. A set of event-based corrections are
needed to correct MC simulations: the scale factors described in Chapter 4, accounting
for residual discrepancies between MC simulations and data for different physics objects
properties, are stored in forms of event-by-event weights providing the needed correction
to each event, together with the pile-up reweighting corrections provided for the three MC
campaignes, needed to reproduce the luminosity profile ({u)) observed in data (Figure
3.7), and the MC weights arising from NLO generations.

The frameworks used in the analyses described in this work, are based on a package ini-
tially developed for SUSY searches, the SUSYTools [166]. This allows to “automatically”
integrate in the framework the several recommendations provided by the different Com-
bined Performance (CP) groups.

Remove Keep Criteria Reason

e o Shared inner detector track Remove electron candidates coming
from muon bremstrahlung followed by
photon conversion

o m AR <04 Photons from muon Bremstrahlung
o e AR <04 Reduce e — ~
jet o AR < 0.4 and number of tracks with Prompt muon emitting a photon

pr > 0.5 GeV associated with the jet

<3
o jet AR < 0.4 and number of tracks with Muon from hadron decay

pr > 0.5 GeV associated with the jet

>3
jet e AR < 0.2 Remove duplication of electron as jet
e jet 02<AR<04 Region enriched with real hadronic

jets close to electrons

jet ¥ AR <04 Remove duplication of photon as jet

Table 7.1: Summary of the applied overlap removal procedure in order of priority

7.2 Systematic uncertainties

Experimental and theoretical systematic uncertainties need to be estimated for all MC
simulated processes. While some of these uncertainties are specific of each analysis, most
contributions, mainly related to the event reconstruction and theoretical assumptions
adopted in the events simulation, are common and their evaluation is harmonized among
the different analyses.

Experimental systematics A set of experimental systematic variations associated to
the event and physics objects reconstruction is centrally computed by the relevant CP
groups as detailed in Chapter 4. Two categories of uncertainty can be identified: the first
one is related to the efficiency of reconstruction, identification, isolation and trigger for
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each physics object, and it doesn’t directly affect the kinematics of each MC event, but
only the Scale Factors (SFs) applied as event weights. This results in an event-by-event
reweighting which can lead to a variation of the global kinematic distributions. For each
event and physics object, the up and down variations (+1c) of the SFs associated to
each systematic source are provided by the CP groups and stored in the analysis trees.
The second category collects all the systematic effects related to energy measurement
and calibration, which affect the value of the relevant kinematic variables. In this case,
a complete event reconstruction for each systematic variation is required, in order to
evaluate their impact. For a given source of uncertainty, the corresponding variation on
the final yield for each background process is obtained by varying the relevant quantity
and by propagating its impact through the full analysis chain.

Table 7.2 summarizes the common experimental uncertainty sources.

Theoretical systematics Theoretical uncertainties account for the uncertainty in the
description of the PDF and the simulation of the Parton Shower (PS), by evaluating how
different choices of the PDF set and of the parameters used in the parton-level and PS
simulation at generation level (see the “Event generation” paragraph in Section 7.1.2)
affect the background and signal expectations.

Two categories can be identified. The first one, computed following the PDF4LHC recipes
[167], includes three main systematic sources:

e Uncertainties from missing higher orders are evaluated [167] as variations of the
QCD factorisation and renormalisation scales in the matrix elements. The scales
are varied by factors of 0.5 and 2 avoiding variations in opposite directions, and the
scale uncertainty, o(scales), is then given by the maximum shift of the envelope
with respect to the nominal.

e The NNPDF set provides an ensemble of 101 PDF replicas. The nominal value corre-
sponds to the mean of all the replicas and the standard deviation is the uncertainty.
The results are also cross-checked using the central values of the CT14nnlo [168]
and MMHT2014 NLO [88] PDF sets. The envelope is used as the combined uncer-
tainty, o(PDF).

e The uncertainty on the strong coupling constant ag is assessed by variations of
£0.001. The combined uncertainty is calculated as o(a,) = Zewn="ur,

The second category includes the uncertainties associated to the FSR and ISR, as well

as the Multi Parton Interaction (MPI) and underlying events (UE) effects which are

parametrized in the MC PS tuning. These uncertainties are typically estimated by com-

paring truth-level MC simulations produced with different parameters.

7.3 Analysis strategy and statistical methods

In this section, the main concepts of the fit strategies for background estimation and re-
sults interpretation is described. Several tools and frameworks are available to implement
the statistical data analysis detailed in the following: the analyses reported in this work
use the HistFitter package [169], which is based on HistFactory [170] to build the PDFs
through a combination of ROOT histograms and store them in a RooWorkspace, and on
RooFit [171] and RooStats for the fit to data and statistical tests.
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Event related

LUMI_syst computation of the integrated luminosity
PRW_DATASF variation of data scale factor for pile-up reweighting
Efficiencies
PH_EFF identification of leading photon
Photons PH_EFF_(TRK.)ISO (track) calorimetric isolation efficiency
PH_EFF_TRIG_EFF trigger efficiency on leading photon
EL_EFF_RECO reconstruction efficiency of electrons
Electrons EL_EFF_ID identification efficiency of electrons
EL_EFF_ISO isolation efficiency of electrons
MU_EFF_SYST(.LOWPT) . .
reconstruction efficiency of muons
MU_EFF_STAT
Muons MU_ISO_SYST(/STAT) Systematic(/statistical) uncertainty on isolation efficiency
MU_EFF_TTVA_SYST(/STAT) Systematic(/statistical) uncertainty on TTVA SF
Jets JVT_EFF Jet Vertex Tagger efficiency
Photons and leptons energy
Photon and EG_SCALE energy scale uncertainty from calibration
electrons EG_RESO energy resolution uncertainty from caliobration
MUON_SCALE energy scale uncertainty
Muons MUON_D energy resolution uncertainty from inner detector
MUON_MS energy resolution uncertainty from muon system

MUON_SAGITTA_RESBIAS(/RHO) Muon sagitta-related uncertainties
Jets related

JET _EffectiveNP energy scale uncertainty split into 15 components
JET _Etalntercalibration_Modelling inter-calibration uncertainty
JET_Etalntercalibration_-NonClosure

JET _Etalntercalibration_NonClosure inter-calibration uncertainty with 4 components:

JET _Etalntercalibration_NonClosure 2018data, highE, negEta, posEta
JET _Etalntercalibration_NonClosure

JET _Etalntercalibration_TotalStat inter-calibration uncertainty
JET_Flavor_-Composition(/Response) Uncertainties related to jet flavour reconstruction
JET_JER_DataVsMC_MC16 Energy resolution uncertainty from data/MC comparison
JET_JER_EffectiveNP Energy resolution uncertainty split into 11 parameters
JET_Pileup_OffsetMu(/NPV)
JET_Pileup_PtTerm Pileup related uncertainties
JET_Pileup-RhoTopology
JET_PunchThrough_MC16 jet-related uncertainty
JET _SingleParticle_HighPt jet-related uncertainty

Favour tagging
FT_EFF_B_systematics b-jet tagging efficiency
FT_EFF_C_systematics c-jet tagging efficiency
FT_EFF_Light_systematics light-jet tagging efficiency
FT_EFF _extrapolation b-jet tagging efficiency with high pt extrapolation
FT_EFF _extrapolation_from_charm c-jet tagging efficiency with high pt extrapolation

ET'"° related

MET _SoftTrk_ResoPerp(/Para) Transverse (/longitudinal) resolution uncertainty of TST
MET _SoftTrk_ScaleUp(/Down) Longitudinal scale uncertainties of TST

Table 7.2: List and description of the systematic contributions of uncertainty.

7.3.1 Analysis regions

The first step of an analysis is the definition of selection criteria identifying a Signal Region
(SR), where the background contribution are suppressed while maximizing the signal
acceptance. In order to improve the background estimation, specific Control Regions
(CRs) are defined by inverting or loosening some of the SR, selection criteria, in order to
enrich each CR with a given background, while ensuring a negligible signal contamination.
Finally, Validation Regions (VRs) can be used to test the statistical method: they should
lay in-between the SR and the CRs, being characterized by a background composition as
close as possible to the SR, but with negligible signal contamination.
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The CRs are used to normalize the background MC simulations to data by means of a
fitting procedure based on statistically independent CRs, which ensures that they can
be modeled by separate Probability Distribution Functions (PDFs) and combined into a
simultaneous fit. A simplified description, in a 2D plane, of the logic and usage of CRs,
VRs and SRs is shown in Figure 7.2, where the arrows represent the extrapolation of the
normalization factors from the CRs.

observable 2

observable 1

Figure 7.2: Sketch of an analysis strategy based on multiple CRs, VRs and SRs [169].

7.3.2 Likelihood function

The fitting strategy is based on the definition of a likelihood function describing the back-
ground and signal models. The parton distribution function (PDF) is built as a product
of Poisson distributions of event counts in the different bins of the SR(s) or VR(s) and
CR(s) P(ny;0,Kk, i), with n;, the number of events in the bin b, k and p,;, the back-
ground normalization factors and the signal strength respectively, both included as free
parameters of the fit, and 0 the systematic uncertainties treated as nuisance parameters.
The NPs associated to the experimental and theoretical systematic uncertainties (typi-
cally identified with «) are included with a gaussian constraint G(&|a, A,), where @ is
the central value of the auxiliary measurement and the Gaussian width, Aa, is the value
of the considered systematic uncertainty. Another systematic contribution is related to
the statistical uncertainty of MC simulations (the v NPs): these NPs are treated as un-
correlated among different regions, but correlated among the background processes (in
order to provide a global uncertainty for each region) and modelled with a poissonian
constraint. This is a simplification of the Barlow and Beeston method (in which to each
sample is associated a different NP). The parameter of the Poisson distribution is taken
as Ay = /9, where ny, is the MC yield in the considered bin, and ¢, the MC statistical
uncertainty. The constraint term in the likelihood can be expressed as P(j\bhbTb), where
)\, is treated as an auxiliary variable, -, is the nuisance parameter and 7, = (nb/éb)2
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is a fixed value such that the -, parameter is centered in 1. The likelihood function is
therefore defined as

E(nvé|07kvusig) = H P(ngb8|nzwp<07k’ ﬂsig)) X Cb(é) (71)
beCRs+SR bins

where C(6) is the NPs constraint for the bin b
€6 = | TT 6@l .| x P) (7.2

and ny (0, k, 11;,) are the expected yields as a function of the nuisance and free param-
eters:

ny (0., i) = 15" (0) X pigy + Y npR(0) x ki (7.3)
Bebkgs

In HistFitter, the dependence of expected yields on the NP is parametrized such that the
& auxiliary measurements are set to 0 with gaussian width equal to 1 (G(0|a, 1), therefore:

ngP(0) =y x ny ¢ x (1+ Z(as,bAs,b)) (7.4)

7.3.3 Fit strategies
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Figure 7.3: A sketch of the typical background and signal fit workflow in new physics searches
in ATLAS, using the HistFitter package [169].

The discovery analyses are mainly based on two fit strategies, as summarized in Figure
7.3: the background-only fit, performed in the CRs to correct the background estimation
in the SR and look for excesses of data with respect to SM expectations, and the ez-
clusion fit in SRs+CRs, used to test the signal hypothesis and provide upper limits on
the cross-section of BSM processes, if no excess is highlighted by the background-only fit.
Both exploit a simultaneous fitting technique, which allows a coherent normalization of
the different background sources to data in multiple regions with “shared” parameters,
and ensures a coherent treatment of the correlation of the systematic uncertainties across
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the different regions. This leads to their partial cancelation in the fit. The behaviour of
the NPs in the fit can be cross-checked by looking at the plots of correlations among dif-
ferent NPs, and the pull-plots. The latter show the NP central value after the fit, as well
as its uncertainty, pointing out possible unexpected “pulls” or under/over constraints,
the former consisting in a NP central value after the fit “pulled” away from the central
value, the latter in uncertainties much larger(smaller) than the initial one. While some
pulls and constraint might be expected, anomalous behaviours can sometimes be an hint
of an instability of the fit, resulting in some NPs having a larger impact than expected,
for instance due to their ‘attempt” to artificially cover possible discrepancies between
data and background expectations. Typical cases when this might happen can be high
statistical fluctuations affecting the bin-by-bin systematic uncertainty, or underestimated
systematic sources, leading to the other uncertainty contributions taking over.

Background-only fit

The background-only fit typically consists in a maximum likelihood fit to data in the CRs
only, to validate the background estimation avoiding possible bias due to the hypothetical
presence of a signal. The signal contribution is assumed to be null, and the free param-
eters are the background normalization factors, shared among the different CRs and the
SRs (or VRs) as shown in Eq. 7.1, in order to extrapolate the results of the fit in the
CRs to the background predictions in the SRs (VRs). The simplest fit configuration is a
single-bin fit, including a single SR and its associated CRs, to provide a global normaliza-
tion factor on the background yields (pure counting experiment). More refined results can
be obtained by means of multiple SRs defined in bins of a given discriminating variable.
In this case, a “shape” fit can be performed, in which the background expectations are
normalized to data bin-by-bin, thus exploiting also the shape information.

Exclusion fit

The exclusion fit is based on the profiled log-likelihood ratio test statistics, including the
SR in the fit and potentially accounting for signal contamination also in the CRs. In
addition to the background normalization factors, the signal strength (j15;5 = 0ops/0sne0)
is introduced as the POI. The fit can be performed either with a model-independent (“dis-
covery” fit in HistFitter) or a model-dependent approach (“exclusion” fit in HistFitter),
depending on whether or not a specific signal model is considered. The first case can be
implemented only in form of a single-bin fit, due to the absence of any assumption on the
signal kinematic, while the latter allows the implementation of the “shape” fit strategy.

In order to derive the upper limits on the signal strength 1,4, a scan is performed testing
different p4;, and the upper limit is taken as the highest value such that the p-value is
py > 1 —CL. In high energy physics, a p-value of 0.05 is commonly used to set ex-
clusion limits. Expected and observed limits are provided: the former are obtained by
fitting on a bagkround-only asimov dataset, built from the best fit in SRs+CRs in the
background-only hypothesis, while the latter is the result obtained from the fit to real
data.

Log-likelihood ratio As previously mentioned, the fit strategy emploied for the exclu-
sion limit is based on the profiled log-likelihood ratio test statistics [172]. Considering p
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the POI and 6 the nuisance parameters, the likelihood-ratio test is defined as

Dy

L(0, 1)

/\(H’) = £(é,ﬂ)

(7.5)

The denominator is the “global” maximum likelihood, obtained with both 6 and p in-
cluded as free parameters and defines the background+signal model that best fit observed
data. The numerator is the conditional maximum likelihood obtained for a fixed value of
the p parameter. The more data are consistent with background predictions, the more
the [i value will be close to 0 and the best fit model close to the background-only scenario.
For computational simplicity, the fit is peformed by minimizing the negative log-likelihood
ratio rather then maximizing A(p). The used test statistics is therefore the one-sided pro-
file log-likelihood ratio, defined to avoid non physical negative values of the fitted fig,
and ignore negative tails :

2 “é’“)) if0>

£(6(0),0)
%“=9 _2m % if 4> >0
0 otherwise.

Frequentist hypothesis testing and asymptotic approach In order to test how
well a given hypothesis describes data, the p-value is evaluated, i.e. the probability, for
the given hypothesis, of obtaining a new measurement with equal or lower compatibility
to the tested hypothesis than observed. Defining f(q,|¢) the probability distribution of
the g, value, and taking into account that we are performing a one-side test, the p-value
is defined as: -

o= Flauw dg, (76)

9u,0bs

The probability distribution function is not known a priori and should be in principle
derived numerically through simulated “toys” experiments. Nevertheless, according to
the Wilk’s theorem [173], in the asymptotic approximation, valid for a large enough
dataset, the f(g,) follow a x2 distribution with one degree of freedom and g,, follows the
Wald approximation [174]:

NS G0 R YTy Y
" 0 otherwise.
The p-value is given by:
Py = 1- q)(\/ q/L) (77)

with @ the cumulative function of the standard Gaussian distribution, corresponding to
a significance Z,, = o1 —Pu) = VT

The CLs method In ATLAS, a modified frequentist test is usually emploied in new
physics searches, aiming at avoiding false positives for the “new physics” hypothesis. This
method is based on the definition of C'L, value [175]:

P1
CL, = 7.8
1 —po (78)
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where p; is the p-value of the signal hypothesis (p14;, = 1) and p, the one associated to the
background only hypothesis. In conclusion, signal strength corresponging to C'L, < 0.05
are excluded at 95% CL.






CHAPTER 8

Search for Dark Matter in mono-photon signature

The mono-photon analysis [176] searches for an excess of events, with respect to the SM
expectation, in final states with a high pp photon and high E, the latter being poten-
tially a striking signature of new physics.

A mono-photon final state is predicted in several models, including supersymmetric and
extra-dimentions models. In particular, the analysis presented here provides exclusion
limits on DM related interpretations, as part of an extensive program of Dark Matter
searches at LHC, carried out by the ATLAS and CMS Collaborations, and aiming at
exploring different signatures to detect possible DM particles produced in high energy pp
collisions. The results are interpreted in terms of a simplified DM model (Section 6.1)
and of Axion-Like-Particles (ALPs) production, but this work will focus on the first inter-
pretation. The model predicts a minimal extension of the Lagrangian with an additional
U(1) symmetry group, opening to possible interactions between DM and SM particles.
This interaction happens by means of a vector or axial-vector mediator in an s-channel
process. The photon characterizing the mono-photon signature arises from Initial State
Radiation (ISR), as shown in the Feynman diagram of the process, in Fig. 8.1.

The analysis described in this chapter is performed using the full Run-2 data collected
by ATLAS at /s = 13 TeV from 2015 to 2018, with an enhanced sensitivity with respect
to the previously published results, obtained from 2015-2016 data at /s = 13 TeV [177]
thanks to the increase of the integrated luminosity from 36.1 fb~" to 139 fb ' and the
improvements in the physics objects reconstruction and calibration performance.

q v X

q X

Figure 8.1: Feynman diagram representing the mono-photon signature: an s-channel pair
production of DM particles, in association with one photon from ISR.
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8.1 Monte Carlo samples

8.1.1 The signal MC samples
The signal model

The considered simplified DM model, in case of a vector (Ly/) or an axial-vector (L 4y/)
mediator, is described by the Lagrangian [138]:

Ly=g, Y. Z,00"q+9Z.x7"x (8.1)
q=u,d,s,c,b,t
—_ 5 — 5
Lav=9, >, Z.¥"va+9Zx7"7"x (8.2)
q=u,d,s,c,b,t

where ¢/q and x, x are the Dirac spinor fields respectively of the SM quarks and of the
DM particles and the coupling g, with the BSM mediator ZL is assumed to be universal
to all quarks. Moreover, here the couplings to leptons are considered null in order to
ensure avoiding constraints already set by searches for Drell-Yan processes, but a different
scenario, including small coupling with leptons, is also considered.

The decay width is taken as the minimal width (Section 6.1.1), fixed by the choice of the
couplings and of the mediator and DM masses by:

2
g Mmcd 2m 3g Mmcd 2m
TV = X 1 O(Mpeq—2 § & 1+ 2
min 127 ( + med)ﬂDM ( med m + o Mmed Bq ( med — <M )
(8.3)
AV g Mm d 39 med
Fmin - X12ﬂ_e BDMG( med 2m + E q : Bq ( med 2m ) (84)

where 6(z) is the Heaviside step function, while By = 1/1 — 4m% /Mz2.q is the speed
of the fermion X = ¢, x with mass m; in the mediator rest frame. For the considered
signals, it varies from about I',,,.q/Meq = 2% in the off-shell regime to I',,,.q /M yeq =~ 6%
in the on-shell regime for heavy mediators.

MC production

The Monte Carlo simulations for the considered signal processes have been generated fol-
lowing the recommendations from the joint ATLAS/CMS Dark Matter Forum [138, 139]
and anticipated in Section 6.1.1. The loose dependence of the kinematics on the spin
structure of the interaction and on the couplings allows to generate only one model be-
tween the vector and the axial-vector with one choice of the couplings, and reinterpret
the results in terms of other scenarios by means of cross-section rescaling [178]. The
axial-vector mediator case is simulated, with the coupling to quarks set to g, = 0.25
(universal for all quark flavours), and DM coupling g, = 1. This choice allows to avoid
strong constraints from di-jet searches, while satisfying the Narrow Width Approximation
(NWA), with a width varying in the range T',cq/Mmed ~ 2% t0 T pped/Mmed ~ 6%.

MC samples corresponding to different masses of the DM and of the mediator are pro-
duced, covering a grid in the m, /M,,.q plane as shown in Figure 8.2, with an extension
with respect to the analysis published on 201542016 data [177] to take into account the
expected increase in sensitivity. The mass points density is higher in the transition region
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from on-shell to off-shell mediator M,,.q = 2m,, where the cross-section changes quickly,
being enhanced by resonant production when reaching M,,.q >~ 2m, and suppressed in
the off-shell region at M,.q < 2m,,.

The kinematics in the on-shell region has been verified to be overall independent also
on the DM mass, as shown in the next section, thus leading to similar acceptance for
a given mediator mass and allowing to employ the cross section rescaling procedure to
extrapolate the results from the lowest to higher DM masses. Only the mass points close
to the off-shell regions and the ones with lowest DM masses (the red ones in Figure 8.2)
are genereated at reconstruction-level, including the detector effect simulation, while the
remaining ones are generated only at truth-level for cross-section computation.

In total, 163 signal samples are generated at NLO, with a filter on the photon trans-
verse momentum pJ. > 130 GeV, using the official ATLAS production chain, with MAD-
GRrAPH5_aMC@NLO v2.6.2 [156] in association with PYTHIA 8.235 [163] for the Parton
Shower simulation, and the NNPDF3.0NLO set of Parton Distribution Functions [179].
The model used for the ME generation in MADGRAPH5_aMC@NLO is the DMsimp model
with spin 1 [180, 181]. Among these signal samples, the 48 generated at reconstruction-
level include the detector simulation in Fast Simulation (AF2 [160]); the differences with
respect to Full Simulation (using Geant4 [159]) have been cross-checked to be negligible.
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Figure 8.2: Grid of mono-photon signals generated in the M,,,.q —mpj; plane for the Full Run-2
analysis. The red points correspond to the signals generated ad reconstruction level, while the
blue ones to the Truth-level simulations. The dotted line represents the limit obtained from the
analysis of 2015+2016 data [177], corresponding to an integrated luminosity of 36.1 bt

Kinematic distributions In Figure 8.3, the distributions of E5™** and of the photon pr
and 7, normalized to the signal cross section, are shown for some of the generated MC16a
signal samples with axial-vector mediator, scanning different choices of the mediator and
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DM masses. The ratio is evaluated on the distributions normalized to unit area, to
highlight the shape dependence on the DM and mediator masses. In the plots on the
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Figure 8.3: Distribution of the EF™, and photon pr and n for signal samples with an axial-
vector mediator, g, = 0.25 and g, = 1. Different combinations of the mediator and DM masses
are considered. In (a) the dependence on the M,,.q is shown, for a fixed m, = 10 GeV. In (b) the
dependence on the m,, for a fixed M,,.q = 1300 GeV. The distributions are normalized to the
cross-sections of the respective signal samples in the top panels, and to unity in the ratio plots.
The ratios are evaluated with respect to the model with M,.q = 100 GeV and m, = 10 GeV
respectively in (a) and in (b).

7000

left (Figure 8.3a), the mass of the DM is fixed (m, = 10 GeV) and different values
of the mediator mass are considered. The profiles of the kinematic variables show a
dependence on the mass of the mediator. Moreover, as expected, the production cross
section increases with decreasing mass of the mediator, and drops when reaching the off-
shell limit 2m, > M,cq (red points).

The plots on the right (Figure 8.3b) show the kinematic distributions for a fixed mass
of the mediator (M,,.,q = 1300 GeV) and variable DM mass: no significant difference
in shape is observed in this case when varying the mass of the DM particle within the
on-shell regime, resulting in an almost constant acceptance of the analysis selections as a
function of the DM mass. More specifically, the acceptance ranges from 0.567 + 0.004 to
0.574 + 0.004 for a DM mass in the range 10-300 GeV.
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8.1.2 Background Monte Carlo samples

The following Standard Model processes constitute possible background sources for the
analysis, mimicking the signal final state:

o v+ Z(— vv) (Z(vv)y): irreducible background, with invisible neutrinos in place of
DM particles;

o v+ W(— ev) (Wv): the electron is not reconstructed or it is reconstructed as a
photon;

e v+ W(— uv) (W~): the muon is not reconstructed;

e v+ W(— 7v) (Wn): either a leptonically decaying 7-lepton is lost because the
leptons are not reconstructed, or an hadronically decaying 7-lepton is reconstructed
as a jet;

o v+ Z(— L) (Z(£L)y): both leptons are not reconstructed,;

o jet+Z(— vv) (Z+jets): the jet is mistakenly reconstructed as a photon (jet faking
photon, jet— 7);

o jet+W(— ev) (W+jets): the electron (electron faking photon, e — ) or the jet is
mistakenly reconstructed as a photon;

o jet+W(— uv) and jet+W (— 7v) (Wjets): the jet fakes a photon and the lepton
is not reconstructed, or the 7-lepton is reconstructed as a jet;

e y+jets: a high fake F¥™ is produced by a miscalibration or misreconstruction of a
jet or a photon;

e single ¢ and diboson: similar to W/Z+jets.

The single t or diboson contributions are considered negligible. For the other ones, MC
simulations are needed for the background estimation. The processes are simulated with
SHERPA 2.2 MC event generator [182, 183], with Comix [184] and OpenLoops [185] matrix-
element generators, matched to the Sherpa Parton Shower using the ME+PSQNLO pre-
scription [186]. The PDF set is NNPDF3.0NNLO [179], in conjunction with a dedicated
parton shower tuning developed by the SHERPA authors. For the Z/4" leptonic decays,
a cut on the dilepton invariant mass m;; > 10 GeV is applied at generator level.

Table 8.1 summarizes the details of the MC generation for the signal and SM back-
ground processes considered in the analysis.

Process Generators PDF sets Order
DMsimp MG5_.aMC@QNLO v2.6.2 + PYTHIA 8.235 NNPDF3.0NLO NLO

W/Z +~ SHERPA 2.2.2 NNPDF3.0NNLO 0,1j@QNLO + 2,3;QLO
Yy+jets SHERPA 2.2.2 NNPDF3.0NNLO 1,2j@NLO + 3,4jQLO
W/Z+jets SHERPA 2.2.1 NNPDF3.0NNLO  0,1,2j@NLO + 3,4jQLO

Table 8.1: Details of the generation of events for the signal samples and SM backgrounds
considered in the analysis.
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8.2 Physics Object definition and Overlap Removal

The definition of the physics objects selection criteria, as well as their isolation and
identification Working Points (WPs), defined in Chapter 4, are summarized in Table 8.2,
together with the EpJ 55 and jets WPs. Two categories of objects are introduced: the
“baseline” objects enter the Ex " calculation (Section 4.6), the Overlap Removal (OR)
(Section 7.1.4), and are used to define the lepton vetoes in the analysis Control Regions;
the “selected” ones are the objects that pass the analysis selections. In addition to pt and
|n| thresholds, isolation and identification WPs, in order to suppress contribution from
non-promp electrons and muons, selection cuts on the impact parameters with respect to
the primary vertex are applied: more specifically, these selection criteria are defined on
the significance of the transverse impact parameter (|dy/o(dy)|) and on the longitudinal
impact parameter z,. Concerning hadronic jets, the EMTopo reconstruction is adopted,
since using PFlow jets (see Section 4.4 for details about both the reconstruction strategies)
has been observed to strongly affect the v+jets yield in SR, as will be detailed later, in
section 8.4.4. The OR procedure mentioned in Section 7.1.4 is applied as described in
Table 7.1, following the recommendations by the Harmonization effort [165], to resolve
ambiguities which can happen in the physics object reconstruction. In case of ambiguity
between an electron and a photon, the electron is retained to improve the rejection of the
e — v background.

8.3 Event Selection

The final ROOT tree production from DAODs is performed through a SUSYTools [166]
based analysis framework, in the AnalysisBase project, Release 21.2.99. The selection
criteria defining the Signal Regions (SRs) and the Control Regions (CRs) of the analysis,
mainly based on the 201542016 Run-2 analysis [177], are described in the following.
The data and MC events stored in the trees are pre-selected as described in Section 7.1.1.
In addition, the event must pass the HLT_g140_loose trigger, which selects events with
a photon satisfying the “loose” quality criteria and pr > 140 GeV. At DAOD level, also
events passing a larger set of photon and E7"™ triggers are stored. For the analysis at
36 fb ', the trigger efficiency was estimated with respect to an OR of the E&S triggers
(HLT_MET):

. Ewvents passing HLT_g140_loose AND HLT MET

Fvents passing HLT_MET

(8.5)

The resulting turn-on curve, as a function of the photon pr is shown in Figure 8.4, show-
ing an efficiency of more than 98.5% for photons with pp > 150 GeV, which are the ones
selected in this analysis. .

A signal event is characterized by a high E1"°, recoiling against a high pt photon.
The lowest B threshold employed in the analysis is B3> > 200 GeV. In total, four
inclusive SRs with increasing E1 " thresholds are defined, as well as three exclusive ones
corresponding to different Ep bins, introduced to allow the “shape” fit described in
Section 7.3.3. A summary of the Ex"* thresholds and bins is given in Table 8.3. In addi-
tion, a cut on the B4 significance variable defined in Section 4.6.2 (S > 8.5) is applied
in order to reduce the contribution from y+jets events, thanks to its discrimination power
between events with real E7"° and events where the E1" arises from mismeasurements
or detector defects (“fake” Ep ). Figure 8.5 shows a comparison of the S distributions
in v+jets events and in two signal samples, for both the event-based and the object-based

S, defined in Section 4.6.2, highlighting higher values for the signals, as expected.
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Object ‘ Feature “Baseline” “Selected”
pr > 10 GeV pr > 150 GeV
Photons ] < 2.37 < 2.37
Identification WP (sec. 4.2.4) Loose Tight
Isolation WP (sec. 4.2.4) - FizedCutTight
pr > 7 GeV > 7 GeV
In] <247 I < 2.47
Electrons Track-to-vertex association ‘Zolllzl‘r;gdj 2.55%1m |Z0||dzl|r}c0rd: 2'55.18m
Identification WP (sec. 4.2.5) MediumLH MediumLH
Isolation WP (sec. 4.2.6) - FizedCutLoose
pr > 7 GeV > 7 GeV
] <27 <27
Muons Track-to-vertex association ‘Z(ildzl‘r}gdj 2'53.18111 |Zo||dzl|r}<07dj 2'53%1“1
Identification WP (sec. 4.3.1) Medium Medium
Isolation WP (sec. 4.3.2) - FCLoose
pr > 20 GeV -
In] <25 -
Taus Track selection 1 or 3 tracks -
Jet rejection BDT-based (Loose)
Electron rejection BDT-based
Muon rejection OR (AR <0.2)
Muons must not be CT
Collection AntiKt4EMTopoJets (EMTopo)
Jots pr > 20 GeV > 30 GeV
] <45 <4.5
JVT WP (tab. 4.6) - Medium
Jet Cleaning (sec. 4.4.6) - LooseBad
Ef[‘niss WP (tab. 4.8) Default
Soft Term Track Soft Term (TST)

Table 8.2: Selection criteria and isolation/identification Working Points for different physics
objects

At least one “selected” photon is required, with pr > 150 GeV and |n| < 2.37,
excluding the calorimeter crack region 1.37 < |n| < 1.52. In addition it must not overlap
with EF (Ag(v, EX%) > 0.4) and the z coordinate, pointed by the photon with respect
to the identified primary vertex, must be smaller than 250 mm (|Az,| < 250 mm). This
last criterion allows to suppress the beam-induced background 'in CRs used for jet =y
background. In the other regions, this background is already strongly reduced by removing
all events with at least one jet not satisfying loose jet cleaning criteria (Section 7.1.1).
The jet veto selects only events with at most one “selected” jet; if there is a jet, it must
satisfy Ag(ET"™, jet) > 0.4, in order to suppress the contribution from events in which
the B comes from a mismeasurement of the jet itself.

Finally, the lepton veto rejects all events with any “baseline” electron, muon or tau lepton.

See section 4.4.6
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Figure 8.4: Trigger efficiency in data for the HLT_g140_loose trigger shown as a function of the
leading photon pr (left). A zoom into the region of interest is shown on the right.
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Table 8.3: List of the E5"* bins defining the analysis SRs.
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Figure 8.5: Comparison between the normalized Ex™* significance distribution in SR of mc16a
7+ jets and two signals with m, = 10 GeV and M,,.q = 200 GeV or M,,.q = 1500 GeV. The

event-based significance is shown on the left, and the object-based one on the right.

Main update with respect to 36 fb~! analysis With respect to the previous ver-
sion of the analysis [177], which used only 3 inclusive and 2 exclusive SRs, the E1"™ bins
were reoptimized to profit from the increased statistics, and the lowest E2™ threshold
had to be increased from 150 GeV to 200 GeV, to further suppress the contribution from
the y+jets background. A reoptimization was needed also for the ET"™ significance (S)
cut due to non negligible differences in the variable shape, with respect to the previous
analysis, arising from several updates introduced in the Athena framework at reconstruc-
tion level. The new object-based definition of this variable was also studied against the
event-based one. Figure 8.6 shows the ROC curves obtained in the previous version of
the analysis (red curve), with event-based definition, compared to the event-based and
object-based ones from the new simulations (MC16a only), suggesting an overall similar
performance between event- and object-based S, but a slight degradation with respect to
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the 2016 analysis. The choice of the final cut value prioritizes an high signal acceptance,
required to be above 95%. The S > 8.5 criterion is applied, ensuring a signal acceptance
between 96% and 97% (depending on the mediator mass), with a corresponding rejection
of ~ 40% on v+ jets events. Moving down to S > 8, is observed to increase the signal
effieicncy

y+jet rejection

0.8

0.6

0.4 === Obj. E]"™" significance, Rel.21
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ol b b b b
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Figure 8.6: The v+ jets rejection as a function of the signal efficiency, varying the S selection
value. The results obtained with the previous Rel. 20 and with the event-based definition are
compared with the ones from Rel. 21 with both the event-based and the object-based S. The
signal corresponds to a model with m, = 10 GeV and M,,.; = 200 Gev

To conclude, Table 8.4 shows the number of events and the acceptance times efficiency
(A X €) for an example signal, after each selection applied in the SRI1, sorresponding to
ET™ >200 GeV.

Selection Yield A X e (%)
Total 2409.7 100.00
Preselection 2119.2£9.1 88.0
Photon trigger 1899.4 + 8.6 78.8
ET5 > 200 GeV 1170.2 £ 6.7 48.6
ET'° significance > 8.5 | 1129.6 + 6.6 46.9
Photon Eq4 > 150 GeV 1105.5 + 6.5 45.9
Photon ID 1040.7 £ 6.3 43.2
Photon isolation 979.8 +6.1 40.7
Ap(y, ERS5)>04 976.9 £ 6.1 40.5
|Az, | 964.7 + 6.1 40.0
Jet veto 717.8 £5.2 29.8
Lepton veto 715.2 +£5.2 29.7

Table 8.4: Yields and A x € after each cut of SRI1 for 139 fb™' for a simplified model of dark
matter production involving an axial-vector mediator and couplings g, = 1, g, = 0.25 and g,
= 0 with m, = 10 GeV and m,cq =1 TeV. Generator-level filters are taken into account in the
determination of the total number of events. Only the statistical uncertainty is shown.
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8.4 Background estimation and modelling

The contribution of the background processes to the total observed events in the SR is
estimated following different strategies:

e the dominant and irreducible background Z(vv)v, as well as the secondary con-
tributions from W=, Z(€f)y and ~+jets, are estimated by constraining the MC
expectation to data in the Control Regions (CR) described in Section 8.4.1 and
built inverting one or more cuts of the SR, in order to enhance the contribution of
one particular process and suppress the signal, as anticipated in Section 7.3.1.

e Data-driven (or in-situ) techniques are used for W/Z+jets , top and di-boson con-
tributions and are based on electron/jet photon “fake” studies described in 8.4.2
and section 8.4.3.

8.4.1 Definition of the Control Regions

Four control regions (CR) are defined to constrain the normalization of the dominant
Z(vv)~y and secondary W+, Z(¢)y and y+jet backgrounds:

e Single-Muon (1u-CR or CR1mu): used to extract the normalization of the W~
background in the signal region. The same selection of the SR is applied, but the
muon veto is inverted, requiring exactly one “selected” muon in the event. The
muons are treated as invisible particles in the ET™° calculation, subtracting the

muon term;

e Two-Muon/Electron (2u/e-CR or CR2el/mu): used to constrain the nor-
malization of both the Z(vv)y and the Z(£¢)y in the SR. The same selection of
the SR is applied, but the lepton veto which is inverted by requiring exactly two
“selected” muons (electrons) in the event and no “baseline” electron (muon). As in
the Single-Muon CR the muon (electron) term is subtracted from the E¥'* compu-
tation, such that muons (electrons) are treated as invisible particles. The two-muon
(two-electron) invariant mass is required to be greater than 10 GeV to be coherent
with the generator level cut of the W+, Z~ background samples. Both two-muon
and two-electron CRs are considered, in order to improve the statistics;

e Photon-Jet (vj-CRphjet): used to constrain the normalization of y+jets back-
ground. The same selection of the SR is applied except for a lower Ex ™ range:
85 GeV < ET™ < 110 GeV to enrich this region of y+jets background. The

requirement A¢(vy, Eq iss) < 3.0 is applied to reduce possible signal contamination.

The modified EF* definition with “invisible” leptons is introduced in the lepton CRs in
order to ensure a similar Ex"*° spectrum as the in the SR, as shown in Figure 8.7, where
the Ep'™° distribution of W+ and Z~v processes in SR is compared with the Ep'™ with
invisible leptons in the 1u-CR and the 2u/e-CRs respectively. Moreover, in all the CRs,
the criterion on the E™* significance is not applied, in order to enhance the background

acceptance.

All the analysis regions are summarized in Table 8.5, where the full list of CRs selec-
tions is reported, compared with SR ones.
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Figure 8.7: Comparison of the Et
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% distributions, normalized to unit area, of W~ (left) and

Z~ (right) events in the SR and in the lepton-CRs. In the latter, the E2'™ is redefined by
treating the leptons as invisible particles, in order to reproduce the kinematics in the SR.

Selection ‘ SR ‘ 1u-CR ‘ 2u-CR ‘ 2e-CR ‘ ~+jet-CR
Leptons 0¢ | 1p | 2p |2e | 0¢
Jets 0 or 1 with pp 30 GeV, |n| < 4.5 and Ad(jet, En> ) > 0.4
Leading ~ pr > 150 GeV
In| < 1.37 or 1.52 < |n| < 2.37
tight, isolated, [Az,| < 250 mm
Ad(y, B ) > 04 0.4 < Ag(y, EF™ ) <30

Ep®® > 200 GeV 85-110
S >85 | -

Table 8.5: Summary of the selection criteria for the SRs and CRs of the mono-photon analysis.

8.4.2 Electrons faking photons

The “electons faking photons” (e — 7) background consists of events, mainly from W (—
ev)+jets processes, with an electron mistakenly reconstructed and identified as a photon
due to the partial ambiguity between the two, arising from their similar signatures in the
EM calorimeter (Section 4.2.1).

The fraction of misidentified electrons is not easily reproducible by MC, thus making
the employment of data-driven techniques extremely important to correctly estimate this
background. The method used consists in 2 steps:

e evaluation of the electron-to-photon fake rate, which gives an estimate of the prob-
ability of electrons to be mistakenly reconstructed and identified as photons;

e rescaling of data in appropriate CRs (called the probe-electron CRs) by the previ-
ously measured fake-rates.
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The electron-to-photon fake rate

The fake-rate is defined as:

N true | reco
€ —Y

Netrue (8.6)

p =

In practice, this value can be measured from Z — ee data, selected requiring two

“selected” electrons or a photon and an electron, with invariant mass compatible with

the Z mass. Since a Z — ey decay is not possible, the latter case can be associated to

a Z — ee process, where one of the electrons has been misidentified as a photon. Given

N, and N, the number of events with an ey or an ee pair respectively, the fake-rate can
therefore be expressed in terms of these two measurable quantities, with N, << N.:

N,
Foy =32 (8.7)

ee

More specifically, the two numbers are obtained by fitting the invariant mass distri-
butions separately for the ee and ey cases, with a signal+background model: the signal
is modelled with a double-sided crystal ball (DSCB) function, i.e. a gaussian distribution

core with two power-law tails, while the background is given by an exponential of second-

2
. —azx—b . . . .
degree polynomial e~ **~"* . The invariant mass fits on the inclusive m,, and m,., are

ey
shown in figure 8.8 top and bottom respectively, as an example.

V5 =13 TeV, L = 140 fb™"! —4— Data
% (inclusive), OR electrons —— Model S + B
------- Signal S

=====+ Background B
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Figure 8.8: The two signal + background model fit on the inclusive invariant mass distribution
me.. The signal and background models are shown by the red and green dotted line respectively,
while the blue line shows the global model fit.

In the derivation of N,., each event is counted twice, if both electrons satisfy the
analysis photon selection criteria, to account for the fact that either of the two might be
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misidentified as a photon. The final number of ee and ey events is defined as the integral
of the fitted signal curve in a range of [m%“* — 3¢, m%** + 30], where o is the width of
the gaussian core of the DSCB distribution.

Due to the possible dependence on pt and 7, the fake-rates are derived as a function of
these two variables: the |n| range is divided in 6 bins and in every |n| bin the p; range is

divided in 8 bins for a total of 48 bins:
e 6 bins in |n|: 0-0.8, 0.8-1.15, 1.15-1.37, 1.52-1.81, 1.81-2.01, 2.01-2.37;
e 8 bins in py (in GeV): 25-35, 35-45, 45-55, 55-65, 65-75, 75-100, 100-150, 150-250.

Systematic uncertainties Three main sources of systematic uncertainties have been
identified and estimated: the invariant mass range w5 used to calculate the integrals of
the signal distributions S, and S, the effect of the background subtraction and the bias
in the reconstructed photons energy due to the fact that the photon energy calibration is
applied for an object that should actually be an electron.

The first contribution is derived as the impact, on the fake-rate value, of varying the mass
window from the nominal value ws = [pg — 30 e, tg + 30 e, 10 Wy = [pg — 20 e, g + 20¢¢)
and wy = [pg — 40, fig + 40..]. The uncertainty, taken as the maximum absolute varia-
tion with respect to nominal, is ~ (1 — 4)%.

The systematic on the background subtraction is evaluated by integrating the m,,. and
M., distributions in the mass range ws, without performing any signal + background fit.
The impact of this systematic uncertainty is about ~ (3 — 8)%.

Finally, in order to estimate the last systematic source, the energy of the fake photons
is increased and decreased by 1.5% (value obtained from a comparison between the m,,
and m,., peak positions) before applying the selection criteria, and the maximum abso-
lute difference between the nominal fake-rate and the up/down variated ones is quoted
as uncertainty. It ranges from 8% to 10% depending on the 1 and pp bin.

The results of the described procedure in bins of 7 and py are summarize in figure 8.9.

Probe-electron CRs

The number of fake photons in the SR and in the CRs can be obtained through the scaling,
by the fake-rates, of the data yields in the so called probe-electron (probe-e) CRs, defined
as the analysis region with the replacement of the selected photon with a probe-e (i.e.
a “selected” electron satisfying the “selected” photon kinematic criteria). The trigger
used for these CRs is more inclusive than for the other analysis regions, being an OR
of the photon and ET"™ triggers, in order to maximize the acceptance. The statistical
uncertainty on the probe-e CR yields is propagated to the final estimate.

Table 8.6 summarizes the data yields in the probe-e CRs associated to the inclusive and
exclusive SRs, as well as the final estimate of the e — « contributions in the corresponding
analysis regions. Same results have been derived for all the CRs and are reported, for
inclusive regions only, in Appendix A.1. In general, the major contribution to the total
uncertainty is the systematic uncertainty related to the electron-to-photon fake-rate.

8.4.3 Jets faking photons

Similarly to electrons, the jets can be mistakenly reconstructed as photons. The re-
quirement of Tight Identification and Isolation for the photon largely suppresses this
background, but the residual contribution is not well described by MC simulations and



158 8. Search for Dark Matter in mono-photon signature

? =
m: L —=—— 0<|[y|<0.8
= [ —=—— 0.8<|n|<1.15
\T; 0.12— —— ::ng: Vs=13TeV, L = 140 fb~!
L —— t52ely<
W Lo —s=—— 1.81<|p[<2.01
& - —a—— 201<|n[<2.37
0.1—
0.08/—
0.06(—
0.04—
0.02—
ol Ll Ll Ll Ll Ll
0 50 100 150 200 250
pr [GBV]

Figure 8.9: Fake rate as a function of py in different n bins. The error bars represent the total
uncertainty, while the colored bands show the systematic contribution for each bin.

Region Yields in e — ~v | Probe-e CR Fake-rate Fake-rate | Total unc.
Probe-e CR stat. stat. syst.
SRI1 26650 859.6 6.1 31.2 73.9 80.44
SRI2 11445 348.5 3.7 12.4 29.7 32.44
SRI3 5568 160.6 2.4 5.6 13.5 14.8
SRI4 2162 59.7 1.4 2.0 5.0 5.6
SRE1 15205 511.1 4.8 18.8 44.2 48.3
SRE2 5877 187.9 2.8 6.8 16.2 17.8
SRE3 3406 100.9 2.0 3.5 8.6 9.5

Table 8.6: Probe-e CR yields and final estimate of e — s in each SR. The uncertainty
is expressed in three terms: statistical uncertainty of data in the probe-e CR; statistical and
systematic uncertainties related to the electron fake rate. The total uncertainty is the quadratic
some of the three.

needs to be estimated in-situ.

Its estimation is performed using an ABCD method. The generalities of this method will
be described in the next section, before going into the details of the specific realization
for jets-faking-photons background estimation.

The ABCD method

The ABCD method is based on the definition of a 2-dimensional side-band matrix, ob-
tained by inverting or loosening the selection criteria on two variables, to define 4 regions,
as shown in Figure 8.10: the signal region (A), designed to be enriched with the signal,
and three CRs (B, C and D) enriched with the background of interest. The leakage into
the CRs of the signal and of different background processes then the one under study
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Figure 8.10: Definition of the four regions of the ABCD method.

should be minimized, and correctly taken into account for a reliable estimation.

Under the assumption that the CRs are devoid of signal and other background contribu-
tion, and that the two variables defining the ABCD plane are completely un-correlated,
meaning that Ny/Ng = No/Np, the number of background events in the region A can
be derived from the data population in the three CRs:

data nrdata
N,
Ny="2 ¢ 8.8
A Nata (88)

where the b super-script denotes the background under study. Since the two assumptions
are typically not realized in practice, a subtraction of possible contamination in the CRs
must be performed, and a correction factor R, estimated from MC simulations, can be
introduced to account for possible correlation

b,data n7b,data b,MC A7b,MC
Ny =Ry NE__Vc LY Sl M (8.9)
A b,data ) b,MC 7b,MC :
Np Ng™ " Ng

In this last equation, the super-script b, data denotes the data events after subtraction of
unrelated background contributions.

The ABCD for jets-faking-photons background estimation

For the background under consideration, the two variables chosen to define the ABCD
plane are the isolation and identification requirements on the photon. In the following, we
indicate the number of events in the signal region, selecting tight and isolated photons,
as Ny, and the yields in the other three regions as Ng (tight and non isolated photons),
M, (non tight and isolated photons), and Mp (non tight and non isolated photons), as
sketched in figure 8.11. An isolation gap region is introduced between 0 GeV and 3 GeV,
to minimize the leakage of signal photons in the non isolated CRs.
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Figure 8.11: The definition of the four regions defining the ABCD method for the estimation
of jet — .

More specifically, isolated and non isolated photons are defined as (Table 4.2):

Isolated photons —TopoEtCone40 — 0.022 pJ. — 2.45 GeV < 0 (8.10)
and ptcone20/pl < 0.05 (8.11)
Non isolated photons —TopoEtCone40 — 0.022 pJ. — 2.45 GeV > 3 GeV (8.12)

where the first component of the isolation is calorimetric, the second one is related to
track isolation and no requirement on it is applied to define non isolated photons, in
order to enhance the statistics. On the other side, different possible choices of the non-
tight definition are possible, depending on which tightness requirements (Table 4.1) are
removed:

Tight — 3 : Flqe, AE, w,, (8.13)
Tlght -4 :Fsidev AE: ws37 Eratio (814)
Tight -5 Fside? AE7 w53’ Eratioa wswt (815)

For the nominal results, the Tight-4 option was observed to be the one ensuring the
smallest correlation among isolation and tightness variable, as required for the method.
The other two options are used to derive systematic uncertainties on the final estimate. In
the ideal case in which the two assumption previously described are satisfied, the number
of background photons in the analysis regions can be estimated as:

NEMA
Nipy = ———— 8.16
bkg MB ( )
and consequently the number of signal photons in each region is:
NP M4
N, =Ny— —— 8.17
sig A MB ( )
from which we can define the purity as:
Niign
p =" (8.18)
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In order to correct for deviations from the assumptions, the correlation factor Ry;q is
estimated from MC, as well as signal leakage coefficients c;, ¢, c3, accounting for possible
contamination of the B,C and D regions with true photons

A B B A B
kag]\/[C MbkgMC Nsign Msign Msign
RMC = B A s C1 = A Cy = A C3 = a (819)
N, M, N, N, Ng;
bkgMC bkgMC sign sign sign

Including these two terms in the formula,

M* — N,

A A B A sigt2

Nsig =N"— ((N - Nsigcl)M>RMC (820)
— 1Vsigt3

from where the N7}

sig and the corrected purity can be derived:

(MP + N*cs — NPcyRyre — M7 i Ryse)

2NA(¢1C2RMC —c3)

(8.21)
) (_1 e A(crcaRarc — e3) (N M7 — NP M“ Ry 0) )
(MB + NAC3 — NBCQRMC — MAclRMc)Q
The number of fake photons in the region A is given by:
Njetyy = (1= P)N* (8.22)

Estimation of the MC coefficients

e The correlation factor is estimated separatedly on background photons from Z+jets
and W+jets MC samples, as a cross-check of the consistency of the results. The
two values are then combined for the final R,;- estimate.

e Concerning the signal leakage coefficients, three estimates are performed for each of
them, using Z(¢¢)7y, Z(vv)y and W+~ samples. While good consistency is observed
between the 3 values for ¢, and ¢, a systematic difference is observed between the ¢;
value from W+~ and the two values from the Z~ samples. This difference is tracked
down to be due to different tails in the isolation profile, and it is accounted for as
a source of systematic uncertainty not only on ¢;, but also on the other coefficient
related to isolation, cs.

Systematic uncertainties on isolation and tightness

In addition to the systematic uncertainties related to the signal leakage coefficients, two
other systematic sources are accounted for: the uncertainty related to the identification
is evaluated as the maximum difference between the nominal purities (based on Tight-4
non-tight selection) and the ones obtained with Tight-3 and Tight-5 definition of the non-
Tight CR; similarly, the uncertainty on the isolation is derived by varying the isolation gap
from 3 GeV to 2 GeV and 4 GeV and taking the maximum impact. The total systematic
uncertainty is the square sum of all systematic uncertainties.

Final estimate of the jet— « background

Table 8.7 summarizes the results for the 7 SRs adopted in the analysis. The same estima-
tion was performed also in the corresponding CRs and are reported in Appendix A.1. The
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results for the jets-faking-photons in each region are dominated by the systematic error
coming from the tightness control regions and by the statistical uncertainty on R,;¢.

Region | Njes_y Stat. ID Iso. cy [ c3 R cy c3 Total Total

syst syst stat stat stat stat syst syst syst error
SRI2 114 16 31 2 2 7 0 15 10 0 37 40
SRI3 54 11 10 0 1 5 0 11 5 0 17 20
SRI4 20 7 5 1 1 3 0 7 2 0 9 11
SRE1 136 16 10 4 2 8 0 16 10 0 23 28
SRE2 56 11 23 1 1 5 0 10 5 0 26 29
SRE3 33 9 8 1 1 4 0 8 3 0 13 16

Table 8.7: Jets-faking-photons contribution in the analysis regions, as estimated using the
ABCD method. All the statistical and systematic uncertainty contributions are reported, as well
as the total uncertainty on the estimate.

8.4.4 The ~+jets background

miss

The modelling of v+jets background arising from “fake” E4 " is particulary challenging
and dependent on the pile-up conditions. An important contribution to the yield in the
SR was found to be given by particularly anomalous events in which a signal jet is not
reconstructed, for example due to an incorrect identification of the primary vertex or
energy mismeasurement and imprecise pile-up discrimination, thus perfectly reproducing
the signal signature and even providing high ET"** significance S. In order to reduce this
contribution, which was observed to be not precisely modelled, the lowest E1"° threshold
was increased from 150 to 200 GeV with respect to the analysis at 36 fb_1', as previously
mentioned. Indeed, the combination of photon pr > 150 GeV and ET™ > 150 GeV
results particularly effective in selecting events with a lost signal jet.

This background was investigated in detail. Among the several studies performed, a
cross-check of the yjet-CR reliability in a VR with 110 < E7™ < 150 GeV is reported,
as well as a performance comparison between EMTopo jets and PFlow jets.

Validation Region

miss

In order to cross-check the validity of the low Et " CR for the y+jets background, a
validation region (VR) is defined with the same criteria used for the SR, except for a lower
ER' range covering the B2 region between 110 and 150 GeV, in-between the SR and
the CR. In addition, in order to suppress a possible signal contamination, the requirement
A¢(y, ET™) < 3.0 is applied. The E"™ distributions of data in this region and in the
CR are compared with MC background expectations, with V+jets MC rescaled to the
(e = ) + (j — 7) in-situ estimates, in Figure 8.12. Except for the global normalization,
no evident trend is observed, thus suggesting a good reliability of the CR.

Comparison between EMTopo and PFlow jets

As already mentioned, the EMTopo jets were used in this analysis due to the loss in
performance of PFlow jets in the v+jets topology. These studies were performed with a
ET"™ > 150 GeV threshold, before taking the decision to move to 200 GeV. As reported in
Table 8.8, when using the PFlow jets, the number of y+jets events entering the inclusive



8.4. Background estimation and modelling 163

Events

Wy+ets [Wy
105 Vs=13TeV, 139 fb" [Cz(y  [Cefjet fakes
WZ(wv)y — SM Total
¢ Data

-

Data / SM
o

(4}

1

1 1 1 Il " L E
100 120 140 160 180 200
ET' [GeV]

Figure 8.12: Data and background EF™* distributions in ~jet-CR (85 < Ef™> < 110 GeV)
and yjet-VR (110 < BT < 150 GeV).

SR with B2 > 150 GeV is increased by more than a factor three with respect to EMTopo
1M1SS

ones, mainly as a result of different ET"™ and ET"° significance cut acceptances.

PFlow EMTopo

SR w/o E¥™** and S cuts 23007 25479
SR 985 266

Table 8.8: The y+jets yields with EMTopo and PFlow jets, before applying EF™ and ER
significance selection (w/o Ex  and S cuts ) and after (SR).

Figure 8.13 shows the B2 and EF™® significance distributions: the Medium WP
for EMTopo jets and both Medium and Tight for PFlow jets are shown (see Table 4.6 for
the WP definition), while the Tight WP is adopted for the E™ distribution (Table 4.8).
With PFlow jets, a larger amount of events with ET iss. close to the photon pp threshold
of 150 GeV is observed, as well as higher values of ET"™° significance. These are hints of
an higher probability of loosing a signal jet, thus leaving the photon unbalanced. The
higher ET™ significance values, and the drop in events at Ep ™ significance ~ 2 can
be interpreted as a consequence of the lost jes: as a matter of fact, the denominator of
the object-based Ex™ significance is related to the resolution of all hard objects entering
ET"™ calculation, thus being expected to be higher for events with a larger jet multiplicity,
given the worse resolution of jets with respect to photons.

In figures 8.14 an event-by-event comparison between the PFlow and EMTopo jets is
shown, for events passing SR requirements using PFlow jet reconstruction, while being
rejected with the EMTopo one. The pr of the leading reconstructed PFlow and EMTopo
jets, matched to the same truth jet based on AR, is shown (top left), as well as their
prc? /pii ™ ie. the ratio between their reconstructed transverse momentum and the
truth-level one (top right), and their JVT value (bottom) (section 4.4.5). What is observed
from the top plot is that the PFlow jets in the events of interest are affected by an
underestimation of the pr, such that, differently from the corresponding EMTopo jets,
they enter the pr range (20 < pp < 60 GeV) in which the JVT cut is applied and are
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Figure 8.13: Distributions of E2™ (left) and EY' significance (right) with EMTopo jets with
Medium JVT working point (red line) and PFlow jets with Tight (blue line) and Medium (green
line) JVT working point. All the SR seletion criteria are applied, except for Ex° and E1*%°
significance. The step behaviour in Ex"*° distribution at 70 GeV is due to preselections applied
on an OR of the different ET " definition employed in the analysis (standard Ep " and the ones

with muons or electrons treated as invisible particles).

therefore rejected due to their extremely low JVT value.

In order to better characterize these jets, a study of the properties of the leading PFlow
jet has been performed over a larger sample, including all preselected events. In the left
plot of figure 8.15 the charge fraction f,;, versus pp< /pi ™" of the leading PFlow jet,
matched to a truth jet, is shown. Two populations can be distinguished, with a bulk
of events centered at about pi™®/pi™" ~ 1 and f., ~ 0.6, and a thin band of events
centered at prTeco/ptTmth < 1 and with f., < 0.05, the latter being the population of
interest. The plot on the right, shows the JVT versus pp®/pi ™" for this population,
selected with f,;, < 0.1. The mismeasured jets have very low JVT (meaning no or few
tracks associated to the PV), while events with negative JVT (i.e. without tracks at all)
are well reconstructed in transverse momentum. The underestimation seems therefore due
to possible errors either in the track association to the PV or in the PV identification. In
these cases, the energy of the particle associated to the track is included in EMTopo jet
reconstruction, by including its calorimetric component. On the other hand, in PFlow jet
reconstruction, the track is completely lost since it’s not included as charged component of
the PFlow object (being mistakenly not associated to the PV and therefore not selected),
but its energy is subtracted from the cluster at cell-subtraction stage, due to the fact that
no PV matching is performed as part of the track selection for the subtraction step (as

explained in section 4.4.1).

8.4.5 Background composition in the analysis regions

An overview of the background as resulting from data-driven estimates for e/jet — =
backgrounds and pure MC for the ones with genuine photon, is given here. Figure 8.16
shows the background composition in all the analysis SRs. In addition, Table 8.9 sum-
marizes all background yields in each separate bin of E7 ", for SRs and CRs.

In order to validate the CRs, detailed comparisons of the main kinematic variable
distributions in data and background expectation were performed. For simplicity, only
the B4, pl and A¢(ET"™,~) distributions in the CRs, are shown in Figure 8.17. An
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Figure 8.16: The background composition in the SRs. The jet — v and e — 7 backgrounds
are obtained from data-driven estimates, while the other backgrounds are estimated from MC.

offset in the global normalization is expected, and will be corrected through the fit to data
in the CRs, as explained in the next sections, but the ratios between data and background
expectations show in general a relatively flat behaviour, especially for the E7*° variable,

highlighting an overall good modelling of MC simulation and providing a confirmation of
the CRs reliability.
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SR [200,250] GeV  [250,300] GeV  [300,375] GeV  >375 GeV
Z(ww)y 1940 + 1300 850 & 58 522 + 36 358 + 26
Z(0t)y 33.7+ 3.2 10.5 + 0.98 4.75 +0.45 3.15 4 0.30
Wy 490 + 50 189 + 19 96 £ 9.8 67.247

v + jets 105 + 55 14.4+7.6 3.26 £ 1.7 357+1.9
e — ~ fakes 511 448 188 £ 18 101+£9.4 59.7 £ 5.5
j — 7 fakes 136 + 28 56.1 & 29 333416 204+ 11
1u-CR [200,250] GeV  [250,300] GeV  [300,375] GeV  >375 GeV
SM events 1290 £ 110 549 + 52 328 + 32 210 + 21
Z(vw)y 0.95 £ 0.06 0.5+ 0.04 0.31 4 0.05 0.09 + 0.02
Z(00)y 823+ 7.7 322438 1724 1.7 9.69 + 1.3
Wy 1070 £ 100 457 + 43 268 £ 25 174 £ 18
Y + jets 13.6 £ 11 0£0 26758 0.675%

e — ~ fakes 389438 138414 7.3240.83 3.84 +0.51
j — 7 fakes 91.8 £ 19 45.5 + 26 33+ 15 20.9 £ 11
2/-CR [200,250] GeV  [250,300] GeV  [300,375] GeV  >375 GeV
SM events 271 + 21 119+ 95 745+ 6.4 448+ 4
Z(vv)y 0£0 0+0 0+0 040
Z(0)y 262 £ 19 114 £ 86 71.8+£5.9 441439
Wy 0.0270:85 0.1670 34 0.14 +0.11 0.17 +0.01
v + jets 040 040 040 040

e — ~ fakes 1.03 +0.21 0.59 £0.16 0.18 £ 0.07 0.11 £ 0.05
j — ~ fakes 82753 46+3.8 24723 0417579
2e-CR [200,250] GeV  [250,300] GeV  [300,375] GeV  >375 GeV
Z(vw)y 0£0 0£0 0+0 0+0
Z(0)y 200 £ 11 91.1+7.2 56.5 + 4.3 39.4+3.1
W 0.440.17 0.14 £ 0.07 0.25 4+ 0.2 0.21 4 0.06
v+ jets 040 040 040 0.401549
e — v fakes 0.1+ 0.06 0.14 % 0.06 0.07 +0.04 0.23 +0.14
j — ~ fakes 2.9753 51445 35429 11733
~+j-CR ET'*® € [85,110] GeV

SM events 26500 =+ 6200

Z(vv)y 400 £+ 61

Z(0)y 38.5+5.4

Wy 656 + 92

v + jets 24000 + 6100

e — ~y fakes 694 + 66

j — v fakes 750 £ 230

Table 8.9: Background yields in each bin of E5°, for SRs and CRs. The uncertainties include
The j — v and e — v contributions are estimated
through data-driven techniques, while the other background are estimated from MC.

both statistical and systematic sources.
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Figure 8.17: Distributions of E5'**| pl. and A¢(ER™*,~) in the 1u-CR, 2u-CR, 2e-CR and vjet-
CR for data and background. The background predictions are based on pure MC for backgrounds
with a genuine photon, and data-driven methods for e/jet — ~. The dashed band includes only
statistical uncertainties. The bottom part of each plot shows the ratios of data to expected-
background event yields.
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8.5 Systematic uncertainties

Several sources of experimental and theoretical systematic uncertainties are taken into
account in the analysis for the background estimation and signal modelling.

8.5.1 Experimental systematics

A list of all general systematic sources is provided in Table 7.2, including all uncertainties
provided by the Combined Performance (CP) groups (see Section 7.2), i.e. photon and
lepton reconstruction/identification/isolation efficiency, jet JVT efficiency, a contribution
from pile-up reweighting, energy scale and resolutions for all physics objects and E®
related uncertaities. The luminosity uncertainty of 1.7% is also included, as well as the
few analysis-specific uncertainties related to the data-driven background estimates, listed

in Table 8.10.

Uncertainties from data-driven methods

jet = JetFake_syst Variation of isolation and identification requirements
JetFake_stat_ REGION Statistics of the ABCD control regions

e— vy EleFake_syst Variation of mass window and difference from MC
EleFake_stat Statistics of the data for fake rate

EleFake_statCR_REGION | Statistics of probe-e control regions

Table 8.10: List and description of the systematic contributions of uncertainty.

Smoothing of the experimental systematics In case of statistical fluctuations, the
systematic uncertainty contribution in some ET"*° bins might be over-estimated. To over-
come this limit, which could potentially result in unwanted fit instabilities, a smoothing
procedure has been applied to each systematic contribution and MC sample in the SRs and
CRs, using a standard tool of common usage within ATLAS, the CommonSystSmoothing-
Tool. Few examples of the impact of the smoothing on some relevant systematic sources

are shown in Figure 8.18.

gammajets, SR, JET_Flavor_Composition gammajets, SR, JET_JER_EffectiveNP_3 Znunugamma, SR, MET_SoftTrk_Scale
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Figure 8.18: Some examples of the effect of the smoothing algorithm on some systematic uncer-
tainties: jet flavor composition (left) and JER EffectiveNP_3 (middle) for the y+jets background
in the SR; Ex " SoftTrk Scale for the Z(— vv)++ background in the SR (right). The smoothed
distributions are shown with dashed lines.
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Anti-SF The uncertainties in the efficiency may also affect the lepton veto in the SR and
in the CRs. For this reason, an additional systematic on the reconstruction, identification
and isolation inefficiency of the vetoed leptons has been implemented, by means of the
definition of muon, electron and tau anti-SF's, as an overall value for each MC sample,
defined as®:

N
anti — SF = 1 4 (1— < SF,; >)—=%
Noe

(8.23)

where SF; is the mean of the “preselected” leptons SFs in each event; < SF . > is
the mean over all the events passing a selection region (antiSF-CR or antiSF-SR) defined
from the most inclusive SR and CRs, without applying the lepton veto/selections (the
dependence of the antiSF on the ER™ bin was verified to be negligible); N- o, and Ny, are
respectively the number of events in the antiSF-SR/CR with at least one lepton or with
no leptons. The anti-SF values in the SR are listed, for different background processes,
in Table 8.11, showing very small deviations from 1. Similar results are obtained also in

the CRs and reported in Appendix A.5.

SR e-antiSF p-antiSF T-antiSF Total antiSF

Z(vv) +~ 0.9946 0.9946 0.9945 0.9945
Zry 1.0039 1.0048 0.9990 1.0077
Wry 1.0081 1.0049 0.9994 1.0124
Y+jets 1.0004 1.0016 0.9997 1.0016

Table 8.11: e-antiSF, p-antiSF, 7-antiSF and their product in the inclusive SR.

8.5.2 Theoretical uncertainties on the signals and backgrounds

Theoretical uncertainties associated to background and signals are evaluated following
the PDF4LHC recipes [167].The total PDF+«ag uncertainty is the quadratic sum of the
contributions detailed in 7.2. All the needed variations are present in the NLO Sherpa
Monte Carlo samples and in MADGRAPH ones as on-the-fly weights to be applied event-
by-event. This allows a full statistical correlation between the varied samples and the
nominal ones. In addition, PS uncertainties are derived for the signal samples, as described
in Section 8.5.2.

Theoretical uncertainties on the backgrounds

The relative uncertainties for each variation are shown in Table 8.12. Due to low statistics
in high-E1"* bins, the uncertainty evaluated in the first inclusive bin is used for all the
bins. The single uncertainty contributions are combined in quadrature for each E7™° bin
and for each MC sample, and included as a single nuisance parameter in the likelihood
fit. Full correlation is assumed between SRs and CRs, as well as among the ET"™ bins,
for a given process: Zv (with Z(vv) + v and Z(¢¢) + ~ considered correlated), W+ or
~-+jets. The impact of uncorrelating these systematic uncertainties among Ep 5 hins has
been cross-checked to be negligible, while the correlation between SR and CRs in each
individual bin introduces a large cancellation of the theory uncertainties.

2From the assumption: Ny =< SFyo¢ > Ns g + anti — SFNy, = N< gy + Ny
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~ + jets ‘ Nominal ‘ altPDF ‘ altPDF ‘ alphaS ‘ scale ME ‘ PDF_ME } Total Uncertainty
(NNPDF30) | (CTl14nnlo) | (MMHT)

CR1mul 15.83 +1.42% +1.03% | £ 3.42% | -25.83%  +22.42% +247% | -26.17% +22.81%
CR2mul 0.00 - - - - - - - -
CR2ell 0.00 - - - - - - - -
CRphjet 23977.90 +0.23% -0.16% +2.13% | -13.94% +16.35% +1.00% | -14.13% +16.52%
SRI 126.22 +0.96% +0.97% | £ 243% | -15.42% +21.01% +1.46% | -15.67% +21.20%
Wo

CR1mul 1965.49 -0.02% +2.09% | £+ 1.11% -6.59% +6.43% +1.37% -6.83% +6.67%
CR2mul 0.49 +0.03% +1.77% | £ 0.79% -9.11% +3.19% +2.46% -9.47% +4.11%
CR2ell 1.00 -0.87% +2.30% | + 1.28% -6.84% +6.97% +2.32% -7.34% +7.46%
CRphjet 650.24 +0.49% +1.70% +1.31% -9.76%  +12.25% +1.20% -9.92% +12.38%
SRI 841.81 +0.50% +2.36% +0.90% -6.39% +6.66% +1.54% -6.63% +6.89%
Zy

CR1mul 141.32 +0.35% +1.71% +1.08% -6.37% +4.84% +1.76% -6.69% +5.26%
CR2mul 485.77 +0.28% +1.36% +1.16% -5.08% +1.93% +1.61% -5.45% +2.76%
CR2ell 386.97 +0.51% +1.97% +1.06% -3.87% +1.38% +1.74% -4.37% +2.46%
CRphjet 36.95 +0.97% +1.67% +1.05% -6.77% +6.93% +1.56% -7.02% +7.18%
SRI 52.03 -0.46% +1.12% +0.95% -5.81% +6.39% +1.83% -6.17% +6.71%
Z(vv)y

CR1mul 1.85 +0.19% +1.32% +1.32% -5.90% +2.17% +1.47% -6.23% +2.94%
CR2mul 0.00 - - - - - - - -
CR2ell 0.00 - - - - - - - -
CRphjet 399.99 +0.33% +0.89% +1.64% | -12.02% +15.17% +1.10% | -12.19% +15.30%
SRI 3664.87 +0.25% +1.62% +1.15% -4.53% +2.59% +1.65% -4.96% +3.28%

Table 8.12: Tmpact of theoretical uncertainties, in percentage, on the event yields of V' and
~+jets samples in SRI1 (ET™ > 200 GeV) and in the corresponding CRs.

Impact of NLO electroweak corrections to Z + v samples
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Figure 8.19: E;. distribution reweighted with the NLO electro-weak corrections in an inclusive
signal region SRI0 with ET'® > 150 GeV and E;~ > 150 GeV, for the Z(vv) 4+ v samples
(left) and the Z(€¢) + ~ samples (right). The bottom panels show the ratio of the reweighted
distributions to the nominal ones. Only statistical uncertainties are shown.

Electroweak (EW) corrections at NLO for the Z(¢¢) +~ and Z(vv) + « samples were
made available, in bins of E7J., when the analysis was in an already advanced status.
This corrections has been applied to estimate their impact on the analysis results. The
reweighted E7. distributions are shown in Figure 8.19 for an inclusive signal region SRI0
with ERS > 150 GeV and EJ. > 150 GeV. As detailed in the Appendix A.3, these
corrections were tested to not affect significantly the results, and are not applied nor
considered as a source of uncertainty in the final fit.
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Theoretical uncertainties on DM simplified model

The total PDF + ag systematic uncertainties on the acceptances for a subset of signal
points (the complete table can be found in Appendix A.4) and in the exclusive and last in-
clusive regions are shown in Table 8.13, along with the uncertainties on the cross-section.
The latter includes the same sources of systematic uncertainties, but with an estimation
of their impact on the global cross-section rather than on the number of events passing
the analysis selections. They are not included in the fit but only shown as an error band
on the observed limit in the exclusion plots.

Final and Initial State Radiation (FSR/ISR) and Multi Parton Interaction (MPI) uncer-
tainties are also evaluated through the generation of additional samples with variations
of the A14 MC tune®. One pair mainly accounts for underlying event effects (VAR1),
one pair mainly for jet structure effects (VAR2), and three pairs for different aspects of
extra jet production (VAR3a, VAR3b, VAR3c). For each MC sample, all the variation
pairs are combined to get full coverage of the tune uncertainties: the total uncertainty,
reported in the last column of Table 8.13, is derived in the first inclusive E1 " bin, as the
sum in quadrature of the highest between up and down impacts of each variation pair,
and added as a single nuisance parameter in the likelihood fit.

my Moned Acceptance (% uncertainty) Cross-section MC Tuning
(GeV) (GeV) SRE1 SRE2 SRE3 SRI4 (% uncertainty) | (% uncertainty)
10 10 -2.18 4239 | -2.36  +2.68 | -3.13 +3.60 | -3.52 43.85 | -4.27 +5.18 +9.15

10 100 -2.17 4249 | -2.60 +3.07 | -3.21 +3.79 | -3.80 +4.26 | -4.27 +5.18 +13.59

10 500 -2.09 4216 | -2.39 4248 | -2.61 42.71 | -3.41 43.52 | -2.93 +3.33 +5.19

10 1000 -2.59 4247 | -2.77 4+2.63 | -3.561 +3.38 | -4.10 43.36 | -3.27 +3.30 +5.97

10 1500 -3.81 4290 | -3.71  +3.04 | -4.11  +3.09 | -5.89 +4.04 | -4.42 +3.60 +4.32
100 10 -2.05 4213 | -2.43 4252 | -2.84 4298 | -3.72 43.85 | -2.96 +3.40 +8.22
100 100 -2.07  +2.15 | -2.44 42.56 | -2.56 +2.63 | -3.57 +3.69 | -2.96 +3.40 +6.47
100 215 -1.99 4216 | -2.47 4281 | -2.71  +3.02 | -3.24 4344 | -3.14 +3.80 +5.81
500 1015 -2.92 4275 | -3.11 4293 | -3.60 +3.06 | -4.93 4+4.09 | -3.67 +3.50 +8.31

Table 8.13: PDF and scale uncertainties, in %, on the acceptance in bins of E%"SS and on the

cross section of simplified dark matter models. In the last column, the MC tuning uncertainties

are reported for inclusive FEs,

8.6 Statistical analysis
The likelihood function describing the signal and background model is given by eq. 7.1,
with
N]e%xp 8 IU/sig X n;%zg(e ( )
+ gy (g (0) + n " (0)) (8.25)
+ kyyny (6) (8.26)
+ k’yjets ’Y+Jet5(0) ( )
B
oy e (8.28)

B#Wr,Z7,7jets

https://twiki.cern.ch/twiki/bin/view/AtlasProtected/MCTuningRecommendations
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and the 6 dependence as defined in Eq 7.4. The final background estimation is obtained
by means of the background-only maximum-likelihood fit performed simultaneously in all
CRs as described in Section 7.3.3. A sketch of the CRs and the normalization factors
(kzy, kw~ and k. ;) they constrain is shown in Figure 8.20.

N

N

N leptons

Vv

85 110 200 E_Irpiss

Figure 8.20: Definition of the CRs used in the analysis and corresponding normalization factors.

8.6.1 Results in Validation Region

In order to test the fit machinery and the background estimation, a single bin background-
only fit to data in CRs with Ex"™ > 150 GeV is performed, and the normalization factors
obtained from the fit are extrapolated to the VR described in Section 8.6.1, and compared
to observed data. Pre- and post-fit results are reported in Table 8.14 and Figure 8.21,
showing good agreement, within 1o, between data and expected background yields after
the fit.

— T T T T T T T ——

—
Wy+ets [TJWy

S {s=13TeV, 139 fb" CJz(ly  [Cefjet fakes
@ Z(vv)yy —SM Total
4 ¢ Data

TIT T T

:

:

.

L ]
alindiilin

1 1 = |
100 120 140 160 180 200
ET* [GeV]

Figure 8.21: Data and background ER'* distributions in yjet-CR (85 < EX™*® < 110 GeV) and
~jet-VR, (110 < ET™° < 150 GeV) after the background-only fit, to be compared with pre-fit
distributions in Figure 8.12.
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VR 1u-CR 2pu-CR 2e-CR ~4j-CR
Observed events 1017 4425 1005 801 21991
Post-fit SM events 1102 £ 95 4425 + 67 1000 + 27 805 £ 23 21990 £ 1.50
Post-fit Z(vv)y 310+£19 3.87+0.18 0+0 0+0 379+ 18
Post-fit Z(€0)~ 8.41 £ 0.82 317+ 11 965 + 28 761 4+ 23 36.6 £4.7
Post-fit W~ 219+15 3520100 0.81+£0.13 1.98+0.62 555 £ 24
Post-fit v + jets 311+ 74 41.7+8.5 0+0 10.9 +£2.2 19580 + 290
Post-fit e — v fakes 229 + 22 1524+14 4.45+058 0.72+0.26 694 + 65
Post-fit 5 — + fakes 26 + 12 394+ 74 30+ 11 31410 750 £ 230

Pre-fit SM events 1230 £ 150 5110 £ 300 1050 + 54 855 +43 26500 + 4600

Pre-fit Z(vv)y 327+£28 4.08£0.29 0£0 0+0 400 £ 31
Pre-fit Z(00)y 8.88 £0.87 335+20 1019 + 53 807 £ 41 38.5 4.7
Pre-fit W~ 259+£30 4170£260 0.96£0.16 2.37£0.69 656 £ 56
Pre-fit v + jets 379 £ 100 51.1+10 0£0 13.6 £1.1 24000 +£ 4600
Pre-fit e — ~ fakes 229 + 22 152 +14 4.45+0.58 0.72£0.26 694 + 66
Pre-fit j — ~ fakes 26 £ 12 394+ 74 22+11 31+11 750 + 230

Table 8.14: Results of the background estimation in the VR defined with 110 < E{Piss <
150 GeV using full Run-2 data. The CRs used in the estimation are those corresponding to the
signal region defined with E1™° > 150 GeV. Results are obtained with a background-only fit in
the CRs. Each component is reported before (bottom) and after the fit (top). The errors shown

include both the statistical and systematics uncertainties.

8.6.2 Results in Signal Region

The results of the background-only simplified-shape fit in the SR are presented in this
section. The estimated factors after the fit are reported in Table 8.15, while table 8.16
summarizes the expected background yields with their uncertainties after the fit and the
number of observed events in data in the different analysis regions. The same results are
summarized in Figure 8.22 and Figure 8.23, showing respectively post fit E1 ™ distribu-
tions in the CRs and both pre- and post-fit ones in the SR. Finally, Figure 8.24 summarizes
the post-fit data and background yields in all the analysis regions. The bottom panel in
the Figure show the significance ((n,p5 — 7¢4p)/0) in each region, highlighting no excess
of data with respect to the SM expectation.

| SRE1 SRE2 SRE3 SRI4
pw, | 0.814£0.09 084+011 074+011 085+0.13
Mz~ 0.99+£0.08 089+£0.09 090+£0.11 0.86+0.12
[ +jets 0.82 % 0.21

Table 8.15: Normalization factors obtained from a background-only simplified shape fit per-
formed on the exclusive Bt~ bins defined in Table 8.8. The errors shown include both the
statistical and systematic uncertainties.
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Figure 8.22: Post-fit distributions of EF™** in the 1muCR, 2muCR, 2eCR and PhJetCR for
background predicted with a shape fit to the luminosity of the full Run-2 dataset. The dashed
band includes statistical and systematic uncertainties. The lower part of the figure shows the
ratios of data to expected-background event yields.
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SR [200,250] GeV  [250,300] GeV  [300,375] GeV  >375 GeV
Observed events 3023 1164 679 427
SM events 3070 4+ 130 1182 £ 75 680 £ 53 448 £ 42
Z(vv)y 1910 £ 110 758 + 65 468 £ 49 306 £ 40
W~ 394 + 22 159 + 15 71.0 £ 8.2 56.7+ 7.1
Z(el)y 33.2+24 9.32 £+ 0.89 4.26 +£0.48 2.69 + 0.37
v + jets 87+ 35 11.9+4.8 27+1.1 3.0£1.2
e — ~y fakes 511 + 48 188 + 18 100.9 £9.5 59.7+ 5.6
j — ~y fakes 136 £+ 28 56 4+ 29 334+ 16 20+ 11
1 CR [200,250] GeV [250,300] GeV  [300,375] GeV >375 GeV
Observed events 1081 473 256 181
SM events 1081 4+ 33 473 + 22 256 + 16 181 +13
Z(vv)y 0.938 + 0.062 0.444 + 0.041 0.278 + 0.031 0.075 + 0.010
Wgamma 857 + 40 385+ 35 198 £+ 22 147 £ 17
Z(el)y 81.0+5.9 28.7+ 2.8 15.44+1.8 8.3+1.1
v + jets 11.0+ 6.3 - 2.14+1.2 0.48 +0.27
e — ~y fakes 38.9+3.7 13.8+1.4 7.32+0.82 3.84 £0.51
j — v fakes 92419 46 + 26 33+15 214+11
2 u CR [200,250] GeV [250,300] GeV  [300,375] GeV >375 GeV
Observed events 250 111 74 38
SM events 261 + 13 107.4+ 84 68.0 + 6.6 38.44+4.8
Z(vv)y - - - -

W~ 0.0187 4 0.0050 0.134 £+ 0.037 0.101 £ 0.029 0.143 £ 0.041
Z(£0)~ 257+ 14 101.6 + 8.6 64.7+6.7 37.7+4.38

v + jets - - - —

e — ~y fakes 1.03 +0.21 0.60 £0.16 0.177 £ 0.071 0.111 4+ 0.050
j — v fakes 3.0+t54 5.14+4.0 31427 0.40 £ 0.53
2 e CR [200,250] GeV [250,300] GeV  [300,375] GeV >375 GeV
Observed events 213 82 47 36

SM events 202+ 11 85.6 + 6.8 53.0+ 5.2 35.6 +4.3
Z(vv)y — - — —

W~ 0.324 + 0.075 0.113 +0.027 0.183 4+ 0.046 0.178 4+ 0.045
Z(£0)~ 198 + 11 81.1+7.0 50.3+5.3 33.7+44

v + jets — - - 0.329 + 0.091
e — v fakes 0.098 + 0.063 0.143 + 0.060 0.065 + 0.038 0.23+0.14
j — ~ fakes 42+5.1 42+3.6 24421 1.2+1.6
~+jets CR ET"™ € [85,110] GeV

Observed events 21991

SM events 21990 £+ 150

Z(vv)y 393 £ 47

W~ 527 4+ 39

Z(£0)~ 37.9+5.2

v + jets 19588 + 290

e — v fakes 694 + 65

7 — v fakes 750 £ 230

Table 8.16: Post-fit background yields and observed data in all EX'* bins of SR and CRs.
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Figure 8.24: Summary of the post-fit event yields in the different regions of the analysis for
background predicted with a shape fit to the luminosity of the full Run-2 dataset. The dashed
band includes statistical and systematic uncertainties. The lower panel shows the significance of
the difference between data and the background prediction.

A single-bin fit is also performed in each inclusive SR. The main results are quickly
summarized here for completeness: the k-factors resulting from this fit are reported in
Table 8.17, while the data and post-fit background expectations in all CRs and SRs (de-

fined with inclusive EF" thresholds) are shown in Figure 8.25.
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Figure 8.25: Summary of the post-fit event yields in the different regions of the analysis for
background predicted with a single-bin fit to the luminosity of the full Run-2 dataset. The dashed
band includes statistical and systematic uncertainties. The lower panel shows the significance of
the difference between data and the background prediction.
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SRI1 SRI2 SRI3 SRI4
Hy 0.81+0.08 0.80+0.09 0.78+0.10 0.85£0.13
Kz~ 0.93+£0.07 0.88+0.07 0.88+£0.09 0.86=+0.12

Hytjets | 0.82£0.21 0.82+0.20 0.81+£0.19 0.82+0.21

Table 8.17: Normalization factors obtained from a background-only single-bin fit performed on
the inclusive ET°° bins defined in Table 8.8. The errors shown include both the statistical and
systematic uncertainties.

Fit with a single normalization for Z~ and W~

Table 8.15 shows that the normalization factors for the W+ and for the Zv, extracted
respectively from the 1u-CR and the 21/e-CRs, are different, especially in the low Ep™
regions, supporting the choice to normalize the two background processes separately,
despite the drawback of the potential loss in sensitivity due to higher uncertainties on
the normalization factors arising from the separate treatement of the CRs. The effect of
applying a single normalizion to both W+~ and Z~, based on the combination of the 1pu-
CR and the 2p/e-CR was cross-checked to be relatively small. Table 8.18 summarizes the
normalization factors obtained in this new configuration, with their uncertainty, while
the post-fit expected backgrounds are shown in Table 8.19, compared with the results
obtained in the nominal configuration: the uncertainty on the normalization factor for
W /Z~ processes is reduced from ~ 8 —15% to ~ 6 —10%, but the maximum impact on the
global uncertainty is a slight increase from 8% to 10% in the last E2™ bin. On the other
side, the background modelling results to be worse in the alternative fit configuration,
with the expected yields being slightly less consistent with observed data than in the
nominal fit with W+~ and Z~ separately fitted.

\ SRE1 SRE2 SRE3 SRI4

fizw~ | 0.93£0.06 0.91+0.07 0.86=+0.08 0.90=0.09
[y tiets 0.83£0.21

Table 8.18: Normalization factors obtained from a background-only “shape” fit, a single nor-
malizion to both W+ and Z~, based on the combination of the 1u-CR and the 2u/e-CR.

SRE1 SRE2 SRE3 SRI4
Observed events 3023 1164 679 427
Fit with pz and py, 3067 £153(5%) 1183 £ 75(6%) 679+ 53(8%) 447 + 44(10%)
Fit with pzy 2975 +£119(4%) 1189 +68(6%) 661 & 44(7%) 458 4 36(8%)

Table 8.19: Comparison between the background expectation, after a “shape” fit, in the stan-
dard fit configuration with separate normalization for the W~ and the zvy background processes
(first row) and in the alternative configuration with one single normalization factor shared among
the two backgrounds, using full Run2 data. The parentheses show the relative error in percent.
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8.6.3 Overview of systematic uncertainties

The NPs pull-plots in Figure 8.26 do not show any anomalous pull or constraint: the
only slightly pulled NPs are the ones associated to jet — - background estimation. The
correlation matrix among the NPs has been produced as well, and is shown in Figure
8.27.

A summary of the relative uncertainties, grouped in categories of contributions, on the
expected SM background, is shown in Table 8.20, for the inclusive regions as resulting
from the single-bin background-only fit, and for the exclusive regions as resulting from
the “shape” fit. They are determined as the post-fit impact of the nuisance parame-
ters associated to a given group of systematic uncertainties, obtained by repeating the
background-only fit setting the considered NPs to £1o (with the other NPs free to float)
and evaluating the corresponding variation on the total background yields. The relative
uncertainty ranges from approximately 3.5% to 9.8%. The purely statistical uncertainty
is dominant, varying from 2.4% to 8.5% with a relevant contribution from the statistical
precision of the 241/e-CRs adopted to constrain the normalisation of the leading Z(— vv)y
background. Concerning the systematic uncertainties, the main contribution arises from
the data-driven estimates of the jet — v and e — v background processes, as well as the
jet energy scale and resolutions. The breakdown of the single systematics are shown, for
each SR bin, in the ranking plots in Appendix A.6.

SRI1 SRI2 SRI3 SRI4 SRE1 SRE2 SRE3

(%] (%] (%] (%] (%] (%] (%]
Total (stat+syst) uncertainty 3.5 4.8 6.2 9.5 4.3 6.3 7.8
Statistical uncertainty 2.4 3.6 5.3 8.5 3.3 5.0 6.7
Fake photons from jets 1.4 2.5 2.8 4.1 1.4 3.6 3.7
Jet Energy scale/resol 1.6 2.2 2.5 2.7 2.2 2.2 2.3
Fake photons from electrons 2.1 2.0 2.0 2.0 2.3 2.3 2.1
Electrons reco/id/isolation eff. 1.0 1.2 1.3 1.4 1.0 1.0 1.2
Electron/Photon Energy scale/resol. 0.8 0.6 0.7 0.9 0.9 0.9 0.6
Muon reco/isolation eff. 0.7 0.8 0.9 1.0 0.6 0.7 0.9
E?iss soft term scale/resolution 0.1 0.4 0.7 0.9 0.5 0.2 0.5
Theoretical W/Z~, y+jets 0.5 0.5 0.5 0.5 0.5 0.5 0.5
() reweighting in MC 0.3 0.2 0.2 0.2 0.3 0.2 0.2

Table 8.20: Summary of the uncertainties (%) in the background estimate for the inclusive SRs
after the background-only fit and for the exclusive SRs after the “shape” fit. Due to correlations
among the different uncertainty contributions, the uncertainties do not add in quadrature to
provide the total uncertainty.
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Figure 8.27: Correlation matrix between the NPs of background-only simplified-shape fit. Only
NPs with at least one correlation exceeding 10% are shown.

8.7 Interpretations

Since no excess of data with respect to SM expectations is observed in the SR, exclusion
limits on new physics can be set, following the methods described in Section 7.3.3. Both
model-independent and model-dependent interpretations are provided.

8.7.1 Model-independent limit

Model-independent exclusion limits on the visible cross-section of new physics, without
any assumption on the specific model, are provided in all the SRs, either inclusive or
exclusive.
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Exclusion limits on the visible cross-section (o X A X €)

The first step consists in setting exclusion limits on the number of observable events of
new physics. The expected selected events coming from a potential new physics process
with a certain cross-section o is Ny, = L X0 X AX¢€, where L is the integrated luminosity,
A is the acceptance of the analysis selection criteria and e the reconstruction efficiency,
accounting for detector effects. The wvisible cross-section, i.e. the cross-section observable
in the analysis SR at ATLAS, is defined as o x A x €. In order to set these upper limits,
a set of single-bin fits is performed in SR+CRs, enabling a “dummy” signal component
included as a single event with a normalization factor included as parameter of interest
(POI). A scan of the CLs values for increasing value of the POI is performed, providing
upper limits at 95% CL on the number of events from new physics, 5% The expected
and observed exclusion limits (in the absence of new physics) are shown in Table 8.21,
both in terms of $°°, and in terms of the visible cross-section o x Ax e = §%° /L (identified
with (ec)?): the expected limits are the ones obtained based on an Asimov dataset [172]
built from post-fit background expectations (as resulting from the SR+CRs simultaneous
fit), while the observed ones are based on a fit to actual data. The limits in the exclusive
bins improve the ones in the inclusive regions and can therefore be advantageous for
reinterpretations in terms of any model predicting a signal largely contained within the
bin ET"° range.

SR (eo)obslb]  (eo)oaplfbl  Sops  Semp

B 5 200 GeV 2.45 2827598 3400 391771097
ET° > 250 GeV 1.42 168705 1978 233.778%0
EF° > 300 GeV 0.93 1077039 1288  148.3750%
EF > 375 GeV 0.53 0.63703% 7420 87.30755%
200 < ER'™ < 250 GeV 1.80 2.0370T0 2496  282.47195°
250 < B < 300 GeV 1.04 115703 1446 15947558
300 < B < 375 GeV 0.79 0827030 1094 11357550

Table 8.21: The observed and expected limit at 95% confidence level on the visible cross-section
ox Axe( (eo)ops) and on the number of events (S°°) in the four inclusive and three exclusive
ET"* bins.

Fiducial limit (o X A)

In order to provide useful constraints on the o x A of new physics, which rule out the
dependence on the detector and are therefore more suitable for reinterpretations outside
ATLAS, a fiducial signal region is defined at truth-level:

e photon selection: Er . > 10 GeV, |n,| < 2.37, not in 1.37 < |n,| < 1.52

e clectron selection: pp . > 7 GeV, |n,| < 2.47

e muon selection: pp, > 6 GeV, |n,| < 2.5

e tau selection: pr, > 20 GeV, [n,.| < 2.5

e jet selection: pp ;o > 30 GeV, |1,.¢| < 4.5, not overlapping with electrons or photons
within AR < 0.4

o BN > 200 GeV, EF™ > 250 GeV, EX™ > 300 GeV or EF™ > 375 GeV,
depending on the considered inclusive signal region
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e leading photon with Ey > 150 GeV, A¢(y, ERX™) > 0.4
e No electron, no muon, no hadronic taus

e At most 1 jet with pp > 30 GeV and A¢(jet, ER™) > 0.4.

The Effliss significance cut is not applied, to avoid the inconsistency between the object-
based definition used at reconstruction-level, and the event-based one (B /4 /57 ERIs)
that would be used at truth-level. The impact of this selection on signal events passing
all the other criteria is less than 5% and can therefore be considered negligible.

As already mentioned, the visible cross-section is given by o X A X € where A x € is the total
signal efficiency €., decomposed into fiducial acceptance A and fiducial reconstruction
efficiency e.

N,
€rot = —2 =AXe, (8.29)
et Ntotal

Noeoo
A = 7]{:1:[‘” (8.30)

N,
¢ = ——Teo (8.31)

Nfiducial ,

where Nyt is the total number of generated events in the truth-level MC sample,
Nyiduciar is the number of events passing truth-level fiducial selection and N,., is the
number of events passing signal region selection at reconstruction level. The fiducial effi-
ciency € therefore includes the reconstruction efficiency, thus the difference between truth-
level and reconstruction-level selections. Given the €,,,, known from reconstruction-level
selections, and the fiducial acceptance A obtained from truth-level selections, the fiducial
efficiency e can be easily derived. It is therefore possible to easily convert the visible cross
section limits (o X A X €) into fiducial cross-section limits (o x A), which may be used to set
constraints on other signals not considered in this analysis. The fiducial acceptances for
some example simplified DM models can be found in Tables A.12. The full list of accep-
tances is reported in Appendix A.7, together with the efficiencies. For Ex™ > 200 GeV,
ET™ > 250 GeV, Ex"™ > 300 GeV and ET™ > 375 GeV, the efficiency ranges from 76%
to 96%, from 74% to 94%, from 72% to 86% and from 67% to 88%, respectively. For the
corresponding exclusive bins, it ranges from 75% to 97%, from 75% to 100% and from
71% to 91%. The lowest efficiency for each signal region is used in a conservative way to
set the fiducial cross section limit, reported in Table 8.23.

8.7.2 Simplified Dark Matter model

The results of the simplified shape fit are interpreted in the context a simplified DM
model described in Section 6.1.

Rescaling procedure

The signal+background fit is performed only for the signal points generated at reconstruction-
level in the axial-vector model, providing upper limits on the signal strength pg. Since
the signal acceptance has been shown to be independent on the DM mass for a fixed
value of the mediator mass, a cross-section rescaling can be applied to derive, from these
results, also the upper limits for the other signals in the grid, generated at truth-level.

A similar rescaling procedure, following recommendations in Ref. [178], can be applied
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™y Myed | Asrr1  Asrrz  Asris  Asria | Asre1 Asre2  AsREs
(GeV)  (GeV) (%) (%) (%) (%) (%) (%) (%)
10 10 13.90 7.00 3.70 1.60 6.90 3.30 2.10
10 100 16.00 7.50 3.80 1.70 8.40 3.70 2.10
10 500 28.50 17.10 10.50 5.60 11.50 6.60 4.90
10 1000 35.60 23.80 15.80 9.10 11.90 8.00 6.70
10 1500 37.60 26.40 19.40 12.20 11.20 7.00 7.20
50 10 22.90 12.90 7.40 3.40 10.00 5.50 4.00
50 115 16.00 8.10 4.20 1.90 8.00 3.80 2.30
100 10 26.90 16.20 9.80 5.20 10.70 6.40 4.60
100 215 21.50 11.10 6.20 2.70 10.40 4.90 3.60
150 200 29.50 17.90 11.20 5.70 11.60 6.70 5.50
150 315 25.80 14.20 8.50 4.10 11.70 5.70 4.40
200 395 29.20 17.80 11.30 5.90 11.40 6.40 5.40
200 415 28.70 16.80 10.50 5.10 11.90 6.30 5.40
450 915 36.00 24.70 16.70 9.70 11.30 8.00 7.00

Table 8.22: Fiducial acceptances for a subset of signal mass points in the simplified DM model,
in the four inclusive and three exclusive signal regions.

Signal channel (a)ﬂgs [fb] (0'>22p [fb]
BRI 5 200 GeV 3.24 3737103
BRI 5 950 GeV 1.93 2.287089
BRI S 300 Gev 1.28 1.4775:50
ERSS 5 375 GeV 0.80 0.9470:52
200 < ER'™ < 250 GeV 2.39 2717593
250 < ER™ < 300 GeV 1.39 1531057
300 < EY° < 375 GeV 1.10 1.147533

Table 8.23: The observed and expected limit at 95% confidence level on the fiducial cross-
section o x A ((a)?js) in the four inclusive and three exclusive ET > bins. The expected limits

at +1o are also reported ((:7)22?).

also for reinterpretations in terms of a vector mediator model or with different couplings,
because the choice of mediator and couplings only affects the cross section and not the
signal acceptance. In the on-shell region an analytical approximation of the cross-section
can be applied:

Fqu\//\/rfx%//\/
Tav/v X XX aq i (8-32)
Dyvv +Tavyy +Tavyv
where the widths for the axial-vector and vector models are given by:
X 2
M
127
NE g% M, 2
XX cy med
X = f;ﬁ <1 + 2Xd>,BX0(Mmed —2my) (8.34)
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with X labelling either the x particle or a quark or lepton, Né( the number of color

2
mX

M2

med

charges for the given particle (i.e. 3 for the quarks and 1 otherwise), 8 = /1 —4

and 6 the Heaviside function.

When reaching the off-shell region, this approximation is no more valid. Therefore, the
cross-section for the off-shell and transition region is taken from the truth-level genera-
tion of the diagonal signal points in the grid for each choice of the mediator and couplings.

Results

A simplified shape fit corresponding to the 4-bin configuration: 200-250-300-375 GeV is
performed for the simplified model with an axial-vector mediator and couplings g, = 0.25,
gy =1 and g,=0.0. Figure 8.28 shows the observed and expected contours corresponding
to a 95% CL exclusion as a function of m,,.; and m, for this initial scenario and for
other scenarios obtained through the rescaling procedure. The limit curve is given by the
interpolation of mass points corresponding to an upper limit uf:igm = 1. The region of the
plane under the limit curves is excluded, while the region not allowed due to perturbative
unitarity violation is the one at the left of the line defined by m, = /7/2my,.q. The line
corresponding to the DM thermal relic abundance measured by the Planck collaboration
[41] is also indicated and calculated following prescriptions in [178]. In Figure 8.29, the
grid of the upper limits on the signal strength and on the cross-section of new physics
(obtained by multiplying the limit on the signal strength for each signal by its theoretical
cross-section) are shown, for the different signals, and for the nominal scenario with
leptophobic Axial-Vector mediator. oy,., = MZSZZL“ X 0,5 (obtained by multiplying the
upper limits on signal strength).

Comparison with Direct Detection experiments

To highlight the complementarity with DM Direct Detection (DD) searches (briefly de-
scribed in Section 2.3.1), the contours in the m,-m,,.q plane obtained for a specific choice
of mediator and couplings can be directly translated into bounds on the y-nucleon scat-
tering cross-sections. Three different results are presented by DD experiments, depending
on the scattering spin dependence and on the nucleon against which the hypothetical DM
recoils: for Spin Independent (SI) interactions, the scattering cross-section with protons
and neutrons are assumed to be equal (0%, = o5;), thus providing a single result, while
Spin Dependent (SD) results are separately shown for protons (¢% ;) and neutrons (c5p)
as recoiling nucleons.

Concerning simplified DM models, different scattering interactions can happen depending
on the nature of the mediator. For axial-vector mediators (and pseudo-scalar ones), SD
scattering are induced, while vector (or scalar) mediators give origin to SI interactions.
The translation is performed following the procedure described in Ref. [178]. For SI and
vector mediators, the DM-nucleon scattering cross-section can be expressed in the form:

1299510y
ooy = L Ja)9xHnx 8.35
SI 7Taned ( )

where uix = m,m,/(m, +m,) is the DM-nucleon reduced mass with m,, ~ 0.939 GeV,
gy is the mediator-DM coupling, and f(g,) is the mediator coupling to the nucleon. The
dependence of the latter on the mediator-quark coupling is the main ingredient of the
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Figure 8.28: The observed (solid line) and expected (dot-dashed line) 95% CL exclusion con-
tours on the m, —m,,.q plane for a simplified DM model involving an axial-vector mediator with
couplings g, = 0.25, g, = 1 and g, = 0. The area under the limit curve is excluded. The region

on the left of the line defined by m, = \/m/2my,.q is excluded by the perturbative limit which
is relevant for axial-vector mediators. The relic density curve is also shown.

translation procedure itself: for the vector mediator case, this term assumes the simple
form f(g,) = 3g,. It is therefore possible to express og; in terms of the simplified DM
model parameters:
2 4 2
2 . gqu 1 TGV :unx
0.25 M, eq 1 GeV

051_69><10 (836)

Similarly, for the SD and axial-vector mediator case, the scattering cross-section is

3 2 2 i
oo = W (8.37)

with f(g,) = 0.32g, under the assumption the the g, coupling is the same for all quarks,

thus leading to:

2 gqu ? 1 TeV : ,unx 2
0.25 M, ed 1 GeV

osp ~2.4x 107" cm (8.38)



8.7. Interpretations 187

Since DD experiments provide their results at 90% CL, exclusion limits at the same
CL are provided also in the mono-photon analysis, for a coherent comparison. The top
plots of Figure 8.30 show the 90% CL exclusion limits on the y—proton and y—neutron
spin-dependent (SD) scattering cross-sections versus m,, in the axial-vector model with
couplings g, = 0.25, g, = 1 and g, = 0. The bottom plot of the same figure, shows the
90% CL exclusion limits on the x—nucleon spin-independent (SI) scattering cross-section
versus m,, for the vector model with couplings g, = 0.25, g, = 1 and g, = 0. In this case,
direct detection searches provide generally stronger limits, but the mono-photon results
are still competitive for m, <2 GeV.
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Figure 8.29: Upper limits on the signal strength (left) and on the cross-section (right) for the
different signal points in the m,-m,,.q grid. The observed exclusion limit at 95% is also shown,
as well as the perturbative limit and the relic density curve.
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Figure 8.30: The 90% CL exclusion limit, as a function of the dark-matter mass m, on: (top
left) x—proton spin-dependent scattering cross section in an axial-vector model with couplings
gy =1, g, = 0.25 and g, = 0, compared to direct DM searches [187, 188, 189]; (top right) x—
neutron spin-dependent scattering cross section in an axial-vector model with couplings g, = 1,

. = 0.25 and g, = 0, compared to direct DM searches [190, 188, 191, 192]; (bottom) x—nucleon
spin-independent scattering cross section in a vector model with couplings g, = 1, g, = 0.25 and
ge = 0, compared to direct DM searches [193, 194, 195, 196]






CHAPTER 9

Search for Dark Photon from Higgs boson decay, in
ZH production model

The observation of a Dark Photon (,) would be an hint of the existence of the Dark
Sector, thus opening to several scenarios towards the explanation of the nature of DM.
In addition to being a possible way to explore the Dark Sector, strong motivations for
the search of this particle arises from its potential contribution in solving the small-
scale structure formation problems [197, 198], as well as being a possible source for the
Sommerfeld enhancement of DM annihilation required to explain the PAMELA-Fermi-
MS2 positron anomaly in terms of DM [199], or making asymmetric DM scenarios viable
[200]. Going beyond DM related possible consequences of the existence of a Dark Photon,
this new particle would also be part of a new paradigm to solve the hyerarchy problem by
generating exponentially spread SM Yukawa coupling [146] from unbroken U(1) p quantum
numbers in the Dark Sector, as mentioned in section 6.2.1.

The analysis described in this Chapter [201] is a search for a Dark Photon produced from
the Higgs boson decay into a photon and a Dark Photon, in the associated Higgs boson
production mode (ZH), as shown in the Feynman diagram in Figure 9.1. The final state
is therefore composed of two opposite sign and same flavour leptons from the Z boson
decay, one photon and missing transverse momentum (signature of the “invisible” 7).
The analysis has been performed on the full Run-2 dataset, collected by the ATLAS
experiment between 2015 and 2018.

Figure 9.1: Feynman diagram for the H — v, decay via ZH production mode.

189
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9.1 Data and MC simulations

9.1.1 Data

Similarly to the mono-photon analysis, the pre-selections described in section 7.1.1 are
applied to both data and MC simulations. A high efficiency unprescaled trigger is em-
ployed, selecting single- or di-lepton events, i.e. events with at least one o two electrons or
muons [202, 203] with pp thresholds defined based on the data-taking conditions during
different periods [204]. In particular, single-lepton triggers with low pp threshold and
lepton isolation requirements are combined in a logical OR with higher-threshold triggers
without isolation requirements. In addition, di-lepton triggers complement the single
lepton trigger, requiring two leptons satisfying loose identification criteria, with low pr
thresholds for electrons and muons (including asymmetric thresholds in the muon case).
The addition of the di-lepton triggers allows to enhance the signal efficiency by about 3%
- 3.6%, depending on the Dark Photon mass points for combined Z — ee and Z — upu
final states. The trigger definitions are summarized in Table 9.1.

Period Electron Muon

Single-lepton
2015 pr > 24, 60, 120 GeV  pr > 20, 50 GeV
2016-2018  pp > 26, 60, 140 GeV  pp > 26, 50 GeV

Di-lepton

pr > 18 GeV, p2 > 8 GeV
pr,pe > 10 GeV
pr > 22 GeV, pa > 8 GeV
plT,pQT > 14 GeV
pp > 22 GeV, pr > 8 GeV
plT,p2T > 14 GeV

2015 p%,p% > 12 GeV
2016, 2018  pr,pe > 17 GeV

2017, 2018  pi,pa > 24 GeV

Table 9.1: List of single-lepton and di-lepton triggers.

9.1.2 Monte Carlo simulations

The configuration for the Monte Carlo (MC) simulated samples for signals and back-
grounds are summarized in Table 10.1.

The simulation of the particle interactions with the ATLAS detector is performed mostly
using the GEANT [159] generator, except for the signals with massive Dark Photon and
the tW+~ background process, for which fast parameterized simulation of the ATLAS
calorimeters [161] was used. The pile-up was modelled from minimum-bias interactions
generated with PyTHIA8.186 [163] and with the A3 parameters tuning [205] and overlaid
onto the simulated hard-scatter events according to the luminosity profile of the recorded
data. All simulated samples, except those produced with the SHERPA 2.2.1 [182] event
generator, used EvtGen 1.2.0 [206] to model the decays of heavy-flavour hadrons.

9.1.3 Signal

The signal Model

A “Hidden Valley” scenario is explored [207]: it consists in a model featuring a new light
hidden sector, decoupled from the SM sector at relatively low energy scales (of the order
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Process Generator ME Order PDF Parton Tune
Shower
Signal samples
ZH,H = vy4 POWHEG-BOX [v2] NLO NNPDF|3.0nlo] PYTHIA [8.245] AZNLO
SM background samples

VAQCP SHERPA v2.2.8 NLO (up to 2 NNPDF]3.0nnlo] SHERPA SHERPA
jets), MEPS@NLO
LO (up to 3 jets)

VAWK MADGRAPH5_aMC@NLO LO NNPDF[2.310] PyTHIA [8.240]  Al4

[v2.6.5]

79¢P SHERPA v2.2.1 NLO (up to 2 NNPDF[3.0nnlo] SHERPA SHERPA
jets), MEPS@NLO
LO (up to 4 jets)

ZEWK SHERPA v2.2.1 NLO (up to 2 NNPDF[3.0nnlo| SHERPA SHERPA
jets), MEPS@NLO
LO (up to 4 jets)

Single t-quark/tt Pownec-Box [v2] NLO NNPDF[2.3lo] PyTHia [8.230] Al4

tt, (V,VV), Wty MADGRAPH5_aMC@NLO NLO NNPDF[2.3lo] PyTHia [8.210] Al4

[v2.2.3]

SM Higgs boson PowHEG-Box [v2] NNLO PDF4LHC15 PyTHIA [8.230] AZNLO

VVy SHERPA v2.2.11 NLO (0 jets), NNPDF[3.0nnlo] SHERPA SHERPA
LO (up to 3 jets) MEPS@NLO

VvV /VVV SHERPA v2.2.2 NLO (0 jets), NNPDF[3.0nnlo] SHERPA SHERPA
LO (up to 3 jets) MEPS@NLO

Table 9.2: The configurations used for event generation of signal and background processes.
V refers to an electroweak boson (W or Z/4*). The matrix element (ME) order refers to the
order in the strong coupling constant of the perturbative calculation. The tune refers to the
underlying-event tune of the parton shower.

of the TeV scale) to evade current experimental limits. The valley particles are assumed
to be charged under a given valley group (an U(1) group in the Dark Photon case), but
neutral under SM gauge groups. On the other hand, SM particles are required to be
neutral under the valley group. A messenger field is therefore required, coupling both to
the SM and the hidden sector. This kind of models represent a good generalization of
more specific UV complete models, thus providing a certain degree of model-independence
to the search.

MC production

For the signal process H — 77,4, the ZH Higgs boson production mode is considered,
including both the contributions from ¢q and gg initial states, for a global production
cross-section of 0.884 pb [208]. The Higgs boson decay into a photon and a Dark Photon,
H — ~v, is simulated in the Hidden Valley scenario [207], as implemented in PYTHIAS.
The matrix elements are estimated using POWHEGvV2 [209, 210] with the NNPDF3.0
PDF libraries [179]. The ¢¢ — ZH and gg — ZH events are generated at NLO and
LO respectively, while the Higgs boson decay and the hadronization and showering are
performed with PyTH1A8.245 [163] and CTEQ6L1.AZNLO tuning [211]. The SM Higgs
boson is considered, with mass of 125 GeV, width set to the SM one equal to 4 MeV [208]
and the complex pole scheme [212] turned off.

Different Dark Photon masses are considered, for a total of six Monte Carlo samples with
masses equal to 0, 1, 10, 20, 30, 40 GeV. The mass range is chosen to provide similar
kinematics among different signals, thus ensuring the analysis optimality in the full range.
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9.1.4 Background

The analysis is dominated by reducible background, while the irreducible one from V'V~
final states (V being any of W, Z) with both V bosons decaying leptonically, is overall
subdominant. Monte Carlo simulations for all processes potentially entering the analysis
selection were performed, including electrons-faking-photons backgrounds for preliminary
studies, despite them being ultimately estimated through a purely data-driven method.

The analysis background

The main background processes are listed here, according to their categorization adopted
in the statistical analysis:

e VV«y : mainly constituted by the irreducible background from Z(— €0)Z(— vv)y
events, with some contribution from W (— ¢*v)W ™ (— £~ )y when the W bosons
decay into same flavour and opposite sign leptons, casually falling in the Z mass
window;

o Electrons-faking-photons (e — v): dominated by Z(— €)W (— ev). Other events
can give contribution to this background due to undetected leptons, Z(— €0)Z(—
ee) and VVV with V = Z, W, or due to failed b-tagging in £/Vt and VVit;

e Fake EF™: arising mostly from jet energy mismeasurement and dominated by Zv
and Z + jets production (Z+ + jets and Z + jets. In the latter, the reconstructed
photon in the final state is not a real photon, but rather a jet mistakenly identified
as a photon (5 — «). Both electroweak and strong components are considered,
differing by the electroweak coupling constant order, equal to a%WK for the strong
component, and a%WK for the electroweak one; Additionaly, Zvy and ZH(— ~v)
with an undetected photon, and ggF or VBF Higgs boson with H — Zv give a
further negligible contribution.

e Background from top quark production: including additional events with top quarks
in the final states and with a genuine photon, tWW+v and ttv, or a photon from jet
misidentification, t# and single top-quark production;

e W~: subdominant background characterized by a jet faking a lepton;

e Other background from Higgs boson production: category collecting other extremely
subdominant (less than 0.1% contribution) background processes from Higgs boson
decays into Zv: ttH(— Z~) events failing b-veto, the irreducible Z(— vv)H(— Z~)
and W(— fv)H(— Z~) with an undetected lepton.

MC simulation

The Z~v + jets and Z + jets processes, as well as the Z electroweak, VV~v, VV and VVV
ones, were generated using the SHERPA generator, at NLO, with NNPDF30_nnlo_as_0118
libraries and tuning developed by the SHERPA authors [179] for the Parton Shower. The
MADGRAPH generator [156] was used for the Zv electroweak process, simulated at LO,
and for the NLO simulation of the ¢ty and the Wty backgrounds, while single-top, tt
and the Higgs boson backgrounds were produced using POWHEG-Box [209], the first
ones at NLO, the latter at NNLO. Both the MADGRAPH and POWHEG-BOX generators
were coupled to PYTHIA [163] for the parton shower simulation and the hadronization,
mostly with NNPDF2.3LO libraries [213] and the Al4 tune [205], except for the SM
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Higgs boson backgrounds for which the PDF4LHC15 libraries with AZNLO tune were
employed. Additional details about the background simulation is given in Table 10.1.

9.2 Event selection

9.2.1 Physics objects selection and overlap removal

The physics objects selection is summarized in Table 9.3, dividing into “baseline” and
“selected” objects as described also for the mono-photon analysis in Section 8.2. To solve

ambiguities, the same Overlap Removal procedure as in Table 7.1 is applied.

Object ‘ Feature ‘ “Baseline” ‘ “Selected”
pr > 10 GeV pr > 20 GeV

Photons | 1 <237 <237
Identification WP (sec. 4.2.4) Loose Tight
Isolation WP (sec. 4.2.4) - FizedCutTight
pr > 10 GeV > 20 GeV
In| <247 In| < 2.47

Electrons | .k to-vertex association |zg]sin® < 0.5 mm 20| sin 0 < 0.5 mm

|dol/cg, < 5.0

Identification WP (sec. 4.2.5) LooseBLayer MediumLH
Isolation WP (sec. 4.2.6) - FizedCutLoose
pr > 7 GeV > 7 GeV
In| <25 <25

Muons L . |zo] sin @ < 0.5 mm
Track-to-vertex association |zp|sinf < 0.5 mm ldol /4, < 3.0
Identification WP (sec. 4.3.1) Medium Medium
Isolation WP (sec. 4.3.2) - FCLoose
Collection AntiKt4EMPFlowlJets (PFlow)

30 GeV

Jets b > ¢
Inl <45
JVT WP (tab. 4.6) Default
Jet Cleaning (sec. 4.4.6) LooseBad

miss WP (tab. 4.8) Tight (PFlow Eg )

T Soft Term Track Soft Term (TST)

Table 9.3: Selections criteria and isolation/identification WPs for different physics objects

9.2.2 Signal Region definition

The signal signature is expected to be characterized by sizeable ET iss recoiling against
the v¢¢ system, with the two leptons being same flavour and opposite sign, and having
invariant mass consistent with the Z boson one. The Signal Region (SR) selection criteria
are optimized by means of the AHOI (A Horrible Optimisation Instrument) tool [214],
which performs a scan of rectangular cuts testing all possible combination of cuts on
a given set of variables, based on a chosen metric. In particular, the AMS metric was
adopted, AMS = /2[(s +b)In(1 + s/b) — s]. A first optimization step was based on 9
input variables and 5 cut values each. The optimization was then refined progressively
reducing in two further steps the number of variables and increasing the cut values: 7
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variables and 10 cut values, and finally 4 variables and 100 cut values.

The final SR of the analysis, detailed in Table 9.4, is the results of this optimization
and other additional selections introduced based on the expected final state: one photon
and two opposite sign and same flavour leptons are required, with a di-lepton invariant
mass consistent with the Z boson mass (in an AHOI optimized window). The lepton
pr thresholds are chosen to ensure that the trigger is fully efficient. At most 2 jets are
accepted, and b-tagged jets are vetoed, in order to suppress background contributions
from processes involving top quarks. In addition, a selection criterion on the invariant
mass of the leptons and photon system, mg,, > 100 GeV is optimized through the AHOI
procedure and is particularly effective in the rejection of the background from Drell-Yann
processes in Z" 7 events. The threshold on ET™ > 60 GeV is defined by AHOI scan as
well. Finally, a high separation between the Ex"* and the leptons and photon system is
ensured by the Ag(FF™, p7), originally included as part of the ABCD method definition
detailed in section 9.3.1. The background yields, according to pure MC simulations, and

Two same flavour, opposite sign, medium ID and loose isolated leptons,
with leading pp > 27 GeV, sub-leading pp > 20 GeV
Veto events with additional lepton(s) with loose ID and pt > 10 GeV
76 GeV < my, < 116 GeV
Only one tight ID, tight isolated photon with EJ. > 25 GeV
BRI 5 60 GeV with Ag(Fp**®, pi”) > 2.4 rad
My, > 100 GeV
Njt <2, with plif* > 30 GeV, || < 4.5
Veto events with b-jet(s)

miss

Table 9.4: Optimised kinematic selections defining the signal region for ¢¢+~+FEr

the signal yields for the massless Dark Photon case after SR selections are reported in
Table 9.5. The event yields and acceptance after each cut of the SR, for the signal with
massless dark photon, are reported in Table 9.6.

Channel Signal Zy Z+jets Top tt Topy VVy vv SM Higgs boson W Total background
ee 19.3+0.2 155+15 274+55 3.5+07 25+1 1.9+01 26+1 27+£1 0.41 £0.01 35+15 517 £ 57
o 224+02 283+18 380+£63 46408 26+1 24+01 35+1 24+1 0.54 +£0.01 1.6+1.1 758 £ 66

Table 9.5: Expected event yields for signal and background in the SR corresponding to
£ =139 fb'. Signal events are for massless 4, assuming BR(H — 7v4) = 5%. Events for
background processes are categorised as Zv (QCD+EWK Zv), Z+jets (QCD+EWK Z+jets),
Top (single top-quark, Wt), tt (t,ttV,ttVV), Topy (Wty), VVy (WWn~, W Zy, ZZv), VV
(WW,WZ,ZZ), SM Higgs boson (ggH,VH, VBF H) and W~ (QCD+EWK W+). Only statis-
tical uncertainties on the simulated samples are shown.

Boosted Decision Tree As highlighted in Table 9.5, the SR is still strongly dominated
by backgrounds over the signal process. The sensitivity of this analysis is indeed driven
by the employment of Machine Learning techniques, rather than the simple cut and count
method itself. In particular, the Boosted Decision Tree (BDT) algorithm is used, with
the XGBoost classifier [215], to gain an optimal discrimination between the signal and
the different background processes.
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Channel \ ee \ jn

Selection | Yields €x A [%] | Yields € X A [%]
Filter efficiency 396 100 396 100
Preselections 101.1 £0.5 25.5 | 101.1+0.5 25.5
Trigger 100.7 £ 0.5 25.4 | 100.7£0.5 25.4
ee or pp channel 38.0+0.3 9.6 45.3+0.3 11.4
Veto extra photons 37.9+0.3 9.6 45.2 +£0.3 11.4
Veto extra leptons 37.8+£0.3 9.5 45.24+0.3 11.4
Leading lepton pp 37.8+0.3 9.5 45.24+0.3 11.4
Photon pr 36.8 £ 0.3 9.3 44.14+0.3 11.1
ER™® 22.6 +0.2 5.7 | 26.540.3 6.7
my 21.7£0.2 5.5 25.24£0.2 6.3
myy 21.7+0.2 5.5 25.1+0.2 6.3
AG(EFS g7 19.3+0.2 49 | 224402 5.7

T s P

Table 9.6: Yields and A x € after each cut of the SR for 139 fb™' for a ZH, H — Y4 signal
with massless dar photon. Generator-level filters are taken into account in the determination of
the total number of events. Only the statistical uncertainty is shown.

The training of the BDT is performed using MC events satisfying the SR selection crite-
ria, with a 5-fold cross-validation to avoid over-fitting, consisting in splitting all samples
in 5 subsets and associating the BDT score to each of the 5 sets, based on a training
performed on the remaining 4. The same subdivision is then propagated also to data. In
addition, the two-samples Kolmogorov-Smirnov (KS) test [216] is implemented, against
over-training. Several input variables were tested, observing a good stability of the BDT
with respect to the inputs. The final input variables, listed in order of importance (as
shown in top right plot of Figure 9.2), are: EF™ significance, mp(y, ER™%), myy, T

. , the latter exploiting the expected balance in signal
T

myg, and Abs,,

events.

The hyperparameter tuning for the BDT training is based on a combination of scikit-
learn’s RandomizedSearchCV, which randomly scans the hyper-parameter space by sam-
pling a fixed number of parameter settings from given distributions, and GridSearchCV,
which tests all possible combinations of hyper-parameters. The 5-fold cross-validation
is used also for this test, and the area under the ROC curve is taken as a metric. The
decision score and the ROC curve obtained for each fold, are presented in Figure 9.2,
together with a comparison of the ROC curves obtained using a different set of signals
events (i.e. all Dark Photon masses or one single mass) or using looser selections (noA-
HOI) for the training. These two comparisons underline an overall good stability of the
BDT. In particular, the similar performance when performing the training with different
Dark Photon masses are a further hint of the similarity in the kinematics. Similar tests
were also performed varying the input variables, showing no relevant improvement from
the inclusion of additional variables in the training.

9.3 Background estimation

As already anticipated, the background estimation relies on data-driven techniques for the
dominant background arising from “fake” E1"™ and for electrons-faking-photons (e — ),
with the first background source including also events with jets-faking-photons. The

irreducible background is normalized to data in a specific V'V~ CR, while the remaining
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Figure 9.2: The BDT decision score (top left) and ROC curves compared among different folds
(bottom left) and combination of 4 masses (bottom right) with a feature set of 6 variables, and
impurity-based feature importance as resulting from a training with 8 input variables.
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background sources are extracted from pure MC simulations.

9.3.1 Fake EF° background

The “fake” EF"** background is derived by means of an ABCD method (the generalities of
which are described in paragraph “ABCD method” in section 8.4.3), specifically optimized
for this analysis. Being all regions dominated by “fake” EF'> processes, differently than
the ABCD method described in section 8.4.3, the leakage of true E1'™° events in the CR
is accounted for by a simple subtraction, in each region, based on MC and on the e — ~
in-situ estimate described in the following section, rather then on leakage coefficients
analogous to the ones employed in the mono-photon analysis, which were observed to be
extremely unstable due to small statistics. _

Defining A the SR and B, C and D the CRs, the “fake” E}"*° background in region A is

obtained as:

b,data nrb,data b,MC A7b,MC
N Ne - New o Ni Np 9.1)
A b,data ) b,MC r7b,MC :
Np Ng™ " Ng

where Né’(’dam and Nf(’MC are respectively the number of data after the subtraction of

true B contribution based on MC, and the MC yields for the “fake” ET* background
in region N3,

Method optimization

Several variables and selection criteria were tested, in order to identify the best choice for
the fake ET"*° ABCD, looking for a pair of weakly correlated variables, providing good
discrimination between the signal and the background in region A, while maintaining a
statistically relevant population in regions B, C and D.

More specifically, the following optimisation criteria were used:

e R stability: weak dependence of the R coeflicient on the choice of the cut values,
to ensure good solidity of the method and reduce potential sources of systematic
uncertainties;

e R value close to 1, to ensure low correlation among the two variables;

e High signal efficiency of the selection criteria applied to the two ABCD variables
N

(€sig = =13 ), to enhance the analysis sensitivity and minimise the leakage of

the signal in the B,C and D regions.

e Good statistics in all the CRs to minimize uncertainties of statistical origin.

An optimal handling of the R factor, and detailed cross-checks of its reliability are a key
point of the method optimization, being it the only ingredient which strongly depend
on the MC simulation of exactly those processes with “fake” ET'™ for which we are
developing a data-driven estimate assuming them to be poorely modelled.

The optimization focused on the Z+v + jets process alone, entering the SR only due to
“fake” Eq ™", while temporarily not considering the Z +jets process which is characterised
also by jets misidentified as photons. The same optimization procedure, applied to a
composition of Z+ + jets and Z + jets, was afterwards proved to provide similar results
(Appendix B.1).
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Choice of the variables defining the ABCD plane The first step was the choice of
the variables, based on the R stability and signal efficiency criteria. For each tested pair
of variables, a scan over different cut values was performed, with an optimization metric
based on a Ranking Value (RV), defined to evaluate a single combination of cuts for a
given pair of variables, preferring high signal efficiency, and R values closer to 1 and with
lower statistical uncertainty (% ):

6 .
RV = —%8___ (9.2)
(R+ 7)%

and a Figure of Merit (FoM), defined as:

RV})est

FoM = 5
XR

(9.3)

where RV, is the highest RV achieved in the cuts scan and X%% is the result of the
reduced X2 test performed, for each pair of variables, over all R values obtained with the
different tested cuts.

The EF™5 and EF™ significance variables were tested as one of the two variables of the
ABCD, the latter requiring a further cut on top of the SR while the first is already part
of SR as previously defined (an attempt was also made to combine the two, as detailed in
Appendix B.2, showing no particular improvement). As a second variable, several quan-
tities were tested, exploiting the discrimination power arising from the anti-alignement
between the EmlSS and the leptons and photons in signal due to momentum conservation,
as opposed to some degree of randomness expected in the studied background:

. AQS(E”“SS —|—pT7pT) and Ad)(Em”S,ﬁlql«“) , defined as the azimuthal angle difference

between Ep'** + Py and P or X% and ]51%7 respectively, where phe (ﬁlqlﬂ) are the

vector sum of the leptons (leptons and photon) pr. Since the photon and the leptons
are expected to balance the missing transverse momentum produced by the Dark
Photon in the signal, A¢(ER"™ + }3’77171#) and Agb(Emzss,ﬁlle) are expected to peak
at 7, while the background will have a more flat distribution, as the “fake” E&isS
which characterizes these events will have no preferential direction with respect to
the di-lepton system;

|EFS 1 G| BF and |EP™° + 52|/ BT +plY| | expected to be close to zero
for signal events;
. A(;S(Emws + 4Y nearest(EF™**, 52Y)) , defined as the difference between the sum

EF* 4+ 5l and the nearest object among the two addends. As a consequence of
the deﬁmtlon the mathematical upper boundary is 7;

min g, {AG(E7™*, p77")} defined as the A¢ between the EF'™ and the closest

reconstructed object. The background is characterised by an higher contribution

from events with mznobJ{AqS(Emlss,ﬁ}bj )} close to zero, typically due to a mis-

reconstructed object producing most of the fake E&sS:

| Y|, defined as the absolute value of the vector sum of the two leptons and the

photon. In the signal events, due to the momentum conservation, By = —p#y

Using EF™° significance as a first variable provided worse performance than ER,

also due to the lower statistics. The performance, focusing on R stability and value, is
shown in Figures 9.3 and 9.4, which display the R values for different cut values, for the
best combination including B4 significance and BT respectively. Each line shows the



9.3. Background estimation 199

value of R for different cut values on the first variable of the pair (x axis), while differ-
ent colours represent different cut values on the second variable of the pair. An optimal
behaviour would manifest with a flat distribution and almost overlying different colours.
The best performance was obtained for Ef™ and A¢(EF**, le) . More quantitative
results of the scan are shown in Table 9.7, showing the R, FoM and x2 values for all tested
configurations with Em™S.

Var | R(ee) | R(uw) | FoM (ee) | FoM (up) | xh(ee) | xh(un)
AG(EF™® pJ]y) 0.9412 4 0.0180 | 1.1208 + 0.0205 20.8627 8.4688 0.2721 0.6920
Aqs(E;'”” + P ) 0.6677 £ 0.0167 | 0.7252 % 0.0176 5.5884 6.1424 0.8653 0.8505
|E"”‘5 ‘”y\/E"”“ 1.1656 + 0.0299 | 1.2967 + 0.0297 0.4854 0.8103 11.0121 6.6320
|E’"m + Y| /| B 4 plty) 0.5177 + 0.0127 | 0.6052 + 0.0136 0.6314 1.8626 7.7196 2.8236
AG(EF™® 4 Y nearest(EF™*, p4¥)) | 0.7515 + 0.0166 | 0.7780 = 0.0160 2.2223 3.6549 2.5473 1.6708
mmobj{A¢(E’”“, P277)} 1.0282 + 0.0218 | 0.8636 + 0.0182 4.7656 7.3926 1.0640 0.6588
(7 1.2715 4 0.0225 | 1.3739 + 0.0223 1.9635 1.1373 3.4322 6.3268

Table 9.7: Results of the ABCD tests based on Ef™™ variable. The values shown are the ones
corresponding to the highest RV among a set of cuts tested. The error shown corresponds to the
statistical uncertainty.
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Figure 9.3: Stablhty of R varying the cut values, for the best found combination using Et
significance (BT significance and A¢(E7"** +p%, fr) ), in the ee channel (left) and pu channel
(right)
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Figure 9.4: Stability of R varying the cut values, for the best found combination using Et
(B and A¢(E7™®,1¥) ), in the ee channel (left) and py channel (right).

To help visualizing the low correlation between these two variables for fake Emlss

background, as well as the discrimination with respect to the signal, the 2D plots of Ep

miss
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versus Ag(E*, ﬁl:,l«y) and A¢(Eqs*, ﬁl:ﬁy) versus B2 variables for the signal and for
Z~ + jets events are shown in figure 9.5, for both ee and pp channels. The histograms
drawn in black on top of the 2D plots correspond to the mean of the y-axis variable in
bins of the x-axis variable: the flat behaviour for Z+ is a further hint of the fact that the

omiss ly

B shape does not strongly depend on the A¢(E7"**,51”) region considered.
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Figure 9.5: 2D plots, in the ee (top) and pp (bottom) channeld, of ER™ VS
AG(ER™ 5 (left) and Agi)(E}”Zsszﬁlqiy) VS ET™ (center) for the Zv + jets process. As
a comparison, A¢(EF"*, 7) VS EX'™ is also shown for the signal (right). The histograms in

black represent the mean value of X' in each A¢(E7"**,7¥) bin (and viceversa).

Impact of Z + jets The impact, on the R value, of considering both Z~ + jets and
Z + jets instead of Zvy + jets only was also tested, and is shown in 9.6: the overall R
stability is conserved, and the value remains close to 1.
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T T T T T T E'
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Figure 9.6: Stability of the R coefficient estimated from Z~ + jets and Z + jets MC samples, ,
in the ee channel (left) and pp channel (right).
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Cuts optimization The selections defining the 4 regions of the method have been
optimized looking for a compromise between the maximization of signal efficiency in the
SR (A) and ensuring a reasonable statistics in all regions. A gap region in Ex " have been
added, defining two additional A’ and C’ regions (Figure 9.7), both to further suppress the
leakage of Dark Photon signal and true E¥™** events in the B and D regions and to build
a Validation Region where to test the method and the accuracy of the MC description of

the correlation factor R.

The final ABCD method
Summarizing, the B2 regions are defined as:

e 30 GeV<ET™ <40 GeV for the B and D regions
o 40 GeV<ET™ <60 GeV for the A’ and C’ regions
o E¥IS 5 60 GeV for the A and C regions

while the A¢( ﬂ?”siﬁq{y) cut has been set to Ag( H}niss,ﬁl:,lﬂy) > 2.4 for the SR. A sketch

of the different regions is shown in figure 9.7.

P

—

A¢( E _rlr_1iss
N
»

30 40 60 E_rl'giss

Figure 9.7: Scheme of the ABCD regions with the A’ and C’ regions. The z— and y—axis are
inverted w-r-t Figure 9.5.

Figures 9.8 and 9.9 show the data/MC agreement for the two chosen variables, Ep'™

and A@(EF"*, p¥) | in the ee and pu channels, in all the CRs of the method. The overall
agreement is good, but some mismodelling can be observed in the A¢(E7" Zss,ﬁl%y) variable

(resulting in the offset between data and MC in the low Effliss region). Nevertheless, when
combining MC information in the computation of the R value, this mismodelling is ob-
served to have no negative impact, as the R value itself is validated to data in the VR (see
Section 9.3.1). This highlights one of the advantages of this method which has the poten-
tialities to somehow “rule out” the mismodelling taking advantage of the non-correlation

feature.

The R coefficient is estimated from a composition of all the MC samples associated
to processes with fake ET™°, with dominant contribution from Z~ + jets and Z + jets
and its uncertainty is obtained through error propagation of the statistical uncertainties
in the different regions.

Taking advantage of the R stability, it is possible to estimate an “inclusive” value of R,
using A+A’ and C+C’ regions in place of A and C. This choice allows to overcome the
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Figure 9.8: Distribution of E1" in the ee channel (top) and pu channel (bottom), for back-
ground processes (mcl6a+mcl6d+mcl6e) and full Run 2 data, in the EF'*° ;60 GeV region with
AG(EF™=s Yy < 2.4 (left?, and in the 30 <ET™ < 60 GeV region with A¢(ER" 54Y) > 2.4
(center) and AG(EF ™, 54¥) < 2.4 (right). The dashed band and error bars show the statistical

uncertainty on the background and data respectively.

low statistics in the C region, observed in particular in the ppu channel (which is indeed
the one where the higest difference between the “inclusive” R and the “standard” one is
observed). The comparison between the two R values is shown in Table 9.8.

Channel R Rina
ee 1.201 £0.236  1.115+0.109
o 1.627 +£0.297 1.244+£0.113

Table 9.8: Comparison between the “inclusive” R obtained from (A+A’), B, (C+C’) and D,
and the “standard” value obtained from A, B, C and D regions.

Concerning the subtraction of background with true E&™ from data in the B, C
and D regions, it is based on MC for all the processes including a true photon, and for
subdominant contribution from #f and single top. For the other processes, characterised by
the presence of an electron misidentified as a photon, a data-driven estimate is performed
as described in section 8.4.2.
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Figure 9.9: Distribution of A¢(E7"*,7¥) in the ee channel (top) and ju channel (bottom),
for background processes (mcl6a+mcl6d+mcl6e) and full Run 2 data, in the low E1 " regions
with 30 <E1 ™ < 40 GeV (left) and 40 <ET ™ < 60 GeV (right). The dashed band and error
bars show the statistical uncertainty on the background and data respectively.

ABCD method validation and investigation of systematic uncertainties

Possible sources of systematic uncertainty could arise from the impact of a variation of the
cut values, or from a mis-modelling in the relative contribution of different processes. The
first one is covered by statistical uncertainties, as demonstrated in Figure 9.10, showing
the impact of varying the EX'™* cut values for A¢(EF* §¥) cut fixed at 2.4, and the
AG(EF™ V) cut for EF™ cut value fixed at 40 GeV. The coloured bands show the
uncertainty on the R values obtained for the “nominal” configuration (ERSS > 40 GeV
and A@(EF"™*, ) < 2.4): all the other points are consistent with the nominal value,
within uncertainties.

Concerning the second one, the Z + jets background have been re-scaled by 0.5 and 1.5
to test the impact of a high variation of the background composition on the R values:
the effect is still covered by statistical uncertainties, as reported in the left part of Table
9.9. Finally, being the R value the only part of the method which is highly relying on
MC, the estimate obtained from MC has been validated in the VR, by evaluating an

R’ (R — NNy N” ) both using data and MC: the results, reported on the right in Table
NP NS

9.9, show Compatlblhty within the uncertainties between the two values, supporting the
reliability of MC simulations for R estimation.
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Figure 9.10: R values in the ee (red) and ppu (blue) channel, obtained for different Ex " cuts
and fixed cut on A¢(E¥Liss,ﬁle) at 2.4 (left plot) and for different A¢(ER"*, 54¥) cuts and
a fixed cut on ET*° at 2.4. The coloured bands correspond to the error bands on the chosen
configuration, with EX™ > 40 GeV and A¢(EF"*, p¥) < 2.4. Being the events used to extract
the different R values not statistically independent, uncertainties are correlated among different

points in the same channel.

Channel ‘ Rnom RZ strongX1.5 RZ strong X0.5 ‘ R?\/IC R,da,ta,
ee 1.12+£0.11 1.15+0.13 1.06 £ 0.081 1.094 £ 0.111  1.159 £ 0.056
o 1.24+0.11 1.25+0.14 1.23 £+ 0.089 1.151 £0.111  1.181 £ 0.051

Table 9.9: Impact of the variation of Z + jets contribution on the R value, and comparison
between R’ from data and from Z+v strong + Z strong or all background MC simulations in the
A’BC’D regions. The error shown corresponds to the statistical uncertainty.

Fake E'° background in SR

The final fake F3s estimates, with “inclusive” R from MC associated to all processes
characterised by fake E4"™ (Zv + jets, Z + jets, Vyy and ggH, H — Z7), is reported in
Table 9.10. The uncertainty on the data-driven estimate is the propagation of uncertainty

on R and of statistical uncertainty of data in the ABCD CRs.

Channel MC Data-driven
ee 433.3£56.9 413.1 +50.2
L 670.8 £66.1 580.8 £ 64.1

Table 9.10: Fake Ef™* background in SR, from pure MC simulations and using the ABCD
method. The error shown is the statistical uncertainty (including the uncertainty of R for the
data-driven estimate).

9.3.2 Electrons-faking-photons

The electrons-faking-photon (e — +) estimation is performed by means of the same
data-driven technique already explained in section 8.4.2 and adopted in the mono-photon
analysis. The fake-rate were re-evaluated specifically for the dark-photon analysis, ap-
plying the the same e/v overlap removal procedure and requiring, in place of the puy
or eevy final states, either ee or ey pairs from Z decay, with pp > 20 GeV thresholds
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and identification/isolation WPs consistent with the “selected” photon and electron ones.
The probe-e CRs are defined starting from the SR, but selecting uue and eee final states.

The electron-to-photon fake rate

The fake rate is measured as a function of |n| and py, F._,.(|n],pr), with a total of 48
bins, same as for the mono-photon analysis:

- 6 bins in |n|: 0—0.8, 0.8—1.15, 1.15—1.37, 1.52—1.81, 1.81—2.01, 2.01—2.37;

- 8 bins in pp (in GeV): 25—35, 35—45, 45—55, 55—65, 65—75, 75—100, 100—150, 150—250.
As an example, in Figures 9.11 and 9.12 the invariant mass distributions are shown for
the bin (n, pt) = ([0, 0.8], [25, 35]), of Monte Carlo and data respectively.

2 g
=] =]
~ 50000 1=90.56 Z 600 1=89.61
E 052.63 E c=3.70
500
W 40000 1 1 w 1 1
ee n[1] p,[1] ey ni1] p,[1]
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- Signal = Signal
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Figure 9.11: Fits for the distributions m,. (left) and m.., (right) in MeVusing MC simulations,
for n € [0,0.8] and py € [25,35]. The green line represents the number of events from the
simulated Zg,0ny and Z, backgrounds, to be compared with the red line, which models the
signal. The dotted blue line models the background events, which results in the continuous blue
line when added to the signal. The vertical dotted lines show the intervals in term of ¢ around
the peak.

The background subtraction is performed by means of a background+signal fit, similar
to what already described in section 8.4.2:

e 7 decays are modelled by a Double-Sided Crystal Ball (DSCB), a probability dis-
tribution function (PDF) with a Gaussian core and two power-law tails. The pa-
rameters are the mean ug and the standard deviation og of the Gaussian, the
normalization factor Ny, the powers, np,, and ng;g,, of the left and right tails,
and two parameters describing the transition points between the Gaussian core and
the tails, ap,, and aggn;

e for the non-resonant processes an exponential of a 3rd-degree polynomial Ng goratesa’ ez’
is used, with = my,, /(100 GeV) and Ny the normalization factor. This choice
was found to provide more accurate fit results in the different pp and |n| bins, with
respect to the 2nd-degree polynomial used in the mono-photon search.

Two examples of such fits, for an ee pair and an ey one are shown in figure 9.12. The
number of ee and e7y pairs defining the fake-rate are given by the integral of the distribution
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Figure 9.12: Fits for the distributions m.. (left) and m.., (right) in MeV, using data, for
n € [0,0.8] and pr € [25,35] GeV. The signal and the background are represented respectively
by the red line and the dotted blue line. The global trend of the fit is represented by the blue
line.
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Figure 9.13: Examples of “bad” fits, giving rise to a potential source of systematic uncertainty
from mismodelling. The plots correspond to the fits for the distributions m.. (left) and m..,
(right) in MeV, using data, for n € [0.8,1.15] and pr € [100,150] GeV. The signal and the
background are represented respectively by the red line and the dotted blue line. The global
trend of the fit is represented by the blue line.

of the fitted signal on an interval around the peak, thus excluding the part of the tails
dominated by the background events, where the signal may be not well modelled. The
uncertainties on the fake-rate are evaluated in a different way than for the mono-photon
analysis.

A first contribution to systematic uncertainty is given by inaccurate fits (such as the
ones presented in Figure 9.13): their impact is evaluated as the difference AN, =

|Nz{ i ;’;;ﬂ between the fitted peak value and the highest bin content in the histogram,

reduced by the uncertainty on the highest bin content (AN, — ;;22) If this difference
is negative, it is set to 0, therefore leading to the definition: ¢, = max{0, ANpeak—JZéztk}

where ogmi is the uncertainty on the fitted N.,;, parameter. In addition, the effect of

data statistical fluctuations is accounted for by summing in quadrature a poissonian term,

resulting in a global uncertainty oy, = 012% + N arising from the fit itself.

Another source of systematic uncertainty is the choice of the fitting interval and of the
final integral. In order to evaluate it, the fit procedure has applied to the Monte Carlo
events (see e.g. Figure 9.11), in order to derive the deviation of the fitted fake rate values

(Fefifv) from the true ones (Fetff; ) and introduce a MC-based correction factor for each
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Figure 9.14: Values of fake rates as a function of py for all 7 regions.

region in n, pr:

Fetrue
CFe—vy — Ff::Y (94)
e—y
The systematic error for each bin is defined as:
€syst = 1 — Cfemn (9.5)

The choice of the fitting and integration ranges was based on a minimization of the
quadratic sum, S, of the (ezy4);; for the i-th 1 and the j-th pp bin. The best found
ranges are [60;200] GeV for the fit and [-30g;+30g] around pg for the integration.
Since the €, values for different bins are distributed symmetrically around a mean
value close to 0, suggesting this contribution to be dominated by random errors, a global
relative uncertainty for all bins is defined as o1"*** = | /§/48, added in quadrature, for
each bin, to the previously described systematic sources. The 48 e-to-y fake-rates, with
their uncertainties, are displayed in figure 9.14, as function of pr, for different 1 regions.

Probe-e CRs

The probe-e CRs are defined for the SR and for all the CRs of the “fake” EF™™ ABCD
method, by replacing the leading photon requirements with a selected electron. For the
eee final states, events characterized by two possible combinations of the ee from Z decays
(i.e. opposite sign, same flavour, in the SR invariant mass window) and the probe-electron,
are counted twice, as both the identified probe-electrons can indeed mimic a photon. Fig-
ure 9.15 shows the good data/MC agreement in the probe-e CR associated to the SR for
ERS and mop (v, EY™®) variables.

In addition, the possible contamination from j — e, mainly from Z + jets and ¢t events,
in the probe-e CR needs to be taken into account and subtracted. This subtraction is
performed based on truth information in MC simulations, specifically defining a “scale
factor” S which represents the fraction of genuine electrons over all events that enter each



208 9. Search for Dark Photon from Higgs boson decay, in ZH production model

@ )
‘“E; . ! ! ‘- H—-‘z~, ! vv'vwvr‘ GE) ' ' ‘- H—‘Z'( ! VV"U+Wy‘
2 10 - _ -1 mmZy stong g Z strong S 10° _ _ . @ Zy stong mm Z strong
w Vs=13TeV, L =139 it Wy strong s tit+V/Single Toy w V5=13TeV, L =139 b Wy strong mm tET+V/Single Toj
W[ Zlee) A - —~—data JE 2w A - =
10 242 Total Bkg 10 244 Total Bkg
10°
10°
10
1
10!
1072
2 2 £ * E
g T 1) e =
g I N D ]
e T T 4 -[ e
0.5E- T | %
B 100 150 200 250
EP™ [GeV]
2 E T T T > T T T
5 E [ LAl VWV y S 108 [ Lrat VWV
> Lo - -1 I Zy strong g Z strong > _ - -1 I Zy strong  Z strong
& 10 E (5=13TeV, L =130 fb Wy strong mm tTtT+V/Single Toy w V5=13TeV, L=139 fb Wy strong mm tT+V/Single Toj
.F Z(ee), A =W —+data 10t Z(uw), A = o data
107 424 Total Bkg 24 Total Bkg

2 2
o ©
] ) ,
© © E
o o 1; s ,,&,+.¢»,p«9(///iﬁ/r¥}// % % ,7/////////7//
R Ml
fJ: 50 100 150 200 250 i Silﬂ 0: 50 100 150 200 750 300
mrtr £7%) mly E7S)

Figure 9.15: Distributions of Ef™™* and mq(y, EX™) for the probe-e CR associated to the SR
in the ee (left) and pp channel (right).

probe-e CR:

Sfact _ Ntrue—e — Ntrue—e (96)
Ntrue—e + Nfake—e Ntot

where Niue_. 18 the number of genuine electrons and Ng,,._. is the number of jets
mis-reconstructed as electrons. The calculated scale factors for all the analysis regions,
ranging from ~ 80% up to ~ 95%, are reported in Table 9.11. A 100% uncertainty is
then included on this correction factor, evaluated as ogp = 1 - ST

Results in SR

The final e — v background yields in all analysis regions, obtained by rescaling the yield
in the corresponding probe-e CR by the fake-rate in the appropriate |n| and pr bin,
are summarized in the Table 9.12, together with the number of events in the associated
probe-e CR (already rescaled by the previously descriped scale factor).
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Probe-e ee channel pp channel
SR (Region A) 0.9264 +0.0736  0.9403 £ 0.0597

Region B 0.8528 +0.1472  0.9068 4 0.0932

Region C 0.9229 £ 0.0771  0.9242 4+ 0.0758

Region D 0.7808 £0.2192 0.7887 £ 0.2113

Region A’ 0.8969 £+ 0.1031  0.9501 4 0.0499

Region C’ 0.8953 £0.1047  0.8397 4 0.1603
Table 9.11: Scale factors with their respective uncertainties for all the probe-e CRs of the
analysis.

Region ‘ Channel ‘ Events in probe-e CR e — v

SR (A) ee 1119 + 39 20.975 £ 0.846 £ 0.407 £ 1.466 + 1.666

i 1043 £ 32 20.402 £ 0.841 £ 0.343 £ 1.405 £ 1.295

B i 988 £ 31 18.646 £+ 0.854 + 0.293 £ 1.332 + 1.916
ee 1029.0 + 38.223 17+ 0.8 £0.313 + 1.354 + 3.077

c [ 583 + 24 11.057 £ 0.632 £ 0.244 £ 0.775 £ 0.907
ee 662.0 £ 30.496 12£0.7 £ 0.289 £ 0.869 £ 1.034

D i 569 £ 24 8.332 £ 0.580 £ 0.201 £ 0.684 £ 2.232

ee 565 + 28 8.755 £ 0.621 £ 0.188 £ 0.726 £ 2.458

A o 1364 + 37 26.691 £ 0.982 £ 0.385 £ 1.820 £ 1.402

ee 1448 + 46 25.303 £ 0.944 £ 0.380 £ 1.827 £ 2.909

o [ 656 + 26 10.782 + 0.653 + 0.247 £ 0.832 +£ 2.058

ee 670 £ 31 11.903 £ 0.674 £ 0.215 £ 0.861 £ 1.392

Table 9.12: Number of observed events in the probe-e CR and estimated e — « yields in the
corresponding analysis region, for full Run-2 dataset, ee and pp channel. The uncertainty on
the e — ~ yields is expressed in four terms: statistical error of the histogram used to count
the events, the second and third come respectively from the statistical and systematic error of
the fake rate, while the fourth is evaluated as the difference in the estimates of electron faking
photons before and after applying the scale factor of probe-e Control Region.

9.3.3 VV~ and top backgrounds

VV~ CR For the irreducible background from V'V~ events, a CR is defined in order
to correct possible mismodelling in the normalization and to cross-check the modelling
of the input variables of the BDT. The identification of a suitable CR was challenging:
the general idea is to build a WZ~ or ZZ~ CR in which the neutrinos that characterize
the events entering the SR are replaced by leptons, i.e. the Z boson decays into leptons.
In order to recover a similar kinematics than in the SR, these additional leptons would
be treated as invisible particles in Ep " calculation, with a similar strategy as the one
adopted in the mono-photon analysis. All possible final states were investigated, includ-
ing either three or four leptons, where at least two opposite sign and same flavour leptons
with invariant mass in the Z mass window are present.

From preliminary studies, the global statistics was found to be extremely small, thus lead-
ing to the choice of removing the E2™ and Ag(ER"™*, ﬁélf’) selection criteria, to enhance
it. Due to the fact that the population in four leptons final states is too limited to allow

building a CR specifically for ZZ~ processes (as shown in Table 9.13), the focus moves to



210 9. Search for Dark Photon from Higgs boson decay, in ZH production model

the 3 leptons CR option: profiting from the similarity between ZZ~ and W Z+~ processes
(see Appendix B.4 for some kinematic comparison between the two samples), a good
normalisation for WZ~ can be expected to imply similarly good normalisation for ZZ~.
Finally, final states including electrons are found to provide a less clean CR, with high
contamination from e — v events and potentially j — e, as shown in Table 9.13: in the
3e and 2u+1e final states, the dominant background contribution arises from e — v (VV
process) which approximately double the V'V events. The 2 e+1 p region looks promis-
ing as for the background composition according to MC simulations, but 25 data events
are observed in this region, with a high discrepancy with respect to MC suggesting the
presence of a not well understood background contribution, possibly from j — e events.
Data/MC comparison in the 2 e+1 u region for the BDT input variables, highlighting
the mismodelling, are shown in Appendix B.3. In order to select the cleanest region, the
adopted CR is therefore the 3 muons one (including also 4 muons gives negligible im-
pact on the global statistics, while including a further complexity in the identification of
“signal” muons against the “additional” ones to be treated as invisible). Different Ep"™
thresholds were investigated, highlighting no particular dependence of the data/MC ra-

miss

tio on the Et

region (Table 9.14), to prove the reliability of releasing the E™* selection.

Lepton sel. |  Tot. bkg | VV~y Z~ Z+jets vV
Inclusive p 924 3.9 41 4 0.46 76+2.7 28427 37+ 0.61

2 pu+le 644 3.6 16 £0.3 624 31427 36 £ 0.58
3u 24414 20 £ 0.34 1.6+£1.3 —0.25+0.2 0.89 +0.17
dpu 2.3 4+ 0.051 2.2 +0.047 0+0 0+0 0.0099 + 0.018
Inclusive e 67.41 +£2.97 27.92 + 0.37 6.06 & 2.58 1.27 £ 1.26 28.48 £ 0.58
3e 52.95 & 2.95 14.92 £ 0.27 5.96 £ 2.58 1.27 4 1.26 28.12 & 0.57
2etl p 13.04 & 0.32 11.65 & 0.25 0.10 & 0.10 0.00 & 0.00 11.74 £0.25
2e+2 p - - - - -

de 1.42 4 0.04 1.36 & 0.03 0.00 = 0.00 0.00 + 0.00 0.03 £ 0.01

Table 9.13: Yields of relevant backgrounds in different leptons categories of V'V~ CR. The

EP™ and Ag(

mmiss Aly

T ,Pr ) selections are not applied, in order to maximize the statistics

E’}niss region Lepton sel. Data Tot. Bkg VV~y Data/Bkg
ET™ >0 GeV 3 3245.7 24414 20 4 0.34 1.340.25
ET > 10 GeV 3 314+5.6 234+ 1.4 20 4+ 0.34 1.3+ 0.25
ET > 20 GeV 3 29+ 5.4 21 4+ 0.52 19 +0.33 1.4+ 0.26
EF'S > 30 GeV 3pu 26+ 5.1 19+ 0.51 174 0.32 1.4 £0.27
EF > 40 GeV 3pu 22 +£4.7 17 £0.41 154 0.3 1.340.28
B > 50 GeV 3p 20+4.5 15 4+ 0.39 1340.28 1.440.31
EF > 60 GeV 3p 20+4.5 13 40.37 1140.26 1.6 +0.36

Table 9.14: Yields of data and background (total and contribution from V'V+) for different
EP'* thresholds in the 3u category of VV~y CR. The A¢(EF"**, 7¥) selection is not applied,
in order to increase the statistics.

The plots in figure 9.16 show a comparison between data and MC for all the input
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variables, suggesting, despite the limits of low statistics, no evident mismodelling. Same
conclusions can be drawn for BDT modelling, shown in Figure 9.17.
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Figure 9.16: Shape comparison of the BDT input variables distributions between data and
MC, in the ppp channel of the VV+y CR. The error includes only the statistical uncertainty.
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Figure 9.17: BDT weight distribution for data and background in the VVy CR with 3 muons
and no EY™ and A¢(EF"* p4¥) selections. The error shown corresponds to the statistical
uncertainty.

Top validation A VR is defined to cross-check the accuracy of the simulations of
processes including top quarks in their final states. This top-VR is defined like the
SR but inverting b-tagged jet veto and requiring at least one b-tagged jet (with the
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same identification criteria as applied for the veto), to select top backgrounds. The
Ap(EFs, ﬁlzl«y) and the invariant mass cut are removed in order to maximize the statistics,
while the E™ cut is retained in order to suppress the contamination from fake Ep'™
processes. In addition to the inclusive CR (N,;.; > 0), two separate categories has been
studied, requiring exactly 1 b-tagged jet (topCR1b) or 2 bjets (topCR2b). The number
of events in data and the data/background ratio, for EX™* > 60 GeV, are summarised
in table 9.15 for the ee and pu channel. A discrepancy of less than 20% is observed
between data and MC total yields, while the shapes are similar. As a matter of fact,
figure 9.18 shows the BDT weight distribution for data and background in the inclusive
topCR with E7"** > 60 GeV showing overall good agreement on the full range. The shape
comparison of the BDT input variables distributions between MC and data, in figures
9.19 and 9.20, show a good agreement as well. The A@(EF"**, p1¥) distributions are also
shown in figure 9.21. Being these background contribution subdominant in the full BDT
range, this region is not used as a CR, but a conservative systematic uncertainty of 20%
is associated to these background processes, to account for the observed normalization

discrepancy.

Chan ‘ Top sel. ‘ Data ‘ Tot. Bkg ‘ Single top tt ty ‘ Data/Bkg
ee inclusive 513 £ 23 435+ 7 27+1.9 353 £ 3.7 21 +£0.18 1.18 + 0.055
ee topVR1b 378 £19 339 £6.7 24+1.8 265 £ 3.2 19 £0.17 1.11 £ 0.06
ee topVR2b 135 + 12 96 + 2.3 2.7+ 0.6 88+ 1.8 1.8 £0.053 1.41+£0.13
JLpL inclusive 591 £+ 24 508 + 9.5 35+2.2 409 £+ 3.9 23 +0.19 1.16 £ 0.05
i topVR1b 462 £+ 21 393 £9.2 30+ 2 303 £ 3.4 21 +0.18 1.18 £ 0.06
i topVR2b 129 + 11 116 £ 2.4 5.5+ 0.86 106 + 2 2.1 +0.056 1.11 £0.10

Table 9.15: Yields of data and relevant backgrounds for Ey 5 5 60 GeV and different top
categories of top VR, ee and pyu channels. The A¢(ER"* 74) and invariant mass selections

are not applied, in order to increase the statistics.
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Figure 9.18: BDT weight distribution for data and background in the inclusive TopCR (Npje: >

omiss Aly

0) for the ee (left) and pp (right) channel, with no A¢(E7 """, p7’) and invariant mass cuts

applied and ET %5 > 60 GeV. The error shown corresponds to the statistical uncertainty.
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Figure 9.19: Shape comparison of the BDT input variables distributions between data and
MC, in the ee channel of the top CR. The error includes only the statistical uncertainty.
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Figure 9.20: Shape comparison of the BDT input variables distributions between data and
MC, in the pp channel of the top CR. The error includes only the statistical uncertainty.

9.3.4 Validation of the background estimate

miss

The data-driven estimates for e — « and fake Ep ™ background processes are validated in
the Validation Region (A’) with 40 GeV < E1"** < 60 GeV. For the other background con-
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Figure 9.21: Shape comparison of the A¢(E¥liss,ﬁljiy) variable distribution between data and
MC, in the ee (left) and pp (right) channel of the top CR. The error includes only the statistical
uncertainty.

tributions, pure MC estimates are used. The total expected background shows outstand-
ing compatibility with data, as highlighted in figures 9.22 showing Et " and mp(ET"™", )
distributions, with a non negligible improvement gained from the employment of data-
driven estimate, as demonstrated by the comparison between data and total background

using data-driven estimates or pure MC for all processes in Table 9.16.
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Figure 9.22: Comparison between data and total expected background of the Et ™" (top) and
mp(Er ", ) (bottom) in the VR. The results are shown in ee (left) and pp (right) channel.
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Channel data MC Data — driven
ee 1936 + 44 1580 £+ 93.5 1838 + 225
I 2347 +£48.4 1995 + 109 2309 + 266

Table 9.16: Comparison between the observed data in A’, the total observed background
obtained using the data-driven method for fake E1 " and e — ~y, and the pure MC expectations.
The error shown is the statistical uncertainty and uncertainties associated to the data-driven

methods.

Global yields in the SR

The final yields in the ee4+pp SR are summarized in table 9.17 and in the pie-chart in
figure 9.23. The table shows the yields in the bins of BDT which will be used in the fit
(section 9.5).

BDT bin ‘ 0 - 0.50 0.50 - 0.64 0.64-0.77 0.77 - 0.88 0.88 - 0.96 0.96 - 1 ‘ CRO-1

Tot. SM | 900120 90 + 35 65+ 27 53 424 35422 78+44 | 24447
Fake B¢ | 800+ 110 77433 51423 41421 23419 3.249 1.8%%2
ey 214423  3.62+0.86 41413 53+1.7 54419 1524025 | 1.24+0.07
VVy 32.7+6.8 43412 48417 39415 41416  2.56+0.65 | 20.21 +3.29
tf, thy, single t | 43 +£17 47419 37417 30414 20+1.0 0524022 | 0.65+0.23
Wy 33+£15  042£021  1.2840.69 - 0.04 £ 0.02 -

ttH, VH 0.154+0.03  0.03+0.01 0.04£0.01 0.05 £0.02 0.084+0.03  0.03+£0.01 0.157015

Table 9.17: Expected yields from SM backgrounds before the background-only fit for the ee4pu
channel in SR and in V'V~ CR. The uncertainty includes both the statistical and systematic
uncertainties.
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Figure 9.23: Expected relative proportions of different background categories in the signal
region, for the pp (left) and ee (right) channels. Fake ET° and e — v yields are evaluated
data-driven, as explained in the text, while other backgrounds are from MC simulation.
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9.3.5 Modelling of the BDT distribution for the “fake” E®&* background

While the global “fake” EF™° yields are provided by the data-driven ABCD method,
the shape modelling of this background does still relies on MC simulations and needs to
be cross-checked. Since the discriminant variable of the analysis is the BDT score, its
distribution was studied in the VR and in a low BDT SR, i.e. the BDT< 0.5 region with
ET™ > 60 GeV. Important discrepancies between data and background expectations
were observed, as shown in Figure 9.25, which were tracked down to be mainly due to
high statistical fluctuations in the Z + jets MC simulations (see Appendix B.5). As a
matter of fact, despite the high statistics of centrally generated events in these samples,
only an extremely low fraction of events enter the ZH, H — 77, analysis SR, with less
than 10 MC events per bin being selected in the lowest pt slices, the ones with highest
cross-section and therefore entering the SR with a highest weight. This effect is not
covered by the MC statistical uncertainty alone.

To overcome this, several studies were performed, aiming at finding some strategy to
avoid relying on Z + jets MC simulations at all, either by extrapolating the BDT shape in
the SR from the data shape in the VR (40 < E1"™ < 60GeV), of by using only Zv + jets
events to model the fake EF'** shape. Neither of the two methods resulted promising
enough, as detailed in Appendix B.5. Eventually, it was decided to apply a gaussian
smoothing to the Z + jets BDT shape, trying to “heal” the dips due to statistical issues.
The smoothing was applied starting from a 50 bins configuration, using different width
gaussian kernels for each bin, depending on its uncertainty. The basic idea is to collect
information from neighbour bins, in order to “deduce” the expected bin content based
on the rest of the distribution, with a larger window from were to collect the information
for more “depleted” bins. The impact of this procedure is shown in Figure 9.24, for the
ee and pp channels in both the VR and the SR. In Figure 9.25, the global expected
background with smoothed Z + jets, is superimposed in blue to the one pre-smoothing,
highlighting the improvement in the modelling which can be gained with this method.
Due to a certain degree of arbitrariety in the proposed method (and potential “extreme”
effects arising from boundary handling), the smoothed distribution will not replace the
one from MC, but rather be used to define an additional systematic uncertainty source,
in a conservative approach.

9.4 Systematic uncertainties

9.4.1 Experimental uncertainties

The experimental systematic uncertainties for both the background and signal processes
are the same as reported in 7.2, with an additional 20% uncertainty on the top process
backgrounds derived from the studies in the top VR and the ones associated to e — =
and “fake” ET'™° data-driven estimates. All these additional contributions are listed in
Table 9.18. The “smooth” systematic is the one derived from the Z + jets gaussian
smoothing described in the previous section, and it is defined as the difference between
the BDT shapes (normalized by data-driven estimates) from pure MC and the ones varied
by applying the smoothing to the Z + jets distribution.

9.4.2 Theoretical uncertainties

The theoretical uncertainties are evaluated similarly for signal and background MC sam-
ples, with an additional contribution from electroweak corrections on the signal, and they
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Figure 9.24: Comparison between fake E1 " from pure MC (blue) and with smoothed Z + jets
(red) in the ee (left) and pp (right) channels of the VR (top) and SR (bottom).

Uncertainties from data-driven methods

FAKEMET_SYST | uncertainty on the data-driven fake E?iss estimate
ELEFAKE_SYST uncertainty on the data-driven e — v estimate

miss

Smooth uncertainty on the shape of fake E1 ~ due to Z + jets low statistics

TOP_SYST uncertainty on top backgrounds normalisation from top CR

Table 9.18: List and description of the additional systematic uncertainty related to data-driven
estimates and top VR.

are provided in bins of BDT score for both the SR and the VR.

The scale and PDF variations are derived using the on-the-fly weights present in the
MC samples, with the procedure described in section 7.2. The main contribution arises
from renormalization and factorization scale variations, leading to an uncertainty ranging
from 2% up to about 25%, with a strong dependence on the MC sample considered, but
overall stable values in different bins of BDT. On the other side, the PDF set and ag
uncertainties reach a maximum value of about 1.5% for signal samples, and range from
0.5% to about 5% in most background samples, reaching higher values (up to about 10%)
in subdominant background contributions.

The Parton shower (PS) uncertainties are evaluated by comparing the nominal samples
showered with PYTHIAS, with alternative samples based on Herwig7. On-the-fly weights
are available and used for the Vygocp and V'V« process: in this case, the PS contribution
is included in the scale one mentioned above.
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Figure 9.25: Comparison between BDT distributions with and without Z + jets smoothing,
in the VR (top plots) and SR (bottom plots). The blue lines and blue point correspond to the
total background with Z + jets events smoothed, and the error bands include only the statistical
uncertainty.

Electroweak correction uncertainties

In the MC simulation based on Powheg+Pythia8 generators, NLO electroweak (EW)
corrections are not accounted for. The impact of such corrections on the Higgs boson
momentum distribution is evaluated through the computation of the ZH cross-section in
bins of pr, by means of the HAWK MC software [217]. The corrections are provided by
the LHC cross-section working group and amount to a maximum value of d gy = —5.3%
for ZH,Z — 00 process at 13 TeV.

The impact of these corrections on the signal cross-section has been propagated to the
BDT score distribution, both in the SR and in the VR. The overall effect is an increase
of the total uncertainty of about 0.2-0.3%.

9.4.3 Smoothing of the systematics

A smoothing is applied to both experimental and theoretical systematic, to avoid an
overestimation due to limited statistics (in particular for the Z+jets process, as detailed in
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Appendix B.5): the poor statistics results in huge fluctuations in the systematic variations,
potentially leading to a double counting of statistical errors and fit instabilities. All
systematic, for all samples, have been smoothed using the CommonSystSmoothingTool '
with the TRExDefault method (other algorithms were also tested, but shown to be less
effective) which consists of two main steps:

e bins are merged until a MC statistical uncertainty below a given threshold is reached.
After testing different thresholds, the tolerance has been set to a conservative value
of 50% to cope with the large statistical uncertainties in Z + jets;

e an additional smoothing is applied, based on the “353QH twice” algorithm (Fried-
man in Proc. of the 1974 CERN School of Computing, [218]) to avoid artificially
flat uncertainties.

Figure 9.26 shows the impact of the smoothing for the fake ER™* background, for some
of the dominant and most problematic systematic uncertainties.

9.5 The statistical analysis

The fit strategy for this analysis is strongly based on Nuisance Parameters, due to the fact
that most of the background is derived in-situ, and only the irreducible V'V~ background
source is normalized to data in a Control Region.

The statistical treatment of the results is performed by means of the HistFitter package
([169]), and the BDT output classifier is used as discriminant variable, with a shape-
fit performed in 6 bins. The binning optimization was based on merging bins from the
highest down to the lowest BDT bin, starting from a 100 bins distribution and with the
lowest bin set to 0-0.5 (used for validation purposes), until a minimum in the expected
limit is reached.

The background processes are grouped in six templates:

miss

e Fake E%lissz Zy+jets, Z + jets, Vv, Higgs boson related processes with fake Ft
e Electrons faking photons: V'V, VVV top processes with fake photons

o VVx

o Wr

tty, single top, tt, Wty

other Higgs boson related processes

The BDT shape for all the templates, except e — , is taken from MC. For the fake
ET"™ background, the normalisation is corrected by the data-driven estimates, while the
e — v BDT distribution is obtained directly from data in the probe-e CR, re-scaled by
the fake-rate.

9.5.1 The likelihood function

The statistical model is described by a binned likelihood defined as in Eq. 7.1, with the
signal strength as parameter of interest, the V'V~ normalization factor as an additional

! https://gitlab.cern.ch/atlas-phys/exot /CommonSystSmoothingTool
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Figure 9.26: Impact of the smoothing on some of the most relevant systematic uncertainties for
the fake E1 " background in the ee channel of SR. The systematic variations before smoothing
are shown in Red, while the smoothed ones in purple.

free parameter, and the systematic uncertainties and MC statistical ones included as
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nuisance parameters with a Gaussian and Poissonian constraint respectively:

L(n|psig, kyv,0) = H POiS(n?am|ni(st’gv kyv+0)) x C;(6) (9.7)
1€{BDT bins}

where the C(0) constraint is defined as in Eq. 7.2 and

ni(iusigv kVV'yo) = ni,sig(g) X ,usig + ni,VV'y(o) X k'VV'y + Z ni,bkg(e) (98)
bkg#VV~y

with the 6 dependence defined in Eq 7.4. The systematic uncertainties from data-driven
methods are included as correlated among different bins, as well as the other experimental
systematic variations. In addition, as already mentioned in section 9.3.3, an uncertainty
on the BDT shape of fake ET"° background is included, and a conservative 20% system-
atic uncertainty is associated to the subdominant top background to take into account
the data/background ratio observed in the top CR.

9.5.2 Validation of the method

The fit strategy went through different steps of validation before fitting to data in the SR.
A first fit was performed in the already defined VR (i.e. the A’ of the fake Ep"™ ABCD
method), in the ee and pp channel separately. Afterwards, the low BDT region (with
BDT < 0.5) was explored, after verifying the negligible contribution from signal in this
region. For all the fits, the nuisance parameter pull-plots and correlations were studied.
The results of these studies will be summarized in this section, before moving to the fit
on data in the SR.

Validation region

For the first validation step in the low EF™ VR (40 < EF™ < 60 GeV), the low BDT
region (BDT < 0.5) is splitted into 4 bins, while BDT> 0.5 is merged in a single bin
to ensure a signal contribution of less than 5%. The VV~ CR is not included in this
fit, therefore results are completely based on the NPs described in the previous section
and provides a good test of the stability of such fit. The background expectations before
and after the fit are compared to data in figure 9.27, showing a good agreement within
uncertainties for the ee and pp channel separately, as well as for the combination of the
two. The impact of the fit on the NP is shown in figure 9.28 for the combined channel
only: it can be observed that most of the main pulls and constraints are related, as
expected, to the dominant “fake” E1"° data-driven estimate. The only other constrained
NP is the one associated to BT Soft Term uncertainty, which shows indeed some non
negligible correlations with the NPs associated to statistical uncertainties (y(SRi)), as
shown in the correlation plot in Figure 9.29.

Low BDT region

The BDT < 0.5 bin is splitted in 4 bins, similarly to the VR, for the second validation
step, while the highest region is blinded. This test aims at verifying that the fit strategy
is stable enough also in the SR E1"*° range. In this fit, the V'V~ CR is still not included,
being the V'V~ background completely negligible at low BDT.
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Figure 9.29: Correlation matrix of the nuisance parameters for the combined channel in the
VR.

The signal contribution is preliminarily verified to be less than 5% in all bins. The
same results as for the VR test are shown in Figures 9.30, 9.31 and 9.32, allowing to draw
similar conclusions: a relatively good agreement between data and background expecta-
tions can be observed after the fit, and overall stable NPs after the fit, with no relevant
over/under constraint other than the somehow expected ones for the fake R “smooth”
systematic (which is also strongly correlated with the statistical ones), and few pulls only
for some JER uncertainties. In this case, the uncertainties before fit are quite large, es-
pecially in the single channel case, with an important contribution from the “smooth”
systematic itself.
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Figure 9.32: Correlation matrix of the nuisance parameters for the combined channel in the
low BDT SR.

Impact of the “smooth” systematic uncertainty

From the first fit performed during the validation step, without including the “smooth”
uncertainty, some NPs were anomalously pulled, trying to heal the observed discrepancies.
in In Figures 9.33 and 9.34, as an example of the impact of thys systematic uncertainty,
the pull-plots before and after including it, in the pp channel of the VR (the one with
the highest observed discrepancy), are shown.
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Signal injection test

For a further cross-check of the stability of the fit and its sensitivity to possible signal,
in this section some tests performed by injecting a ZH, H — ~vvyp signal with BR=5%
and different j1,;, are reported. Three fitting configurations are tested: a fit without VVvy
CR, one with the 1-bin V'V~ CR used for the final results, and one with a 2-bin VV~v CR
(with BDT bing 0-0.5-1) which was considered in the beginning and finally not adopted
due to lack of statistics in the second bin (only 4 data events). In addition, two different
signal+background Asimov datasets have been built:

e VV~ background expectation from pure MC;

e VV~ background expectation from MC rescaled by the k-factors obtained from a
background only fit in the 2-bin VVy CR configuration.

This is done in order to assess the fit stability in the two most “extreme” scenarios
considered, where the VV~ is assumed to be well described either by pure MC or by the
most conservative VV~ CR approach.

The results of a signal+background fit to the Asimov dataset in the ee + uu SR, with
an injected signal strength pg, = 1, are reported in table 9.19, for the MC VV~y and
normalized VV+y scenarios. The fitted p;, are all consistent with 1, but with some
deviation (despite within uncertainties) in the two “extreme” configurations: the 2-bin
VV~ CR configuration when the VV+y background is assumed to be well described by
pure MC, or the configuration with no VVy CR when the VV~ background is assumed
to be well described by MC rescaled by the 2-bin k-factors. The 1-bin VV~ CR, on the
other side, seems a good compromise, being able to fit with good accuracy the signal
in both cases. The correlation matrix is also shown, in figure 9.35, for the 1-bin VV~
CR fit, on the Asimov dataset build with rescaled VV~. The signal strength parameter
is strongly anti-correlated to the NP associated to the systematic uncertainty from Z
strong smoothing, being the latter one of the main uncertainty sources for the dominant
background.

VV~ from ... Fit configuration Ksig ki,vvey k2 vvey
No VVy CR 1.004 +0.400 - -

MC 1-bin VVy CR 0.946 £0.399 1.387£0.328 -
2-bin VVy CR 0.888 £0.418 1.340£0.347 1.774 £1.66
No VVy CR 1.105+0.420 - -

2-bin CR 1-bin VVvy CR 1.052+0.421 1.397+£0.328 -
2-bin VVvy CR 0.993£0.436 1.350£0.346 1.772£1.64

Table 9.19: Post fit parameters, for different fitting configuration, as resulting from a sig-
nal+background fit to Asimov dataset in SR, combined channel. The Asimov dataset is built
including a ZH, H — ~7p signal with BR=5% and p,,;, = 1, and background with VV~ contri-
bution from pure MC and from a background only fit in the 2-bin VV+ CR configuration.
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Figure 9.35: Correlation matrix of the nuisance parameters for the combined channel in the
SR region, from the simultaneous background+signal fit to Asimov background+signal dataset,
with VV~ contribution from the MC rescaled by the 2-bin k-factors. The single-bin VVv CR is
employed in the fit.

In addition, the fit with 1-bin V'V CR configuration, is redone with different injected
signal strengths, in order to test the fit linearity. The Asimov dataset is built from the
signal rescaled by the considered signal strength and the background taking the V'V~
contribution from MC normalized to data in 1-bin CR (consistently with the adopted fit
configuration). Results are summarized in Table 9.20 and in the plot in figure 9.36.
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Injected pg;q Fitted pg;q kivvey

0.5 0.498 +£0.339  1.395+0.329
1 0.997 £0.410  1.394 £0.328
1.5 1.501 £0.478  1.392 £+ 0.328
2 1.998 £0.543  1.395£0.329
3 2.998 £0.668  1.394 £ 0.329

Table 9.20: Post fit parameters as resulting from a signal+background fit to Asimov dataset
in SR, combined channel. The Asimov dataset is built including a ZH, H — ~~p signal with
BR=5% and different injected p;,, and background with VV-~ contribution from MC normalized
to data in the 1-bin CR. The 1-binV' V'~ CR is included in the fit.

Graph

AC

F X2 I ndf 3.297e-05/3

35 | po -0.002161 + 0.3829

oF pl 1+ 0.2644
25
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15
=
0.5
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Figure 9.36: The fitted u,, as a function of the injected ones, as resulting from a sig-
nal+background fit to an Asimov dataset built from signal+background, where the VV~ contri-
bution is given by MC normalized to data in the 1-bin CR.

9.5.3 BDT input variables in the SR

Before moving to the background-only fit in the SR, the background estimation and
modelling in the SR is tested for the BDT input variables, including also the systematic
uncertainties. The data/background comparison is shown in Figure 9.37: the modelling
is overall good enough, with discrepancies observed mainly in lowest statistics bins.

9.5.4 Background-only fit in SR4+VV~y CR

The final results are based on a background only simplified-shape fit to data, performed
simultaneously in the SR BDT bins and in the single-bin V'V~ CR, using the optimized
BDT binning. The SR is included in the fit due to the fact that the analysis is not based
on CRs, therefore a fit in the 1-bin V'V~ CR only would not add particular information
with respect to pre-fit results. This configuration basically provides the background-only
hypothesis tested against the background+signal one to extract the exclusion limits. Pre-
and post-fit BDT distributions in SR and the yields in the single-bin VV~ CR are shown
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Figure 9.37: Comparison between data and expected background distribution for the BDT
input variables in SR. The data-driven estimates are used for the e — v and “fake” Et back-
ground contributions, and the error bands include both statistical and systematic uncertainties.

in figures 9.38, highlighting a good data/background agreement already before the fit,
while the yields for each background process, after the fit, are reported in Table 9.21.
The VV~ k-factor is 1.350 &+ 0.378.

9.5.5 Overview of the systematic uncertainties

The NPs pull plot and correlation matrix in the combined channel, as resulting from the
previously described background-only fit, are shown in Figures 9.39 and 9.40 respectively.
As expected, the main correlations are observed among the NPs associated to MC sta-
tistical uncertainties in the different bins and the “fake” E1™° related systematics (with
correlation level up to about 50%). In addition, a summary of the post-fit systematic
impacts, computed as described in Section 8.6.3, is shown in Table 9.22, bin-by-bin and
grouped in categories of NPs. The different contributions are reported in order of impor-
tance in the last BDT bin: the statistical uncertainty is dominant in all BDT bins except
for the last one, where non negligible systematic contributions arise mainly from “fake”

EMS related uncertainties and from jet energy scale and resolution.
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Figure 9.38: BDT score distribution in the single-bin VV~ CR and ee + uu SR, before (top)
and after (bottom) the simultaneous background only fit to data in SR. The error bands include
statistical uncertainties, as well as experimental and theoretical systematic uncertainties for the

SR.

ee + pup CRO-1 0 - 0.50 0.50 - 0.64 0.64-0.77 0.77 - 0.88 0.88 - 0.96 0.96 - 1

Observed 32 910 84 59 72 42 6
Fitted 31.48 £5.39  909.65 £ 29.04 8544 +£8.74 59.86+7.33 69.61+£7.76 41.594+6.10 7.27+2.04
Fake EJ*° 2.14*330 798.17+£33.85  72.08+£8.30 45714645 53174713  27.974+6.13 1.97+1.93
e—y 1.24 £+ 0.07 21.46 + 2.38 3.334+0.65 3.75+0.77 6.40 +1.18 5.66+1.47 1.47+0.26
VVy 27.30 £6.41 44.13 £12.48 5.29 +1.55 5.84 +1.72 6.42+1.84 5.70+1.92 3.30£0.97
top 0.63 +£0.22 42.44 + 14.64 4.31+1.51 3.35+1.18 3.56 +1.23 2.134+0.80 0.50+£0.18
W 0.00 & 0.00 3.314+1.47 0.39+0.18 1.18 £ 0.55 0.00 & 0.00 0.04 +£0.02  0.00 £ 0.00
Higgs boson 0.17f8j{§ 0.15 4+ 0.02 0.03 +0.01 0.04 +0.01 0.06 +0.01 0.09+0.03 0.02+0.01

Table 9.21: Post-fit yields in SR, in the Combined channel, from a background-only fit to data,
including a single-bin VVy CR. The errors shown include both the statistical and systematic

uncertainties.
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Nuisance parameter pull-plot from the simultaneous background only fit, including
0.06%

Summary of the uncertainties in the background estimate for the BDT bins after

BT soft term scale/resolution

Top normalization
Electron trigger/ID /iso/reco eff.

¢/~ energy scale and resolution
1 energy scale and resolution
Theoretical top

Jet energy scale and resolution
Fake BT 55 Jata-driven

Total (stat+syst) uncertainty
Muon trigger/ID /iso/reco eff.

Statistical uncertainty

Fake ET"° shape
Theoretical Higgs boson

e — 7 data-driven

(p) reweighting in MC
Flavour tagging eff.
Photon ID/iso/reco eff.
Theoretical W+
Theoretical VVy
Theoretical fake B

BDT bin

the background-only fit. The individual uncertainties can be correlated and do not necessarily
add in quadrature to equal the total background uncertainty.

a single-bin VVv CR, in the SR for the ee + pu channel.

Figure 9.39
Table 9.22
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Figure 9.40: Correlation matrix of the nuisance parameters for the combined channel in the
SR region, from the simultaneous background only fit to data, including a single-bin VV~ CR.
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9.6 Interpretations

The results are interpreted in terms of the ZH, H — v, signal. Since no excess is
observed, an exclusion fit is performed in the SR4+CR.The signal is taken as the Higgs
boson production in ZH mode with Higgs boson decaying into + and 7, with a bench-
mark branching ratio of BR = 5%. The exclusion limit have been performed for all the
considered 74 masses and the results are reported in tables 9.23 (limits with respect to a
signal with BR(H — yvp)=5%) and 9.24 (limits in terms of BR(H — yvp)), as well as
in Figure 9.41.

ee + pp channel - limits on pg;q

m, [GeV] ‘ Obs ‘ Exp ‘ Exp —1o ‘ Exp +1o ‘ Exp —20 ‘ Exp +20
0 0.456 | 0.564 0.395 0.830 0.292 1.212
1 0.437 | 0.541 0.379 0.798 0.280 1.168
10 0.441 | 0.547 0.383 0.805 0.282 1.174
20 0.434 | 0.538 0.376 0.794 0.278 1.162
30 0.464 | 0.574 0.402 0.845 0.296 1.235
40 0.503 | 0.622 0.435 0.917 0.321 1.344

Table 9.23: Expected and observed exclusion limits on the signal strength assuming BR(H —
vvp)=5%, as a function of the vp mass, including a 1-bin VV+ CR in the fit

ee + pp channel - limit on BR [%]

m, [GeV] ‘ Obs ‘ Exp ‘ Exp —1o ‘ Exp +10 ‘ Exp —20 ‘ Exp +20

0 2.278 | 2.820 1.976 4.151 1.458 6.060
1 2.185 | 2.707 1.895 3.991 1.398 5.842
10 2.207 | 2.733 1.913 4.024 1.412 5.872
20 2.168 | 2.689 1.881 3.968 1.388 5.810
30 2.318 | 2.869 2.009 4.225 1.482 6.174
40 2.517 | 3.108 2.174 4.587 1.604 6.720

Table 9.24: Expected and observed exclusion limits on the H — yvp BR, as a function of the
vp mass, including a 1-bin VV~ CR in the fit

Table 9.25: Observed and expected limits at 95% CL on BR(H — 774) for different values of
the v, mass for the ee + pp channel. The asymmetric error corresponds to the +1o

Smooth syst. BR(H — wd)ﬁi? L BR(H — ’Wd)gizj oL
(%] (2]

Symmetrized 2.28 2.82%55)

Not Symmetrized 2.11 2.891 0701

Not included 2.11 2.891 g1
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CHAPTER 10

A reinterpretation of the mono-photon analysis in the
context of the Dark Photon search

The photon+ER final state explored in the mono-photon analysis described in Chapter
8, can be also a signature of an Higgs boson decay into a photon and a Dark Photon,
with the Higgs produced in the gluon gluon fusion mode. A reinterpretation of the mono-
photon analysis in terms of an Hidden Valley model, as described in Section 9.1.3, is
therefore an interesting effort, which can in principle provide complementary results with
respect to the search in the ZH (Chapter 9) and VBF production modes [147].

The signature of such process would present a photon with energy E. = my/2 in the
heavy Higgs boson centre-of-mass frame and a similar amount of missing transverse mo-
mentum (E7"™) which originates from the escaping v, [143]. A photon+FET"™ resonance
at about the heavy Higgs boson mass is expected, with enhanced 74 production. Un-
fortunately, the ET'*° and photon pr selections defining the mono-photon SRs are tight
enough to strongly suppress this kind of signature for the SM Higgs. Nevertheless, the
analysis is proven sensitive to BSM Higgs bososn with masses higher than 400 GeV. While
the ZH search focused on SM Higgs boson only, BSM Higgs bosons have already been
considered in the V BF' search and the ggF' production mode was partially taken into ac-
count in the latter. Similarly, in the analysis here described, both ggF and V BF signals
will be considered, since the contribution from the V BF production mode is observed
to be non-negligible in the mono-photon SR, due to the acceptance of events with 1 jet.
The preliminary studies performed on the analysis acceptance showed good sensitivity to
this production mode, especially at higher Higgs boson masses, thus providing an hint of
potential complementarity with respect to the V BF' analysis.

To conclude, this reinterpretation focuses on massless dark photon, and high Higgs boson
masses in the range 400 GeV - 3 TeV, both in the gluon-gluon Fusion (ggF') production
mode and in the V BF one, as in the Feynman diagrams shown in Figure 10.1.

Figure 10.1: Leading order Feynman diagrams for H— ~v, in ggF (right) and VBF (left)
production modes.

The RECAST strategy (Request Efficiency Computation for Alternative Signal The-
ories) [219] is employed, which consists in a framework designed to ensure preservation
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of the original analysis strategy, by reusing the exact same background input histograms,
systematic uncertainties and statistical analysis. It is therefore possible to provide rein-
terpreted results by simply generating MC simulations for the new signals, computing the
relative experimental and systematic uncertainties, and providing it as an input to the
statistical analysis framework.

10.1 MC samples

Both the ggF and V BF signals predictions are based on MC simulations. The Higgs
boson production is simulated using the POWHEG generator, interfaced with PYTHIA for
the simulation of the hadronization and parton shower, as well as the Higgs boson decay.
The latter is simulated under the Hidden-Valley dark photon scenario [207] implemented
in PYTHIA since 8.150 version.

More specifically, the ggF signals are generated with PowHEG [v2 NNLOPS] [220, 221,
222, 223, 224] with the CT10 set of parton distribution functions (PDFs) at NNLO accu-
racy in ag [225]. On the other hand, V BF signals are generated using POWHEG [v2] [209,
210] at NLO accuracy in ag, using the PDF4LHC15 nlo_30_pdfas set of PDFs [167].
Both are interfaced with PyTHIA [8.306] [226] using the CTEQ[6L1] PDF [211] set and
the AZNLO underlying-event tune and generated with the width set to the SM value of
4 MeV [208] for all masses, and the complex pole scheme [212] turned off. Finally, the
detector geometry and response is simulated with GEANT [159)].

A total of eight MC samples per production process were generated with heavy Higgs
boson masses equal to 400, 600, 800, 1000, 1500, 2000, 2500 and 3000 GeV. A summary
of the mentioned configurations is shown in Table 10.1.

Process Generator ME Order Parton PDF Tune
Shower
g9F,H — vy  POWHEG [v2 NNLOPS] NNLO PyYTHIA [8.306] CT[10], AZNLO
CTEQ[6L1]
VBF,H — vy, POWHEG [v2] NLO PyTHIA [8.3006] PDF4LHC15, AZNLO
CTEQ[6L1]

Table 10.1: The configurations used for event generation of the signal processes. The matrix
element (ME) order refers to the order in the strong coupling constant of the perturbative
calculation, while the tune refers to the underlying-event tune of the parton shower.

The signal acceptance in the exclusive and last inclusive SR (Table 10.2) is reported
in Table 10.2, while the shape of the different H — v v, signals is shown in Figure
10.2, superimposed with the data and background distribution after a background only
fit as described in section 8.6.2. The signal are normalized for the theoretical production
cross-sections from [17], reported in Table 10.3, and assuming BR(H — y7v4)=5% as a
benchmark value.

10.2 Theoretical uncertainties

The theoretical uncertainties for each ggF and V BF signal are computed in all B} fss
bins following the same procedure as reported in Section 8.5.2. The sources of uncertainty



10.2. Theoretical uncertainties 239

@ e T T T T @ T T T T
§ 100b =20 et H =20 B y+et
G F f=1sTev,L=1sem’ EWMN BRI & fs=13Tev, L=130 5" ERWhyr  Eiet=y
107 &~ Postfit, SR o g AN Postit, SR e W2y
E % -@-Data %44 SM Total
E
10" Signal ggF Hy ; Signal VBF Hosyy ;
B
0 E ---m, =400 GeV ----m, =800 GeV -+ m, =400 GeV ---- m, =800 GeV
10 e, my=15TeV ==~ m,=3.0TeV m,=15TeV  --m,=3.0TeV

107!
1072
w ]
a a
0.8]
06 N N
200 250 300 350 400 450 400 450
ET5* [GeV] ET* [GeV]
(a) (b)
2 E T T T T
E ok S
I E (s=13TeV,L=1391b" jet=
7 " ey ERZ(vwy
107 - Post-fit, SR e Dan 222 SM Total
o E
10 E Signal (ggF+VBF) H->yy ;
10° “m,=400GeV -+-- m, =800 GeV
10% B, m,=15TeV === m,=30TeV

107!
102
g
T
o
0.8
0.6 N N
200 250 300 350 400 450

ET'® [GeV]
(c)

Figure 10.2: Distributions of EX™ for (a) ggF, (b) VBF (c) ggF+V BF production modes of
H — v 4 assuming the BR(H — 7 7v4) = 0.05. The signals are superimposed to the expected SM
background and data. after performing the ‘simplified shape fit’. The error bars are statistical,
and the dashed band includes statistical and systematic uncertainties determined by the fit. The
lower panel shows the ratio of data to expected background event yields.
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SRE1 SRE2 SRE3 SRI4
mg (GeV) ggF (%) VBF (%) ggF (%) VBF (%) ggF (%) VBF (%) ggF (%) VBF (%)
400 8.15 4.30 0.35 0.49 0.04 0.05 0.00 0.01
600 9.05 4.95 18.9 9.10 7.74 5.44 0.35 0.53
800 3.21 1.96 5.33 3.27 15.4 9.39 15.6 10.5
1000 1.63 1.24 2.50 1.72 5.92 4.01 29.4 21.2
1500 0.50 0.38 0.73 0.69 1.65 1.33 33.3 30.0
2000 0.22 0.21 0.35 0.33 0.67 0.69 32.7 34.3
2500 0.10 0.09 0.16 0.18 0.35 0.41 29.6 38.0
3000 0.04 0.08 0.08 0.11 0.19 0.29 28.9 39.6

Table 10.2: Signal acceptance (%) for ggF and V BF processes in all the exclusive and the last
inclusive SRs used in the “simplified shape fit”.

my (GeV) 400 600 800 1000 1500 2000 2500 3000
Ggqr (PD) 9.516 2.006 0.449 0.123 891 x 10 > 1.08x10°° 1.78x10°* 3.50 x 107°
ovir (pb) 0.758  0.327 0.162 0.087 228x10°° 7.05x10°° 236x10°% 825x10°*

Table 10.3: Cross-section o values of heavy Higgs boson productions in ggF" and V BF processes
[17].

include the variation of the QCD factorisation and renormalisation scales [227], the ag
scale, the choice of the PDF set and its intrinsic uncertainty, and the uncertainty related
to the choice of the tuning parameters for the Parton Shower simulation (splitted into
four up and down variations named VAR1, VAR2, Ren and MPI), affecting the description
of initial- and final-state radiation, underlying events and multiparton interactions.

The global PDF + ag and PS tuning uncertainties as shown in Tables 10.4 and 10.5
respectively. In the first table, the signal acceptance in each SR is reported to give
an estimation of the available statistics. The PS Tuning statistics, on the other hand,
is computed using truth level samples with 10000 events each: the number of events
passing each SR is directly shown in this case. Only one symmetrized value is provided,
conservatively determined as the quadratic sum of the maximum between the up and
down variations for each of the uncertainty contributions.

No clear dependence on the ET'™* bin is observed neither for PDF + ag, nor for the PS
uncertainties. The tuning uncertainties, in particular, show particularly unstable results
in different bins of exclusive E1"*°, and typically lowee uncertainties for the most inclusive
region with E4"*° > 200 GeV than in any of the exclusive bins. To better visualize these
systematics the total up and down variations are shown in Figure 10.3 in bins of Ef"™°,
for the lowest masses (for my > 1 TeV most of events fall in the last inclusive bin leaving
too small statistics at lower BT iss)7 together with the four separate contributions: the
presence of high statistical fluctuations is clear for mg > 400 GeV and myg > 800 GeV,
while some sort of trend in the separate contributions seems present for mg > 600 GeV,

despite being “lost” when merging the 4 contribution in a global uncertainty.
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ggF VBF

mpy = 400 GeV  Acc. [%)] Total mpy = 400 GeV  Acc. [%)] Total
SRE1 8.15 -14.54 +16.79 SRE1 4.30 -1.68 +1.45
SRE2 0.35 -15.17 +17.99 SRE2 0.49 -1.04 +1.02
SRE3 0.04 -19.35 +25.37 SRE3 0.05 -3.24 +2.34
SRI4 0.00 -18.72 +24.34 SRI4 0.01 -7.58 +8.93
SRI1 0.00 -14.59 +16.88 SRI1 4.84 -1.54 +1.29
myz = 600 GeV  Acc. [%] Total my = 600 GeV  Acc. [%] Total
SRE1 9.05 -14.64 +16.05 SRE1 4.95 -2.58 +2.00
SRE2 18.94 -14.67 +16.08 SRE2 9.10 -2.81 +2.44
SRE3 7.74 -14.77  4+16.19 SRE3 5.44 -2.27 +1.63
SRI4 0.35 -16.25 +19.23 SRI4 0.53 -1.72 +1.33
SRI1 36.08 -14.70 +16.13 SRI1 20.02 -2.57 +2.04
myg = 800 GeV  Acc. [%] Total myg = 800 GeV  Acc. [%] Total
SRE1 3.21 -14.96 +16.09 SRE1 1.96 -3.02 +2.08
SRE2 5.33 -14.95 +16.17 SRE2 3.27 -3.09 +2.38
SRE3 15.41 -14.94 +16.12 SRE3 0.39 -2.82 +2.05
SRI4 15.63 -15.03 +16.27 SRI4 10.52 -2.32 +1.49
SRI1 39.58 -14.98 +16.18 SRI1 25.14 -2.63 +1.82
my =1 TeV Acc. [%] Total my =1 TeV Acc. [%] Total
SRE1 1.63 -15.26 +16.28 SRE1 1.24 -5.03 +4.36
SRE2 2.50 -15.24 +16.19 SRE2 1.72 -5.13 +4.72
SRE3 5.92 -15.35 +16.31 SRE3 4.01 -4.04 +3.24
SRI4 29.39 -15.37 +16.40 SRI4 21.21 -4.19 +3.28
SRI1 39.44 -15.36 +16.37 SRI1 28.19 -4.21 +3.41
my = 1.5 TeV Acc. [%] Total my = 1.5 TeV Acc. [%] Total
SRE1 0.50 -15.87 +16.51 SRE1 0.38 -13.90 +6.08
SRE2 0.73 -15.61 +16.42 SRE2 0.69 -6.81 +6.45
SRE3 1.65 -16.21 +17.20 SRE3 1.33 -2.97 +0.77
SRI4 33.29 -16.27 +17.25 SRI4 30.02 -5.52 +4.46
SRI1 36.16 -16.25 +17.22 SRI1 32.43 -5.28 +4.01
my = 2 TeV Acc. [%] Total my = 2 TeV Acc. [%] Total
SRE1 0.22 -14.46 +13.76 SRE1 0.21 -10.71 +12.49
SRE2 0.35 -15.12 +13.64 SRE2 0.33 -5.58 +4.68
SRE3 0.67 -12.34 +12.73 SRE3 0.69 -4.88 +1.11
SRI4 32.71 -13.34 +13.34 SRI4 34.28 -6.55 +5.20
SRI1 33.94 -13.35 +13.33 SRI1 35.51 -6.46 +5.05
my = 2.5 TeV Acc. [%] Total my = 2.5 TeV Acc. [%] Total
SRE1 - - - SRE1 0.09 -13.16 +15.41
SRE2 - - - SRE2 0.18 -17.41 +22.87
SRE3 - - - SRE3 0.41 -4.47 +2.26
SRI4 - - - SRI4 37.99 -8.14 +7.35
SRI1 - - - SRI1 38.68 -8.15 +7.38
my = 3 TeV Acc. [%] Total my = 3 TeV Acc. [%] Total
SRE1 0.04 -22.59 +23.50 SRE1 0.09 -7.81 +4.17
SRE2 0.08 -21.35 +22.79 SRE2 0.12 -20.96 +28.92
SRE3 0.19 -20.42 +21.25 SRE3 0.29 -16.28 +20.58
SRI4 28.92 -22.12 +23.14 SRI4 39.63 -8.96 +7.38
SRI1 29.22 -22.10 +23.13 SRI1 40.12 -9.03 +7.52

Table 10.4: Theoretical uncertainties on PDF+ag, for the ggl* and VBF H — 774 signals in
different ET " ranges.
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ggF VBF

myp = 400 GeV  Nominal Tuning [%] myp = 400 GeV  Nominal Tuning [%]
SRE1 1479 X SRE1 804.0 9.378
SRE2 62 X SRE2 100.0 53.889
SRE3 4 X SRE3 14.0 99.745
SRI4 0 X SRI14 11.0 109.469
SRI1 1545 X SRI1 929.0 10.036

mpy = 600 GeV  Nominal Tuning [%)] my = 600 GeV  Nominal Tuning [%]
SRE1 1318 7.664 SRE1 847.0 15.656
SRE2 2681 3.875 SRE2 1486.0 5.319
SRE3 1166 5.238 SRE3 880.0 11.305
SRI4 81 24.129 SRI14 114.0 36.905
SRI1 5246 2.197 SRI1 3327.0 2.818

my = 800 GeV  Nominal Tuning [%)] my = 800 GeV  Nominal Tuning [%]
SRE1 487 12.085 SRE1 330.0 10.330
SRE2 753 14.162 SRE2 475.0 31.580
SRE3 2075 11.153 SRE3 1434.0 6.007

SRI4 2275 4.184 SRI4 1745.0 11.024
SRI1 5590 6.493 SRI1 3984.0 2.944

myy =1 TeV Nominal Tuning [%] my = 1 TeV Nominal Tuning [%]
SRE1 250 24.508 SRE1 196.0 19.957
SRE2 367 21.576 SRE2 294.0 15.498
SRE3 800 8.045 SRE3 612.0 11.889
SRI4 4041 4.975 SRI4 3180.0 4.215

SRI1 5458 4.543 SRI1 4282.0 3.429

my = 1.5 TeV Nominal Tuning [%] myg = 1.5 TeV Nominal Tuning [%]
SRE1 86 49.402 SRE1 75.0 24.404
SRE2 123 34.175 SRE2 111.0 20.265
SRE3 238 14.909 SRE3 213.0 18.394
SRI4 4465 4.497 SRI4 4451.0 2.055

SRI1 4912 3.006 SRI1 4850.0 2.505

myy = 2 TeV Nominal Tuning [%] my = 2 TeV Nominal Tuning [%]
SRE1 34 25.641 SRE1 40.0 46.704
SRE2 38 64.245 SRE2 53.0 25.173
SRE3 112 36.585 SRE3 123.0 30.376
SRI4 4419 1.863 SRI4 4914.0 1.604

SRI1 4603 2.174 SRI1 5130.0 1.463

my = 2.5 TeV Nominal Tuning [%] my = 2.5 TeV Nominal Tuning [%]
SRE1 22 103.553 SRE1 16.0 98.027
SRE2 24 37.500 SRE2 31.0 33.212
SRE3 65 57.089 SRE3 65.0 24.997
SRI4 4242 2.972 SRI4 5303.0 1.101

SRI1 4353 2.364 SRI1 5415.0 1.086

mg = 3 TeV Nominal Tuning [%] myy = 3 TeV Nominal Tuning [%]
SRE1 10 61.644 SRE1 19.0 132.732
SRE2 13 76.537 SRE2 16.0 81.009
SRE3 32 51.349 SRE3 45.0 43.829
SRI4 4185 3.656 SRI4 5572.0 1.995

SRI1 4240 3.627 SRI1 5652.0 2.287

Table 10.5: Theoretical uncertainties on the PS tuning, for the ggF' and VBF H — 7, signals
in different BT ranges.

In order to minimize the impact of statistical fluctuations, it was eventually chosen to
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my (GeV) g9F, H — vv4 VBF, H — vv4
PDF+scale (%) PS (%) | PDF+scale (%) PS (%)

400 (-14.6 +16.9) 2.20 (-1.54 +1.29) 10.0
600 (147 +16.1) 220 | (257  +2.04) 2.82
800 (-15.0 +16.2) 6.49 (-2.63 +1.82) 2.94
1000 (154 +16.4) 454 | (-421  +3.41) 3.43
1500 (-16.3 +17.2) 3.01 (-5.28 +4.01) 2.51
2000 (133  +13.3) 217 | (-6.46  +5.05) 1.46
2500 (221 +23.1) 236 | (815  +7.38) 1.09
3000 (-22.1 +23.1) 3.60 (-9.03 +7.52) 2.28

Table 10.6: Theoretical uncertainties (%) for ggF and V BF production modes and for different
heavy Higgs boson masses computed in the most inclusive SRI1, with E7"*** > 200 GeV.

use the uncertainty computed in the most inclusive SR (SRI1) rather than distinguish in
ET" bins. The final values implemented in the fit for both the production processes and
for the different mass points are summarised in Table 10.6.

10.3 Results

The reinterpretation of the Run-2 mono-photon search is performed including the BSM
Higgs boson signals decaying to a photon and a massless dark photon into the simulta-
neous likelihood fit, with its relative experimental and theoretical uncertainties added as
NPs. For the background expectation, the same inputs used in the original mono-photon
analysis described in chapter 8 are employed. The simplified-shape fit is performed for
each signal using the HistFitter package, to extract exclusion limits at 95% CL on o X
BR(H — 7 7,) by means of a CLs scan. Three sets of results are provided: the limits on
the ggF and V BF signal separately, assuming the other production mode to give negli-
gible contribution, and the combined limits accounting simultaneously for both the two
contributions. In the latter case, the combination is based on the assumption that the rel-
ative contribution from each of the two processes is correctly described by the ratio of the
theoretical cross-sections in Table 10.3. The two production modes are therefore merged
proportionally to their cross-section and globally normalized to unitary cross-section (in
pb) to get the exclusion limits on ox BR(H — v 74):

o=1pb _ Oggr X Aggp +0vpr X Aypp
Ny = x L (10.1)
OggF +OVBF

An overview of the impact of experimental and theoretical systematics of the signal on
the computed observed limit, for the ggF and V BF separate fits, is presented in Table
10.7.
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95% CL limits ggF VBF

mpy Impact of exp. Impact of theo. Impact of exp. Impact of theo.
400 GeV 6.6% 5.7% 6.9% 2.1%

600 GeV 2.7% 3.7% - -

800 GeV 3.0% 5.0% 4.2% 0.7%

1 TeV 2.0% 4.9% 2.6% 1.2%

1.5 TeV 2.2% 5.2% 2.2% 1.1%

2 TeV 3.0% 3.0% 2.5% 1.2%

2.5 TeV 2.8% 10.8% 2.1% 2.1%

3 TeV 2.5% 11.3% 1.5% 2.2%

Table 10.7: Impact, on the observed limits, of adding experimental uncertainties and theoretical
uncertainties of the signal, for different heavy Higgs boson masses and both the production modes.

Results for the Higgs boson signal produced via gluon-gluon Fusion (ggF'), vector-
boson Fusion (VBF') as well as ggF'+V BF are shown in Figure 10.4 for the considered
Higgs mass values, and summarized in Table 10.8. The theoretically predicted cross-
section of a BSM Higgs boson produced via gluon-gluon Fusion is superimposed assuming
the BR(H — v 7v4) = 5%. While the limit on the ggF signal is more stringent than the
V BF one up to 1.5 TeV, for higher masses the limits on the V BF' production mode start
to be competitive due to a combination of higher cross-section and higher acceptance, as
shown in Tables 10.3 and 10.2

95% CL Limits | ogor X BR[fb] | oypr X BR[b] | o(ggriverm X BR [fb]
my Obs. Exp.t}7 | Obs. Exp.t}? Obs. Exp.T}?
400 GeV 239 273 7T0%0 | 444 514 T3Y) | 242 281 TP%T
600 GeV 508 572735 | 930 10437535 | 545 6.0 F18S
800 GeV 304 356718 | 454 528 F2MT | 331 3.86 1)
1 TeV 193 2307507 | 262 3.08FgE | 214 252100
1.5 TeV 173 205 0% | 1.86 2171080 | 179 2.00 1027
2 TeV 174 205705 | 164 1927075 | 164 1931075
2.5 TeV 206 244797 | 148 1731000 | 150 175 TQIS
3 TeV 211 250 702 | 142 1661059 | 144 168 753

Table 10.8: Observed and expected exclusion limits at 95% CL on o x BR(H — 774) obtained
with the simplified shape-fit for ggF, VBF and combined channels.

In Table 10.9 and Figure 10.5, the same results are also reported in form of exclusion
limits on the BR(H — 774), assuming the theoretical cross-sections (Table 10.3). When
focusing on the upper limits on BR only, factorizing out the cross-section, the combined
limits is observed, as expected, to improve the ggF' and V BF only ones. In this interpre-
tation, an exclusion limit exceeding 100% indicates that a BSM Higgs boson signal with
the corresponding mass cannot be excluded.
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Figure 10.4: Observed and expected exclusion limits at 95% CL on o x BR(H — « 74) as func-
tion of the BSM Higgs mass, in gluon-gluon Fusion (top left), VBF (top right) and ggF+V BF
(bottom) production mode. The yellow band shows the 1o uncertainties. The theoretically
predicted cross-section is superimposed assuming the BR(H — 7 v4) = 0.05 and the theoretical
production cross-section reported in [17].

95% CL Limits BR [%], ggF BR [%], VBF BR [%], ggF+VBF
Mgy Obs. Exp.i—ig Obs. Exp.i_ig Obs. Exp.tig
400 GeV 0.25 0.29 5.86 6.78 0.24 0.27

600 GeV 0.25 0.29 2.84 3.19 0.23 0.26

800 GeV 0.68 0.79 2.80 3.26 0.54 0.63

1 TeV 1.57 1.86 3.00 3.52 1.02 1.20

1.5 TeV 19.39 22.95 8.13 9.49 5.64 6.58

2 TeV 160 188 8.13 9.49 20.1 23.7

2.5 TeV 1157 1372 62.7 73.2 59.1 68.9

3 TeV 6018 7131 173 201 167 195

Table 10.9: Observed and expected exclusion limits at 95% CL on BR(H — 774) obtained
with the simplified shape-fit for ggF', VBF and combined channels.
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Figure 10.5: Observed and expected exclusion limits at 95% CL on the BR(H — v v4),
assuming the theoretical cross-section, as a function of the BSM Higgs mass. The results are
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CHAPTER 11

Conclusions and future prospects

In this thesis the final state involving B2 and a photon from ATLAS Run-2 pp collisions
data delivered by the LHC has been exploited to address the Dark Matter problem.
This study provides a complete picture for this signature, starting from the search for
WIMP-like particles and proceeding to the search for a Dark Photon to explore the Dark
Sector. To draw the conclusions of this effort, the results described in this thesis are
here summarized and framed into the more general context of ATLAS and CMS available
results, before mentioning the future prospects in this important field.

Dark Matter search: the Mono-photon analysis The results provided by this
analysis in the B + final state (chapter refchap:monophoton)permits to set stringent
exclusion limits on the production of DM from the s-channel decay of a Vector or Axial-
Vector mediator, in the context of simplified DM models (Section 6.1)). It provides the
second best limits among the mono-X searches in ATLAS [16], being second only to the
the mono-jet search, as shown in Figure 11.1, but taking advantage of a cleaner final
state. These are also the only results in this final state with full Run-2 dataset, as CMS
published the results only using the partial data collected in 2015-2016 [228] (Figure
11.1). The search for DM in simplified DM models, either in the mono-X or in the di-
jets/di-leptons signature, the latter investigating the mediator decay into SM particles, is
an important joint effort, in which all contributions play an important role in building a
complete picture and exploiting at best the potentialities of research at LHC, providing
competitive limits at low DM masses with respect to Direct Detection searches (Figures
8.30 and 6.3). Moreover, the information about the interaction mediator, which these
results can give, have a key role in the understanding of DM properties and its relation
with the SM sector.

Dark Photon searches The H — ~74 decay has been probed in different production
modes, starting with a new analysis specifically designed for this process in the ZH Higgs
production mode, and concluding with a reinterpretation of the mono-photon analysis in
terms of BSM heavy Higgs decays in the ggF and VBF production modes.

The first analysis (Chapter 9) set competitive upper limits on the production of a mass-
less Dark Photon from SM Higgs boson decay, and it’s the only one to further extend the
reach to higher Dark Photon masses. A summary of the available results at LHC already
mentioned in Section 6.2.1 [201, 147, 149, 148], both from the ATLAS and CMS Collab-
orations, is reported in Table 11.1, while the exclusion limits plots are shown in Figure
11.2 Concerning the reinterpretation of the mono-photon analysis, described in chapter
10, it is a good (though partial) completion of the set of analyses exploring the H — vy
decay. It provides a first insight into the potentialities of the search in the ggF produc-
tion mode, with the limit of being sensitive only to heavy BSM Higgs bosons. Moreover,

249
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Figure 11.1: Comparison of the limits in M,,., — m, plane set by Run-2 data analyses car-
ried out, in different channels, by the ATLAS [140] (first two rows) and CMS [229] (last row)
collaborations, considering four different signal models.
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the comparison between VBF analysis results and results provided by the mono-photon
reinterpretation in the same production mode (both reproposed in the central plots of
Figure 11.2), highlight an improvement of the limits from the latter at my > 1 TeV. In
this region, indeed, the VBF analysis starts loosing in sensitivity, while the mono-photon
reinterpretation becomes competitive.
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Figure 11.2: In the top plots, exclusion limits at 95% CL on BR(H — 7v4) as a function of the
Dark Photon mass in the ZH production mode [201](left), and as a function of BSM Higgs mass
in the ggF+VBF production mode (right). In the central plots, exclusion limits at 95% CL on
o X BR(H — 77v4) as a function of the Higgs mass, in the VBF Higgs production mode, provided
by the VBF analysis [147] (left) and mono-photon reinterpretation (right). The red line shows
the expected values under the assumption of BR=5% and theoretical production cross-section
reported in [17]. Finally, in the bottom plots, the CMS limits on the o X BR(H — vv4), as a
function of the Higgs mass in the VBF [149] and ZH [148] production mode. The theoretical
expectations are shown in blue dashed line, assuming a 5% and 1% BR
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Experiment Production mode Observed Expected

CMS VBF 3.5% 2.8%
CMS ZH 4.6% 3.6%
ATLAS VBF 1.8% 1.7%
ATLAS ZH 2.3% 2.8%

Table 11.1: Exclusion limits at 95% CL set by the ATLAS and CMS Collaborations on the
branching fraction BR(H — 77,4) in the VBF [147, 149] and ZH [201, 148] production mode. A
massless Dark Photon and the SM Higgs boson are considered.

Future prospects towards Run-3 For the future, further developements in this re-
search field are foreseen, both to conclude Run-2 analyses exploiting at maximum the
strengths of the different analyses, and to start analyzing Run-3 data.

A statistical combination of the Run-2 analysis is ongoing, aiming at merging the results
in the ZH and VBF production modes for massless Dark Photon and SM Higgs, poten-
tially extending also the ZH analysis to cover BSM Higgs and the VBF one to massive
Dark Photons, as well as combining the mono-photon reinterpretation with VBF limits
at high BSM Higgs masses.

In addition, to complete the picture, a search in the ggF mode, for a SM Higgs would be
desirable. This effort was not pursued using full Run 2 dataset, neither by the ATLAS
nor by the CMS collaboration: despite its higher cross-section (49.85 pb) with respect
to the other production modes, the too high E2™* thresholds in the triggers used during
Run-2 strongly suppress the signal acceptance, reducing the sensitivity to this process.
However, feasibility studies are ongoing, trying to push the sensitivity to ggF production
mode in Run-2, despite the challenges of suppressed signal acceptance and extremely
high background from ~+jets events mimicking the signal due to sizeable fake Ep"*°. 1
parallel, new triggers are under study and should be made available during Run-3, with

miss

lowered E1 ~ thresholds combined with low pp photons and a cut on the transverse
mass mp(ERS y) = \/2p}E771”83(1 — cos AG(F7"**, 1)), the latter being expected to be
peaked around the Higgs mass for the signal. These new triggers could give access to the

phase space of interest for the ggH, H — 77y, signal, thus making this channel potentially
competitive in the search for Dark Photon in Run-3.




APPENDIX A

Additional material for mono-photon analysis CRs

A.1 Data-driven background estimates in the mono-photon anal-
ysis CRs

Electrons faking photons

Electron fakes | Stat. for number Stat. for Syst. for | Total unc.
of events in probe-e CR | fake rate fake rate
ET*%° > 200 GeV
1u CR 63.85 1.56 2.23 5.36 6.01
2 CR 1.91 0.26 0.06 0.16 0.31
2e CR 0.54 0.15 0.02 0.05 0.16
PhJetCR 694.45 5.66 25.65 60.23 65.71
ET"°° > 250 GeV
1p CR 24.91 0.95 0.85 2.08 2.44
2u CR 0.88 0.17 0.03 0.07 0.19
2e CR 0.44 0.14 0.02 0.04 0.15
PhJetCR 694.45 5.66 25.65 60.23 65.71
ET"*° > 300 GeV
1n CR 11.16 0.63 0.38 0.93 1.19
2u CR 0.29 0.09 0.01 0.02 0.09
2e CR 0.30 0.12 0.01 0.03 0.12
PhJetCR 694.45 5.66 25.65 60.23 65.71
ET"*° > 375 GeV
1p CR 3.84 0.38 0.13 0.32 0.51
2u CR 0.11 0.05 0.00 0.01 0.05
2e CR 0.23 0.12 0.01 0.02 0.12
PhJetCR 694.45 5.66 25.65 60.23 65.71

Table A.1: Number of electrons faking photons estimated in the CRs in the inclusive E}MSS
regions, for full Run-2 data. The uncertainty is expressed in three terms: the first term is the
statistical uncertainty related to the number of events found in the probe-e CR; the second and
third terms are the statistical and systematic uncertainties related to the electron fake rate,
respectively. The total uncertainty, calculated as the combination of the three uncertainties
listed above, is also shown.

253



254 A. Additional material for mono-photon analysis CRs

Jets faking photons

Tightness Isolation ¢l c2 c3 R cl c¢3  Total Total Total (%)

Regions Mean  Stat. syst. syst. stat. stat. stat. stat. syst. syst. syst. error error
ImuCR - ISR1  192.0 18.0 42.0 3.0 1.0 4.0 0.0 17.0 7.0 0.0 46.0  49.0 25.5
1muCR - ISR2  102.0 14.0 38.0 2.0 1.0 3.0 0.0 13.0 4.0 0.0 41.0  43.0 42.2
1muCR - ISR3  54.0  10.0 14.0 1.0 1.0 2.0 0.0 11.0 2.0 0.0 18.0  21.0 38.9
1muCR - ISR4  21.0 7.0 5.0 0.0 0.0 1.0 0.0 7.0 1.0 0.0 9.0 11.0 52.4
1muCR - ESR1 ~ 92.0 12.0 10.0 2.0 1.0 2.0 0.0 11.0 3.0 0.0 15.0 19.0 20.7
1muCR - ESR2  46.0 9.0 23.0 1.0 1.0 2.0 0.0 8.0 2.0 0.0 25.0  26.0 56.5
1muCR - ESR3  33.0 8.0 9.0 1.0 0.0 1.0 0.0 8.0 1.0 0.0 13.0 15.0 45.5
2muCR - ISR1 16.0 5.0 7.0 0.0 0.0 1.0 0.0 1.0 2.0 0.0 7.0 9.0 56.2
2muCR - ISR2 7.0 4.0 2.0 0.0 0.0 1.0 0.0 1.0 1.0 0.0 2.0 5.0 71.4
2muCR - ISR3 3.0 2.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 2.0 66.7
2muCR - ISR4 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0
2muCR - ESR1 8.0 4.0 9.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 9.0 10.0 125.0
2muCR - ESR2 5.0 3.0 2.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 2.0 4.0 80.0
2muCR - ESR3 2.0 2.0 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 3.0 150.0

2eCR - ISR1 13.0 5.0 7.0 1.0 0.0 1.0 0.0 1.0 1.0 0.0 7.0 9.0 69.2
2¢CR - ISR2 11.0 5.0 4.0 1.0 0.0 0.0 0.0 1.0 1.0 0.0 4.0 6.0 54.5
2¢CR - ISR3 5.0 3.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 3.0 60.0
2¢CR - ISR4 1.0 2.0 2.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.0 3.0 300.0
2¢CR - ESR1 3.0 3.0 6.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 6.0 7.0 233.3
2¢CR - ESR2 5.0 3.0 3.0 1.0 0.0 0.0 0.0 1.0 1.0 0.0 3.0 4.0 80.0
2¢CR - ESR3 4.0 2.0 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 3.0 75.0
gammajetCR  750.0 25.0 168.0 13.0 14.0 520 2.0 1480 1.0 1.0 231.0 232.0 30.9

Table A.2: Final estimates of jet — v background and their uncertainties.

A.2 Migration uncertainties

The PDF and scale variations can affect the relative acceptances in SR and CRs, poten-
tially leading to a migration of events from the CRs to the SR.

To account for this further theoretical systematic contribution, migration uncertainties
have been estimated at reconstruction level for each background process and CR.

For each considered variation, the double ratio acceptance between the SR and the CRs
is evaluated:

N(CR,i"™ variation) /N (CR,nominal)
N(SR,i"™ variation)/N (SR, nominal)

Accrysk = (A1)

where the yield variations are obtained by reweighing, using the PMG weights of the MC
samples (the same used for theoretical uncertainties estimation, as reported in subsection
8.5.2).

Two contributions are considered:

e Inter-PDF variations: considering CT14nnlo and MMHT2014 NLO as alternative
PDF sets;

e QCD factorisation and renormalisation scale variations.

The global uncertainties for each of these contributions are given by the maximum devi-
ation of the double ratio acceptance from the unity:

maX(‘l - ACCiC’R/SR|)i€interfPDF/scale var. (A2)
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\ | EP®>150Gev | ER®>250Gev | EF™ > 375 Gev
Sample | Resion Scale PDF  Total | Scale PDF Total | Scale PDF  Total
P & (%) %) %) | R R () | (R (R (%)
1 CR | 10.819 1.131 10.88 - - - - - -
. 2p CR - - - - - - - - -
TS | 96 CR - - - - - - - - -
4 CR | 5.145 0914 523 | 634 161 654 | 650 063  6.51
1. CR | 0.780 0317 084 | 351 058 356 | 075 166  1.82
. 2uCR | 1.012 0448 1.11 | 2.04 084 221 | 317 084  3.28
v 2¢CR | 0.658 0.594 0.89 | 1.76 0.52 1.84 | 426 045 4.8
~j CR | 13.428 0.208 13.43 | 14.22 0.70 14.24 | 16.44 1.32  16.49
1#CR | 0.288 0100 0.30 | 0.88 026 092 | 258 187 3.19
W 24 CR | 7.851 0.199 7.85 - - - . - _
v 2 CR | 7.558 0.378  7.56 - - - y y -
4 CR | 7321 0252 7.32 | 580 073 594 | 251 139  2.87

Table A.3: Migration uncertainties estimated in the B > 150 GeV bin. Zv includes both
Z(— vv)+v and Z(— £0) + v

The results in an inclusive SR with F& > 150 GeV (SRIO0) and in SRI2 (EF™ > 250
GeV) and SRI5 (ER™ > 375 GeV) are reported in Table A.3. The total uncertainty is
obtained by summing in quadrature the PDF and scale uncertainties. Both Z(— vv) ++
and Z(— £f) + v background processes are included in Z~. For each CR the uncertainty
related to the dominant background process is lower or close to 1%, except for y+jets in
the v+jets CR which reaches about 5%. On the other hand, the highest uncertainties are
associated to subdominant backgrounds, thus giving a minor contribution.

These uncertainties have been included in the fit as nuisance parameters in the CRs,
not correlated among different CRs, and their impact on the total post-fit uncertainty
is described in Table A.4 for different ET™ thresholds. The total uncertainty increase
is only 0.05% in SRI1 and up to 0.2% in the last bin. In addition, the results for the
higher bins are likely affected by low statistics and less reliable: applying the uncertainties
estimated in SRI1 also to the fit in SRI5, the increase in the total post-fit uncertainty
reduces to only 0.02%.

Since the impact has been proved to be negligible, we chose not to include this systematic

Region | Nominal syst. (%) | With SR/CR syst. (%) | Increase (%)
E? > 150 GeV 3.27 3.32 0.05
BT > 250 GeV 5.78 5.85 0.07
Ep'™ > 375 GeV 9.64 9.81 0.17

Table A.4: Comparison between the post-fit uncertainty withouth including migration system-
atics (Nominal syst) and including them (with SR/CR syst.)

contribution in our results.
For completeness, in Tables A.5 the migration uncertainties in SRI3 and SRI5, used to
derive the results in Table A.4, are also reported.



256 A. Additional material for mono-photon analysis CRs

Sample ‘ Region ‘ Scale PDF set Total Sample ‘ Region ‘ Scale PDF set Total
1u CR - - - 1u CR - - -
o 2u CR - - - . 2u CR - - -
THes | 5 CR . y . THets | oe cr - - -
ytijets CR | 6.34%  1.61%  6.54% ytjets CR | 6.50%  0.63%  6.51%
1u CR 3.51%  0.58%  3.56% 1 CR 0.75%  1.66%  1.82%
. 21 CR 2.04%  0.84% = 2.21% . 2u CR 3.17%  0.84%  3.28%
v 2¢ CR 1.76%  0.52%  1.84% v 2¢ CR 4.26%  0.45%  4.28%
y+jets CR | 14.22%  0.70%  14.24% y+jets CR | 16.44%  1.32%  16.49%
1u CR 0.88%  0.26%  0.92% 1 CR 258%  1.87%  3.19%
2 CR - - - 2u CR - - -
W 2¢ CR - - - Wy 2¢ CR - - -
y+ijets CR | 5.89%  0.73%  5.94% ytjets CR | 2.51%  1.39%  2.87%

Table A.5: Migration uncertainties estimated in the Ef™ > 250 GeV bin (left) and ER™
> 375 GeV bin (right).

A.3 Impact of NLO electroweak corrections to Z + ~ samples

In this appendix, some studies showing the impact of the Z~v electro-weak corrections
(Figure 8.19) on the final results are shown.

As a first test, the Z(vv)y and the Z(£¢)y samples were reweighted applying these cor-
rections, and the impact of the reweighting on the results of the background-only fit was
studied in the SRIO (inclusive SR with E1"° > 150 GeV). Table A.6 shows the impact
of the EW corrections on the normalisation factors. As expected, the reweighted Z + ~
samples bring u; closer to 1, but the change is within the uncertainties of the nominal
value.

k-factor ‘ EW corr. no EW corr.
Hrytjets | 0.816 £ 0.204  0.816 & 0.206
B 0.843 £+ 0.076  0.843 4+ 0.076
Lz 1.006 £ 0.070  0.952 + 0.066

Table A.6: Normalisation factors obtained from a background-only fit performed in the SR
defined with ET™° > 150 GeV. The errors shown include both the statistical and systematic
uncertainties.

An additional test is performed taking the difference between the nominal and reweighted

Z + v samples as a systematic uncertainty, which is included in the likelihood as an ad-
ditional nuisance parameter. When adding this uncertainty, the total background expec-
tation in the SRIO after the background-only fit remaing almos unvaried, moving from
12776.48 + 381.93 to 12778.09 + 381.86. Indeed, the post-fit impact of this uncertainty
is absolutely negligible when compared with the other theoretical uncertainties, as re-
ported in Table A.7. Similar conclusion can be deduced by repeating the same test in a
“shape” fit: the comparison between post-fit background yields in the different E7"° bins
with and without the additional systematic uncertainty from EW corrections (correlated
among different bins) is shown in Table A.8
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Syst. source | Down (%) Up (%)

PDF +0.11 -0.35
EW -0.02 0.01

Table A.7: Impact of the EW and the PDF theoretical uncertainties on the background esti-
mation in the SR defined with ET"* > 150 GeV using full Run2 data.

SREO SRE1 SRE2 SRE3 SRI4

No EW syst. 7419.99 +£251.66  3067.17 £152.61  1182.60 £75.02 678.53 £52.96 446.68 £ 43.61

With EW syst.  7420.23 + 252.67 3068.32+153.36  1182.61 +75.05 678.53 £52.97  446.66 + 43.63

Table A.8: Impact of the EW systematic uncertainty on the background yields after a “shape”
fit in a SR with E7°° > 150 GeV using full Run2 data.
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A.4 Theoretical uncertainties on all simplified DM signal samples

PDF+ag

my Momed Acceptance (% uncertainty) Cross-section

(GeV) GeV) SRE1 SRE2 SRE3 SRI4 (% uncertainty)
10 10 -2.18 +2.39 -2.36 +2.68 -3.13 +3.60 -3.52 +3.85 -4.27 +5.18
10 15 -2.21 +2.48 -2.44 +2.82 -2.52 +2.80 -3.35 +3.61 -4.43 +3.60
10 25 -2.57 +3.14 -3.02 +3.60 -3.73 +4.44 -3.95 +4.50 -6.79 +7.94
10 100 -2.17 +2.49 -2.60 +3.07 -3.21 +3.79 -3.80 +4.26 -4.27 +5.18
10 200 -1.99 +2.13 -2.44 +2.80 -2.84 +3.23 -3.60 +3.97 -3.30 +4.03
10 300 -1.98 +2.17 -2.39 +2.71 -2.83 +3.16 -3.44 +3.71 -3.07 +3.70
10 400 -1.97 +2.03 -2.32 +2.48 -2.65 +2.83 -3.40 +3.59 -2.92 +3.41

10 500 -2.09 +2.16 -2.39 +2.48 -2.61 +2.71 -3.41 +3.52 -2.93 +3.33
10 600 -2.26 +2.31 -2.49 +2.53 -2.58 +2.57 -3.64 +3.37 -3.02 +3.34
10 700 -2.22 +2.20 -2.42 +2.36 -2.72 +2.69 -3.42 +3.10 -3.06 +3.29
10 800 -2.38 +2.32 -2.66 +2.62 -2.88 +2.82 -3.90 +3.80 -3.15 +3.31

10 900 -2.54 +2.45 -2.87 +2.81 -2.98 +2.90 -3.97 +3.55 -3.20 +3.29
10 1000 -2.59 +2.47 -2.77 +2.63 -3.51 +3.38 -4.10 +3.36 -3.27 +3.30
10 1100 -2.63 +2.47 -2.83 +2.65 -2.91 +2.69 -4.27 +3.73 -3.41 +3.38
10 1200 -2.80 +2.62 -3.08 +2.65 -3.58 +3.10 -4.89 +3.61 -3.76 +3.49
10 1300 -3.43 +2.74 -3.28 +2.84 -3.87 +3.20 -5.23 +3.77 -4.02 +3.51

10 1400 -3.37 +2.69 -3.93 +3.02 -3.94 +3.32 -5.27 +3.92 -4.25 +3.54
10 1500 -3.81 +2.90 -3.71 +3.04 -4.11 +3.09 -5.89 +4.04 -4.42 +3.60
10 1600 -3.52 +2.72 -4.23 +3.11 -4.66 +3.43 -5.87 +4.13 -4.70 +3.63
10 1700 -3.81 +3.01 -4.52 +3.15 -4.86 +3.46 -6.45 +4.33 -4.94 +3.64
25 10 -2.04 +2.18 -2.32 +2.61 -2.85 +3.18 -3.53 +3.76 -3.70 +4.47
25 45 -2.12 +2.39 -2.58 +2.98 -3.51 +4.12 -3.51 +3.79 -4.19 +5.07
50 10 -1.96 +2.15 -2.37 +2.62 -2.82 +3.10 -3.52 +3.74 -3.91 +4.76
50 95 -2.02 +2.15 -2.34 +2.60 -2.90 +3.24 -3.41 +3.65 -3.42 +4.14
50 100 -2.09 +2.25 -2.33 +2.65 -2.89 +3.26 -3.55 +3.87 -3.58 +4.34
50 105 -2.14 +2.33 -2.26 +2.58 -2.95 +3.40 -3.58 +3.95 -3.91 +4.76
50 115 -2.15 +2.35 -2.46 +2.87 -3.07 +3.55 -3.40 +3.74 -3.96 +4.81

100 10 -2.05 +2.13 -2.43 +2.52 -2.84 +2.98 -3.72 +3.85 -2.96 +3.40
100 100 -2.07 +2.15 -2.44 +2.56 -2.56 +2.63 -3.57 +3.69 -2.96 +3.40
100 195 -1.97 +2.05 -2.40 +2.59 -2.77 +2.98 -3.40 +3.56 -3.03 +3.58
100 200 -1.98 +2.16 -2.22 +2.41 -2.60 +2.81 -3.47 +3.69 -3.03 +3.59
100 205 -1.96 +2.06 -2.31 +2.57 -2.80 +3.08 -3.54 +3.81 -3.10 +3.72
100 215 -1.99 +2.16 -2.47 +2.81 -2.71 +3.02 -3.24 +3.44 -3.14 +3.80
150 200 -2.15 +2.18 -2.40 +2.42 -2.77 +2.81 -3.61 +3.56 -2.97 +3.28
150 295 -2.08 +2.17 -2.42 +2.55 -2.70 +2.81 -3.64 +3.72 -2.96 +3.39
150 300 -1.99 +2.08 -2.40 +2.56 -2.88 +3.08 -3.55 +3.76 -2.93 +3.38
150 305 -2.02 +2.13 -2.39 +2.58 -2.62 +2.76 -3.55 +3.69 -2.96 +3.44
150 315 -2.04 +2.20 -2.30 +2.45 -2.76 +2.99 -3.57 +3.84 -2.92 +3.42
200 395 -2.08 +2.12 -2.60 +2.68 -2.62 +2.63 -3.48 +3.46 -3.00 +3.31
200 400 -2.23 +2.29 -2.37 +2.42 -2.69 +2.74 -3.60 +3.59 -2.95 +3.29
200 405 -2.14 +2.19 -2.58 +2.72 -2.83 +2.95 -3.57 +3.68 -2.98 +3.35
200 415 -2.12 +2.19 -2.42 +2.51 -2.77 +2.90 -3.35 +3.44 -2.94 +3.34
250 515 -2.22 +2.25 -2.52 +2.57 -2.81 +2.87 -3.79 +3.80 -3.01 +3.30
300 615 -2.43 +2.42 -2.64 +2.63 -2.88 +2.87 -3.84 +3.66 -3.08 +3.28
350 715 -2.59 +2.55 -2.79 +2.75 -3.06 +3.03 -4.21 +3.66 -3.21 +3.35
400 815 -2.69 +2.60 -2.90 +2.81 -3.28 +3.22 -4.10 +3.72 -3.31 +3.43
450 915 -2.92 +2.82 -2.98 +2.81 -3.36 +3.24 -4.73 +3.92 -3.46 +3.48
500 1015 -2.92 +2.75 -3.11 +2.93 -3.60 +3.06 -4.93 +4.09 -3.67 +3.50

Table A.9: PDF and scale uncertainties, in %, on the acceptance and the cross section of
simplified dark matter models.
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Tuning uncertainties

M,  Mpeq | Nominal yield Uncertainty (%)
10 10 1350 9.152
10 15 1271 5.522
10 25 716 21.027
10 100 1499 13.593
10 200 1855 8.929
10 300 2276 7.543
10 400 2586 7.462
10 500 2713 5.190
10 600 2960 3.966
10 700 3126 8.723
10 800 3240 7.757
10 900 3275 6.085
10 1000 3411 5.970
10 1100 3440 5.732
10 1200 3544 5.509
10 1300 3546 4.852
10 1400 3649 5.978
10 1500 3646 4.320
10 1600 3702 5.111
10 1700 3680 5.922
25 10 1820 9.631
25 45 1601 11.654
50 10 2175 7.308
50 95 1837 11.193
50 100 1736 9.357
50 105 1631 9.804
50 115 1538 6.378
100 10 2553 8.224
100 100 2574 6.465
100 195 2310 7.147
100 200 2204 9.490
100 205 2139 6.179
100 215 2038 5.818
150 200 2833 6.977
150 295 2609 4.876
150 300 2570 2.988
150 305 2444 9.336
150 315 2498 8.388
200 395 2793 7.820
200 400 2872 6.370
200 405 2808 6.148
200 415 2744 5.761
250 515 3040 9.584
300 615 3101 6.573
350 715 3145 11.219
400 815 3287 8.314
450 915 3445 3.761
500 1015 3492 8.306

Table A.10: MC tuning uncertainties, in %, for simplified DM models.
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A.5 Anti-SF in CRs

CR1mu e-antiSF p-antiSF T-antiSF Total antiSF
Z(vv) + v 1.0000 - 0.9999 0.9999
Zry 1.0021 - 0.9989 1.0010
Wry 1.0003 - 0.9996 0.9999
Y+jets 1.0007 - 0.9998 1.0007

CR2mu e-antiSF p-antiSF T-antiSF Total antiSF

Zry 1.0001 - 0.9993 0.9994
Wry 1.0001 - 0.9996 0.9997

CR2el e-antiSF p-antiSF T-antiSF Total antiSF

Zry . 1.0001 0.9999 1.0
Wry - 1.0003 0.9997 1.0
Y+jets . 1.0002 0.9998 1.0

CRphjet e-antiSF p-antiSF T-antiSF Total antiSF

Z(vv) + v 1.0000 1.0000 0.9999 0.9999
Zry 1.0209 1.0437 0.9978 1.0624
Wry 1.0216 1.0087 0.9992 1.0295
Y+jets 1.0007 1.0003 0.9998 1.0007

Table A.11: e-antiSF, p-antiSF, 7-antiSF and their product in the CRs, evaluated at ET"** >
150 GeV. The p(e)-antiSF are not applied in CR1mu, CR2mu (CR2el)



A.6 Ranking plots of the systematics

Pre-fit Down s Post-fit Down

Pre-fit Up w—_ Post-fit Up

EleFake_syst SRE2 e —

MC stat SRE2 [ 1
EG_SCALE_ALL
JelFake_syst_CR2muE2 ]
EL_EFF_ID_TOTAL_INPCOR_PLUS_UNCOR
JetFake_syst_SRE2
MC stat. CR2muE2
JET_Flavor_Composition
JetFake_syst CRelE2
EleFake_stat_SRE2
JetFake_stalCR_CR2elE2
JetFake_stalCR_SRE2
MUON_EFF_RECO_SYS
JET_EffectiveNP_Modelingl
MC_SYST_zgamma [
MC stat, CR2elE2 |
JET_JER_EffectiveNP_a
JET_dwtEffciency |
JET_JER_EffectiveNP_3 |
JET_JER_EffectiveNP_TrestTerm
PRW_DATASF
JET_Pileup_RhoTopology
JET_JER_EffectiveNP_6
JET_Flavor_Response
MET_SoftTrk_Scale
JetFake_syst_CR1mUE2
JET_Pileup_OffseiNPV

MUON_EFF_ISO_SYS
JetFake_statCR_CR1muE2
JET_JER_EffectiveNP_1
EleFake_statCR_SRE2
JET_JER_DataVsMC_MC16
EL_EFF_Reco_TOTAL_INPCOR_PLUS_UNCOR
MET_SoftTrk_ResoPerp
MC_SYST_gammajets -
EL_EFF_Iso_TOTAL_INPCOR_PLUS_UNCOR
JET_JER_EffectiveNP_5 o
MET_SoftTrk_ResoPara -
JET_Etalntercalibration_Modelling
JET_EffectiveNP_Modelling2 [
JET_EffectiveNP_Statistical2
JetFake_statCR_CR2muE2
MC stat. CRphjet ]
JET_EffectiveNP_Mixed1
JET_EffectiveNP_Detectorl ]
MUON_EFF_RECO_STAT
EG_RESOLUTION_ALL 1
JET EffectiveNP Statisticald | )y ) ) | p ) g bbb bbby

-4 0 1 2 3 4
Impact on total background [%]

Figure A.1: Breakdown of dominant systematics uncertainties before and after the background-only shape-fit in SRE1
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A.7 Fiducial acceptance and efficiency for all signal samples

Acc [%] Acc [%] Acc [%] Acc [%]
mx [GeV] mumea [GeVI | pmiss 500 ey BRI 5 250 Gev BR300 Gev BRI > 375 Gev
10 10 13.90 7.00 3.70 1.60
10 15 13.40 6.80 3.50 1.50
10 25 7.30 3.40 1.90 0.80
10 100 16.00 7.50 3.80 1.70
10 200 19.90 9.90 5.40 2.20
10 300 23.80 12.80 7.10 3.40
10 400 27.10 15.40 9.20 4.60
10 500 28.50 17.10 10.50 5.60
10 600 31.10 19.60 12.30 6.10
10 700 32.30 20.30 13.00 7.10
10 800 34.00 22.20 14.50 8.20
10 900 34.40 22.80 15.20 8.50
10 1000 35.60 23.80 15.80 9.10
10 1100 36.00 24.10 16.10 9.50
10 1200 36.80 24.90 17.50 10.10
10 1300 37.40 26.30 18.50 10.50
10 1400 38.40 26.50 18.60 11.60
10 1500 37.60 26.40 19.40 12.20
10 1600 38.70 28.20 20.30 12.60
10 1700 38.70 27.50 19.90 12.00
25 10 19.00 10.60 5.80 2.70
25 45 16.80 8.70 4.50 2.10
50 10 22.90 12.90 7.40 3.40
50 95 19.40 10.00 5.50 2.50
50 100 18.60 9.60 5.00 2.20
50 105 17.60 8.90 4.80 2.00
50 115 16.00 8.10 4.20 1.90
100 10 26.90 16.20 9.80 5.20
100 100 27.30 16.40 10.30 5.20
100 195 24.30 13.60 8.00 3.60
100 200 23.40 13.10 7.60 3.30
100 205 22.70 12.70 7.20 3.50
100 215 21.50 11.10 6.20 2.70
150 200 29.50 17.90 11.20 5.70
150 295 27.10 16.30 10.00 4.70
150 300 26.80 15.30 9.10 4.20
150 305 25.60 14.90 8.90 4.20
150 315 25.80 14.20 8.50 4.10
200 395 29.20 17.80 11.30 5.90
200 400 30.20 18.00 10.90 5.60
200 405 29.30 17.40 10.70 5.20
200 415 28.70 16.80 10.50 5.10
250 515 31.80 19.50 12.40 6.60
300 615 32.20 20.20 12.90 7.00
350 715 33.00 21.70 14.10 8.00
400 815 34.30 23.30 15.60 9.00
450 915 36.00 24.70 16.70 9.70
500 1015 36.80 25.20 17.20 10.00

Table A.12: Fiducial acceptances for the dark matter simplified models in the four inclusive
signal regions.
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eV eV Acc [%] Acc (%] Acc %]
Mo [GeV] miea [GeV] o0 ER™° < 250 GeV 250 < B < 300 GeV 300 < ER'®° < 375 GeV
10 10 6.90 3.30 2.10
10 15 6.60 3.30 2.00
10 25 3.90 1.50 1.10
10 100 8.40 3.70 2.10
10 200 10.00 4.50 3.20
10 300 11.00 5.70 3.70
10 400 11.70 6.20 4.60
10 500 11.50 6.60 4.90
10 600 11.50 7.30 6.20
10 700 12.10 7.30 5.90
10 800 11.80 7.70 6.20
10 900 11.60 7.60 6.60
10 1000 11.90 8.00 6.70
10 1100 12.00 7.90 6.70
10 1200 11.90 7.40 7.30
10 1300 11.10 7.70 8.00
10 1400 11.90 7.90 7.00
10 1500 11.20 7.00 7.20
10 1600 10.50 7.80 7.70
10 1700 11.20 7.50 7.90
25 10 8.40 4.80 3.00
25 45 8.00 4.20 2.40
50 10 10.00 5.50 4.00
50 95 9.40 4.50 3.00
50 100 9.00 4.60 2.80
50 105 8.80 4.10 2.80
50 115 8.00 3.80 2.30
100 10 10.70 6.40 4.60
100 100 11.00 6.10 5.10
100 195 10.70 5.60 4.40
100 200 10.30 5.50 4.30
100 205 10.00 5.50 3.70
100 215 10.40 4.90 3.60
150 200 11.60 6.70 5.50
150 295 10.80 6.30 5.30
150 300 11.50 6.10 5.00
150 305 10.70 6.00 4.70
150 315 11.70 5.70 4.40
200 395 11.40 6.40 5.40
200 400 12.30 7.10 5.30
200 405 11.90 6.70 5.50
200 415 11.90 6.30 5.40
250 515 12.30 7.10 5.80
300 615 12.00 7.30 5.90
350 715 11.30 7.60 6.10
400 815 11.10 7.70 6.60
450 915 11.30 8.00 7.00
500 1015 11.60 8.00 7.20

Table A.13: Fiducial acceptances for the dark matter simplified models in the exclusive signal
regions.



A.7. Fiducial acceptance and efficiency for all signal samples 265

m eV m eV € mi € _mi € _mi € _mi
x [GeV] med [GeV] ‘ B >200GeV Ep"°7>250GeV B >300GeV B >375GeV

10 10 0.813 0.814 0.811 0.812
10 15 0.806 0.779 0.800 0.800
10 25 0.959 0.941 0.842 0.750
10 100 0.756 0.773 0.789 0.706
10 200 0.819 0.848 0.833 0.864
10 300 0.815 0.812 0.831 0.794
10 400 0.815 0.825 0.804 0.739
10 500 0.839 0.830 0.800 0.750
10 600 0.823 0.801 0.797 0.803
10 700 0.830 0.828 0.823 0.775
10 800 0.824 0.806 0.800 0.756
10 900 0.846 0.833 0.822 0.812
10 1000 0.834 0.832 0.848 0.813
10 1100 0.842 0.851 0.863 0.853
10 1200 0.840 0.843 0.829 0.851
10 1300 0.834 0.829 0.816 0.829
10 1400 0.820 0.826 0.828 0.793
10 1500 0.859 0.860 0.825 0.787
10 1600 0.829 0.809 0.803 0.802
10 1700 0.840 0.847 0.829 0.850
25 10 0.795 0.736 0.724 0.667
25 45 0.804 0.793 0.822 0.762
50 10 0.808 0.775 0.784 0.794
50 95 0.845 0.860 0.855 0.840
50 100 0.823 0.823 0.840 0.864
50 105 0.784 0.764 0.750 0.750
50 115 0.831 0.802 0.810 0.737
100 10 0.851 0.827 0.816 0.750
100 100 0.813 0.793 0.748 0.731
100 195 0.823 0.816 0.800 0.833
100 200 0.825 0.817 0.803 0.848
100 205 0.815 0.780 0.778 0.714
100 215 0.823 0.847 0.823 0.852
150 200 0.837 0.832 0.830 0.807
150 295 0.841 0.822 0.810 0.830
150 300 0.825 0.837 0.835 0.881
150 305 0.848 0.826 0.798 0.810
150 315 0.818 0.824 0.788 0.756
200 395 0.846 0.837 0.814 0.780
200 400 0.815 0.822 0.835 0.821
200 405 0.823 0.822 0.822 0.846
200 415 0.812 0.810 0.781 0.765
250 515 0.805 0.795 0.782 0.758
300 615 0.832 0.842 0.837 0.814
350 715 0.852 0.843 0.844 0.812
400 815 0.854 0.833 0.827 0.800
450 915 0.836 0.818 0.826 0.804
500 1015 0.840 0.837 0.843 0.840

Table A.14: Fiducial efficiencies for the dark matter simplified models in the four inclusive
signal regions.
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My [GeV] mppeq [GeV] ‘ €200< B <250 Gev  “250< BRI <300 Gev  “300< BIRS<375 Gev
10 10 0.812 0.818 0.810
10 15 0.833 0.758 0.800
10 25 0.974 1.000 0.909
10 100 0.750 0.784 0.810
10 200 0.790 0.867 0.812
10 300 0.809 0.807 0.865
10 400 0.803 0.855 0.848
10 500 0.843 0.879 0.857
10 600 0.861 0.808 0.774
10 700 0.826 0.836 0.864
10 800 0.847 0.818 0.871
10 900 0.871 0.842 0.848
10 1000 0.832 0.800 0.896
10 1100 0.817 0.835 0.881
10 1200 0.832 0.892 0.808
10 1300 0.847 0.870 0.787
10 1400 0.798 0.835 0.886
10 1500 0.848 0.957 0.889
10 1600 0.886 0.833 0.805
10 1700 0.821 0.893 0.797
25 10 0.869 0.750 0.767
25 45 0.825 0.762 0.875
50 10 0.840 0.782 0.775
50 95 0.830 0.867 0.867
50 100 0.822 0.804 0.857
50 105 0.784 0.805 0.714
50 115 0.850 0.816 0.870
100 10 0.888 0.844 0.891
100 100 0.836 0.869 0.784
100 195 0.832 0.857 0.773
100 200 0.835 0.836 0.767
100 205 0.850 0.800 0.838
100 215 0.808 0.857 0.806
150 200 0.845 0.851 0.836
150 295 0.880 0.841 0.792
150 300 0.809 0.852 0.780
150 305 0.879 0.867 0.787
150 315 0.803 0.877 0.818
200 395 0.860 0.891 0.852
200 400 0.797 0.803 0.830
200 405 0.815 0.836 0.800
200 415 0.815 0.873 0.778
250 515 0.821 0.831 0.810
300 615 0.817 0.849 0.864
350 715 0.867 0.842 0.885
400 815 0.892 0.857 0.864
450 915 0.876 0.800 0.857
500 1015 0.845 0.825 0.833

Table A.15: Fiducial efficiencies for the dark matter simplified models in the exclusive signal
regions.
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A.8. Background only fit with Asimov dataset

A.8 Background only fit with Asimov dataset

The behaviour of the complete fit in CR+SR, performed to provide the exclusion limits,

has been tested with a simplified-shape fit on Asimov data, before the fit to actual data,

as an additional cross-check. Results are shown in the following figures: the pull-plot of

nuisance parameters in figure A.3, and the correlation matrix in figure A .4.
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Figure A.4: Correlation matrix between the various sources of systematic uncertainty that are
taken into account in the shape fit on Asimov data. Only systematics with a correlation higher
that 0.25 are shown.



APPENDIX B

Additional material for the Dark Photon analysis in
ZH production mode

B.1 Fake EF* ABCD optimisation based on Zgamma strong +
Z strong

This appendix reports, in Table B.1, the results of the optimisation process described in
section 9.3.1, performed including both Z~ strong and Z strong MC samples. The best
pair is the same obtained with Zv strong only.

Var | R (ee) | Ruw) | FoM (ee) | FoM (up) | xk(ee) | x%(uw)

AG(EF™= i) 1.1970 £ 0.0334 | 1.2347 £ 0.0323 | 9.4582 5.9460 | 0.4271 | 0.7215

AG(EF™ + 5, ) 0.8210 = 0.0305 | 0.7368 & 0.0251 | 10.7970 2.9066 | 0.3308 | 1.3446

|Episs 4 iy Egeiss 1.7367 + 0.0547 | 1.6724 + 0.0472 | 0.7342 1.1412 | 5.6291 | 3.7866

|EZs 4 59| /| EF® 4 pliy| 0.7741 4 0.0243 | 0.6850 & 0.0207 | 1.7423 1.6150 | 2.1652 | 2.5194
AG(EF™ + Gl nearest(EF™°,#¥)) | 0.9373 + 0.0290 | 0.8675 + 0.0243 | 4.2592 4.3970 | 0.9262 | 0.9774
min g {AG(E7*, 577)} 1.4434 + 0.0475 | 0.9178 + 0.0269 | 7.2472 20.7160 | 0.4626 | 0.1767

2] 1.3443 4+ 0.0325 | 1.4779 + 0.0321 | 3.1301 2.7168 | 1.3553 | 1.7760

Table B.1: Results of the ABCD tests for the best pair of variables (EF'™ variable as a
first variable), including both Z+ strong and Z strong. The error shown corresponds to the
propagation of statistical uncertainties.

B.2 Including E& significance in “fake” E=5 ABCD method

In order to combine the discrimination power of Ey 55 and ERSS significance, the pos-
sibility to include a Ep"™ significance selection in the high ET" regions, as repre-
sented in Figure B.1, have been explored. Figure B.2 shows the evolution of the Ey"**-
AG(ET™* ) correlations by changing the EF™ significance cut. The correlation and
its stability gets worse with the raise of the cut above 3, while it maintains a decent
performance for lower selections. Since no improvement in significance is observed with

such small cut values on Effliss significance, this hypothesis was eventually abandoned.
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Var 1

MET

Figure B.1: Scheme of the ABCD regions with the cut on B2 significance.
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Figure B.2: R stability in the ee (left) and pu (right) channel,

of EP™* significance cut included in A and C.
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B.3 Kinematic distributions in a 2e4+1pu VV~v CR
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Figure B.3: Shape comparison of relevant variables distributions between data and MC, in the
eefr channel of the V'V~ CR.
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B.4 Comparison between ZZ~ and W Z~ processes

The main kinematic distribution show, as expected, good similarities between the two
samples. The highest discrepancies are observed in the photon p distribution. Never-
theless, the analysis cut of pJ. > 30 GeV provide very similar acceptances for the two
processes, equal to ~ 80% for the ZZ~ and ~ 77% for the W Z~, thus reducing the im-
pact of these differences on the extrapolation of the normalization extracted from W Z~
samples to the ZZ~ ones.
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Figure B.4: Comparison of some relevant kinematic distributions in ZZ~ and W Z~ events.

B.5 Studies about BDT shape for fake EF"* background

This appendix summarises some studies aiming at defining an alternative to MC for the
BDT shape of fake BT background.

The main issue of using MC derives from the low statistics of Z strong events, giving rise
to non-smooth shape as shown in Figure B.5: the yields per bin width are plotted for the
two channels and in both SR and VR, and dips and large uncertainties are observed in
the Z strong background for all bins where a disagreement between data and background
is observed.
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Figure B.5: BDT score distributions in the ee (left) and pu (right) channel, of Z~ strong (blue)
and Z strong (red) processes in SR (top) and in the VR (bottom). The yields per bin width are
shown, and the uncertainties are statistical from MC.

In tables B.2,B.3,B.4,B.5, the number of MC events (without any reweighting) passing
SR or VR selections in each bin and for each MC sample is reported, underlying the
difference in the number of MC events between Z+~ strong and Z strong processes, as well
as the very small statistics in the problematic bins, especially from the lowest pr slices,
contributing with the largest weights due to cross-section normalisation.

Sample | Run | 0,0.05 0.15 0.30 0.50 0.64 0.77 0.88 0.96 1
Z~ strong 700011 465 377 100 53 26 19 10 5 1
Z~ strong 700013 1 41 29 5 2 4 1 2 0
Z~ strong 700018 104 104 55 44 20 12 8 7 8
Z~ strong 700020 0 2 2 1 0 0 1 0 0
Z strong 364114 14 2 6 5 4 1 1 1 0
Z strong 364115 13 3 1 3 1 0 3 1 0
Z strong 364116 11 8 2 7 1 2 0 3 0
Z strong 364117 6 6 3 1 2 1 0 0 0
Z strong 364118 6 1 3 0 1 0 0 0 0
Z strong 364119 5 5 8 0 1 1 5 0 0
Z strong 364120 12 3 1 3 2 0 0 1 0
Z strong 364121 6 2 2 0 1 0 0 0 0
Z strong 364122 11 8 8 3 1 4 2 1 0
Z strong 364123 1 3 1 0 0 0 0 0 0
Z strong 364125 4 2 1 2 0 0 1 0 0
Z strong 364126 5 2 1 0 0 0 0 1 0
Z strong 364127 5 2 0 0 0 0 0 0 0

Table B.2: Number of pure MC events in the ee SR, for each Zv strong and Z strong MC
sample, in each BDT bin.
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Sample | Run | 0,0.05 0.15 0.30 0.50 0.64 0.77 0.88 0.96 1
Z~ strong 700012 628 551 200 100 58 43 24 15 1
Z~ strong 700013 1 17 10 6 4 2 1 1 1
Z~ strong 700019 176 216 110 62 30 27 15 17 3
Z~ strong 700020 0 1 1 0 0 0 0 0 0
Z strong 364100 11 9 3 6 2 4 3 0 0
Z strong 364101 9 7 3 2 1 2 2 4 0
Z strong 364102 22 6 8 4 3 8 6 0 0
Z strong 364103 11 7 7 3 0 0 1 0 0
Z strong 364104 1 2 1 1 1 0 2 0 0
Z strong 364105 4 10 3 3 1 3 3 5 0
Z strong 364106 10 9 2 1 1 0 0 2 0
Z strong 364107 9 1 2 2 2 0 0 0 0
Z strong 364108 18 17 3 4 5 2 2 1 0
Z strong 364109 5 2 4 3 0 1 0 0 0
Z strong 364110 2 0 0 1 0 0 0 0 0
Z strong 364111 4 3 1 0 0 0 0 0 0
Z strong 364112 12 8 1 0 0 0 0 0 0
Z strong 364113 2 1 1 0 0 0 0 0 0
Z strong 364131 0 0 1 0 0 0 0 0 0
Z strong 364134 1 0 0 0 0 0 0 0 0

Table B.3: Number of pure MC events in the pp SR, for each Z~ strong and Z strong MC
sample, in each BDT bin.

Sample | Run | 0,0.05 0.15 0.30 0.50 0.64 0.77 0.88 0.96 1
Z~ strong 700011 2100 1650 661 427 104 27 17 4 0
Z~ strong 700013 1 2 11 9 2 4 1 0 0
Z~ strong 700018 568 464 312 168 46 16 14 5 0
Z~ strong 700020 0 1 2 0 0 0 1 0 0
Z strong 364114 44 14 8 5 2 1 2 0 0
Z strong 364115 40 9 8 1 0 0 0 0 0
Z strong 364116 56 12 7 3 0 0 0 1 0
Z strong 364117 48 8 1 5 1 0 0 0 0
Z strong 364118 14 5 1 0 0 0 1 0 0
Z strong 364119 37 9 4 1 1 0 0 0 0
Z strong 364120 31 5 5 12 3 0 0 0 0
Z strong 364121 19 2 3 3 2 2 0 1 0
Z strong 364122 52 11 7 3 3 1 0 0 0
Z strong 364123 12 1 1 2 0 0 0 0 0
Z strong 364124 6 2 2 0 0 1 0 0 0
Z strong 364125 6 7 4 3 1 1 0 0 0
Z strong 364126 12 4 1 0 0 0 0 0 0
Z strong 364127 3 0 0 0 0 0 0 0 0

Table B.4: Number of pure MC events in the ee VR, for each Zv strong and Z strong MC
sample, in each BDT bin.
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Sample | Run | 0,0.05 0.15 0.30 0.50 0.64 0.77 0.88 0.96 1
Z~ strong 700012 2620 2260 1060 844 171 92 37 7 0
Z~ strong 700013 3 0 2 8 3 2 1 0
Z~ strong 700019 697 604 391 231 52 22 12 8 0
Z~ strong 700020 0 0 1 0 1 0 1 0 0
Z strong 364100 53 23 2 5 2 2 1 0 0
Z strong 364101 53 12 6 2 0 0 0 0 0
Z strong 364102 78 22 9 4 4 0 1 0 0
Z strong 364103 57 17 5 4 0 2 0 0 0
Z strong 364104 18 5 1 0 0 0 0 0 0
Z strong 364105 46 16 4 1 1 0 0 0 0
Z strong 364106 33 8 5 3 3 0 0 0 0
Z strong 364107 20 8 4 1 1 0 0 0 0
Z strong 364108 74 15 8 12 0 1 1 0 0
Z strong 364109 13 3 2 0 0 0 0 0 0
Z strong 364110 5 2 0 1 0 0 0 0 0
Z strong 364111 11 6 1 4 0 0 0 0 0
Z strong 364112 27 6 0 0 0 0 0 0 0
Z strong 364113 5 1 0 0 0 0 0 0 0
Z strong 364129 0 1 0 0 0 0 0 0 0

Table B.5: Number of pure MC events in the pup VR, for each Z~ strong and Z strong MC
sample, in each BDT bin.
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