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Introduction vii

Abstract

This thesis completes my work as doctoral student of the Scuola di Dottorato in Fis-
ica, Astrofisica e Fisica Applicata at the Universita degli Studi di Milano, that has been
carried out since November 2019 at the Istituto Officina dei Materiali of the Consiglio
Nazionale delle Ricerche (IOM-CNR) in the premises of the Elettra - Sincrotrone Trieste
and FERMI@Elettra infrastructures and in the framework of the NFFA facility.

My experimental activity employed complementary spectroscopy and polarimetry
techniques oriented to address the characterisation of electronic and spin properties
of systems with decreasing dimensionality. This programme has been conducted by
exploiting state-of-the-art infrastructures to generate visible, UV and EUV ultrashort
pulses (tabletop lasers and HHG at NFFA-SPRINT laboratory) and soft X-ray synchro-
tron light (at Elettra, Diamond and ESRF synchrotron light sources).

I used photoemission as the main tool in my investigation, supplementing my res-
ults with absorption spectroscopy. I focused on three materials, Fe(001)-p(1x1)O/MgO,
EuSn,P; and VI3, of high interest in modern and next-generation magnetic devices.

In the three systems I studied the electronic band structure to identify key features
hinting at the bound electrons behaviour. I investigated the properties of the magnetic-
ally ordered phases and found evidence of the reduced dimensionality in the emergence
of atypical spin ordering and the increasingly manifest electron correlation phenomena.
The information retained by band electrons is critical to access the spin polarisation of
the bands and to give insight into the effects of spatial confinement on the spin degree
of freedom.


https://www.iom.cnr.it/
https://www.elettra.trieste.it/it/index.html
https://www.elettra.trieste.it/it/index.html
https://www.trieste.nffa.eu/




Introduction

I am large, I contain multitudes.

Walt Whitman, Song of Myself

Magnetism and magnetic materials have been known to mankind since millennia.
The first record of a compass is attested in a text written in China between the 5th and
the 3rd century BC, as a divination tool: “The magnetic stone attracts and pulls the iron”
(Shu-hua, 1954).

The deep comprehension of the true nature of magnetic phenomena requires a pier-
cing insight into the physics and thermodynamics of solid state matter; indeed, our
knowledge is far from complete. Yet, the pervasive technological applications of mag-
netism have contributed by large to shape the modern and interconnected world where
we live.

In 1898, Valdemar Poulsen patented the telegraphone, the first working sound re-
corder: a magnetiseable medium moves past a recording head, where it is magnetised
by a coil fed by the current from a microphone. The recording of the voice of Emperor
Franz Joseph of Austria at the 1900 World’s Fair in Paris is the oldest surviving testament
of the inauguration of magnetic data storage.

Magnetic materials are perfectly suited for the purposes of storing information: the
orientation of the magnetisation “up” or “down” along a direction, determined by an
external magnetic field, easily corresponds to the “1” or “0” boolean states in the binary
system: a magnetised domain can store a binary digit, or, in its portmanteau form, a bit.
A measure of the performance of magnetic-based storage devices is the reading/storing
speed, i.e. the speed at which the bit is manipulated.

The laws of electrodynamics define the speed of switching the magnetisation in a
magnetic domain as a consequence of Larmor precession: if a magnetic moment is
aligned along the x direction, an external magnetic field along z would force the mag-
netic moment to precess in the xy plane with frequency |[yH|/27 = 28 GHzT~!. When
the magnetisation is switched the field is turned off: the time for switching depends en-
tirely on the magnitude of the magnetic field and the reference benchmark in this case is
18ps fora 1T field.

This picture holds true for a single electron, but a solid contains ~ 10?3 electrons per
cubic centimetre. The mutual interactions between electrons give rise to completely dif-
ferent timescales for magnetisation switching, described by the Landau-Lifshitz-Gilbert
equation. In principle, the limit set by traditional MRAMs can be therefore overcome

ix
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and a new generation of devices overtaking the standard of thermodynamic magnetism
may rise. But what need is driving the research on this field?

In 2020 the Global DataSphere - the summation of all data created, captured or rep-
licated - amounted to 64.2ZB, defying the systemic decline stirred by the COVID-19
pandemic. The forecasts for 2025 are constantly adjusted upwards, from 163 ZB (Rein-
sel, Gantz and Rydning, 2017) to 175ZB (Reinsel, Gantz and Rydning, 2018) to 181 ZB
(Reinsel, Rydning and Gantz, 2021).

The total electricity consumption by Google in 2020 amounted to 15.1 TW h, ' the vast
majority of which is required to power data centres; 2 x 102 Google searches were car-
ried out globally in 2020; the energy required to compute 300 Google searches equals
the energy required to heat 11 of water up to the boiling point. Global restrictions ad-
opted as countermeasure to the pandemic reshaped the social, economical and digital
landscapes, further accelerating the need for efficient and sustainable data processing.

For this reason, the last years have seen a dramatic progress of high-end technology
for magnetic data storage. Different paradigms for the realisation of magnetic devices
have been applied.

Spin-transfer torque (STT) induces a switch of the electron magnetic moments by
means of a spin-polarised current; magnetic tunnel junction-based STT-MRAM came to
reality in the late 2010s (K. Lee et al., 2019) and made its way into the industry as a 1000
times faster, 400 times more energy-efficient than its Flash counterparts.

The discovery of magnetisation switching by spin-orbit torque (SOT) by applying an
in-plane current through a heavy metal with high spin-orbit coupling was met with great
excitement. The next generation of devices based on SOT-MRAM architecture or hybrid
SOT+SST, faster than STT-only solutions, may be ready to emerge in the next years (Guo
etal., 2021).

In addition, novel spintronic low-power logic components such as magnetoelectric
spin-orbit (MESQO) devices, where bidirectional spin-charge conversion emerges through
magnetoelectric switching and spin-orbit detection of state, could represent a prospect-
ive beyond-CMOS solution by drastically reducing the energy consumption to < 10aJ
per bit (Manipatruni et al., 2019).

The last frontier for innovative design lies on the structural engineering of quantum
materials. Tailoring the coexistence of topological phases and magnetic order, hetero-
structuring van der Waals ultrathin films and manipulating crystals at the atomic-scale
via strain (A. S. Disa, Nova and Cavalleri, 2021) represent some of the leading archetypes
paving the way for next-generation efficient devices, scaled down to unimaginable mini-
aturisation.

As such, behind the exciting world of novel technology based on the electron and
spin degrees of freedom lies the complex universe of magnetism in low dimensions.
Magnetism in its very essence is already a pure expression of the quantum character
of nature;” quantum effects are exacerbated in a spatially confined world, and what we
observe in three dimensions (3D) may not necessarily be true for a two-dimensional (2D)
material.

When investigating the expressions of magnetism in systems with different dimen-
sionality, the set of fundamental interactions prompting ordered states may be strongly
affected by the spatial confinement, due to the competition between order parameters

1Google’s 2021 Environmental Report.

2Despite this, we should never forget the reprimand by Amikam Aharoni, who in the beautiful first pages
of his book dedicated to the theory of ferromagnetism writes that “[the Born-van Leeuwen theorem] is very
general, and its proof is rigorous. However, it does not eliminate all possibility of using classical physics. All it
eliminates is the use of pure classical physics, which nobody is doing anyway nowadays.”
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established by thermodynamics. There is no hope for progress in technology without
mastery in the understanding of these fundamental interactions; at this point, it should
come to no surprise that the scientific quest for exploring their nature and physics is no
more a concern, but a necessity.

Thesis overview

In this thesis I employ a combination of spectroscopic techniques to address different
systems and how their spatial and electronic configuration deeply affects the onset of
long-range magnetic ordering.

This work focuses on the electronic and magnetic properties of three systems. First
I measured Fe(001)-p(1x1)O/MgO , a prototypical 3d ferromagnet. 3d ferromagnets
are widely used in spin-to-charge conversion devices; any application-driven approach
should take into consideration the studies on the behaviour of near-Fermi electrons, i.e.
those that contribute the most to the magnetic character.

Secondly, I worked on the characterisation of EuSnyP, , a “quantum material by
design”: this crystal has been specifically engineered to be a candidate axion insulator,
where peculiar properties of charge transport and magnetic ordering are supposed to
coexist and mutually influence each other. The presence of a strong spin-orbit coupling,
long-range ferromagnetism and non-trivial topology is a prerequisite for novel design
of low-consumption devices with complex fabrication, whose paradigm would change
from “one material - one functionality” to “all-in-one”.

In third instance, I approached two van der Waals crystals - materials structured in
atomically thin layers with low interplanar interactions - exhibiting the much sought-
after ferromagnetic ordering in 2D. The defiance of the Mermin-Wagner theorem for
strongly anisotropic materials has paved the way to new possibilities in device engin-
eering.

The thesis sets off with an introductory section dedicated to a more generic back-
ground, which I included to guide the reader should he be unfamiliar with some of the
more technical aspects of this work.

In Chapter 1 I describe the framework of the experimental techniques employed
herein. This part progressively tackles photoemission spectroscopy and spin polari-
metry, absorption spectroscopy and time-resolved photoemission spectroscopy. Theory
is taken into consideration within the limits of an explanation of experiments, not to
discourage readers with less theoretical inclinations.

In Chapter 2 I present the beamlines where measurements have been carried out,
together with additional details on how the work has been divided between in-house
research and beamtimes. This section contains more technical details about instrument-
ation, in order to understand strenghts and limitations of each setup.

In Part I (Chapters 3-4) I employ ARPES and spin polarimetry to study a Fe(001)
monocrystal with p(1x1)O surface reconstruction, measuring the electronic and spin
degrees of freedom of the topmost valence band. In Chapter 3, after a brief introduc-
tion on the topic, I present Fe(001)-p(1x1)O/MgO and discuss its band structure and
the spin character of the bound electrons of lower binding energies. Data acquired by
ARPES suggests a well-ordered sample with clear band dispersion and help in identi-
fying the key electronic features. Threshold photoemission polarimetry suggests that
the spin polarisation of the topmost band at the I point is of majority character; I prove
that threshold photoemission is a bulk-sensitive technique and I interpret the value of
spin polarisation at threshold as the sum of the contributions of inelastic and primary
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electrons photoemitted from a specific region in the Brillouin zone. I also characterise
multiphoton photoemission and space charge effects from visible and UV laser pulses.

In Chapter 4, I extend the investigation of Fe(001)-p(1x1)O/MgO to the time domain.
I introduce the motivations for probing the dynamics of 3d transition metals and line
out the main results in previous experiments. Later, I address the ultrafast relaxation of
electronic and spin excitations as a function of several parametres. I find that light po-
larisation and pump energy result in little effect on the temporal shape of time-resolved
data, suggesting that the ultrafast dynamics is not dominated by carriers redistribution.
Non-thermal electrons are measured at high incidence angles, where intense band struc-
ture features extend above the Fermi level, and I ascertain that their temporal footprint
is extremely fast.

The independent measurements of electronic temperature (via Fermi level broad-
ening) and spin temperature (via spin polarisation imbalance) by means of different
probe photons are described with phenomenological models, allowing to emphasise the
dissimilarities in their characteristic time constants and to exclude electronic occupa-
tion as the leading drive for ultrafast demagnetisation. I employ a microscopic three-
temperature model to interpret my data and conclude that the phenomenology of ul-
trafast dynamics of the spin polarisation is completely explainable by Elliott-Yafet type
spin-flip scattering. I relate my findings to other results in literature, obtaining good
consistency.

In Part II (Chapter 5) I move on to the study of a layered system where magnet-
ism and topology coexist and cooperate. A concise overview of topological insulators
and the problem of magnetism in topological systems is followed by the characterisa-
tion of the antiferromagnetic topological insulator EuSn,P» by ARPES and XPS. I un-
veil a variation of the band structure and of the phosphorus 2p core level lineshape de-
pending on the surface termination; indeed, additional warped P-derived bands, which
are predicted by calculations to show topological character, are revealed in case of a P-
terminated surface. XAS measurements disclose a pure Eu?* valence state in stable sur-
faces; I performed XMCD on Eu My 5 edges and Spin-ARPES on Eu 4f localised states
and verified the presence of in-plane long-range magnetic order at low temperatures,
disappearing above the Néel temperature. I confirm the presence of a non-trivial to-
pology by measuring spin-momentum locking on the P-derived bands by Spin-ARPES,
below and above the Néel temperature. The coexistence of magnetic order and topolo-
gical states in EuSn, P, suggest that the rise of axion physics in a solid is possible with
stoichiometric compounds.

In Part III (Chapter 6) I describe experiments on the van der Waals magnetic semi-
conductors VI3 and Crl3. By comparing ARPES data with first-principles DFT calcula-
tions, I am able to ascertain the role of the transition metal in determining the electronic
occupation and the level splitting of the two compounds; I note a different symmetry
between transition metal and iodine electronic states, which I attribute to short-range
correlations. ResPES on both crystals allows to identify the orbital character of features
in the band structure, and photon energy-dependent measurements assess the quasi-
two-dimensional nature of electronic states. Finally, XMCD on the L, 3 edges of VI3 as
a function of temperature pinpoints a critical behaviour pertinent of systems with n = 2
universality class. These information portray a picture of weak interlayer interactions in
VI3 dictating a confinement of electrons in the two-dimensional space of a single layer.

The leitmotiv I followed throughout this thesis is the the study of magnetic prop-
erties of materials with different dimensionality. The variegated phenomenology that I
explore in the three parts is also linked to the different conditions of spatial confinement
that electrons are subject to: this approach, albeit not a systematic study on a single sys-
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tem as a function of the dimensionality, is extremely relevant in modern physics due to
the fundamental questions that arise with this type of inquiry, and also because of the
technological repercussions that low-dimensional systems are foretold to trigger.

The thesis is organised without a clear-cut distinction between the exposition and the
discussion of experimental results; this is intended, as I opted for a gradual exposition
that allows for the understanding of each segment before moving on to the next one -
and sometimes it is compulsory to do so, because of some intrinsic interdependencies in
comprehension. In general, within the three parts there is no referral to applications and
“real-world validation”, which instead have been confined to the introduction and the
conclusions of the thesis. In any case, the purpose of this work is not directly applicative
anyway, but is rather focused on basic research with the prospective (and, hopefully, the
aim) of vast practical importance.






CHAPTER 1

Experimental techniques

If you chase two rabbits, you will lose them both.

Native American proverb

Spectroscopy and polarimetry techniques are an essential and incredibly powerful
tools in the investigation of electrons in solids and surfaces. For this reason, under-
standing the details of both the physical processes and the instrumentation behind every
specific measurement becomes mandatory before approaching any experimental result,
which otherwise effectively comes out of a “black box” and whose interpretation holds
thus little meaning.

A brief introduction to technical aspects of the experimental techniques used in this
thesis is given in this section. The presentation includes photoemission spectroscopy,
photoemission spin polarimetry and absorption spectroscopy, in no order of import-
ance. Lastly, a description of time-resolved experiments and the pump probe method is
provided.

1.1 Photoemission Spectroscopy

Probably, the first experimental evidence of the photoelectric effect is the one described
by Heinrich Hertz (Hertz, 1887). In 1887, Hertz was performing experiments to directly
observe the electromagnetic waves predicted by Maxwell: his apparatus, consisting of
a transmitter and a spark-gap antenna, was able to produce and detect electromagnetic
radiation. When placing the receiver antenna in a darkened box behind a glass panel to
better observe the spark, he noticed that the spark length was reduced: the UV-absorbing
glass was preventing part of the light from reaching the antenna and exciting electrons.

As with many physical phenomena, theory initially struggled to find an explana-
tion for Hertz’s discovery. Other experiments further expanded the knowledge on this
topic until an accurate theoretical description of the photoelectric effect was famously
provided by Albert Einstein (Einstein, 1905), who went on to win the 1921 Nobel Prize
in Physics “for his services to Theoretical Physics, and especially for his discovery of the
law of the photoelectric effect”.!

Within the framework of the quantum theory (which later became known as quantum
mechanics), Einstein theorised that the energy of a quantum of light was expressed by
hv, the frequency of the electromagnetic wave multiplied by the Planck constant. If the
energy is above a certain threshold, it may be absorbed by a bound electron which is
then extracted from the solid to vacuum. The ejected electron is called photoelectron and

Thttps:/ /www.nobelprize.org/prizes/physics /1921 /summary /.
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is said to be photoemitted (or photoexcited) from the material; its kinetic energy is related
to the energy of the quantum of light (the photon) and the binding energy of the electron
itself:

EK ZhV—|EB|—(I)S. (11)
Ep is the binding energy of the electron and ¢ is the work function of the sample, the
potential barrier at the surface (in the order of ~ 5eV) the electron has to overcome in
order to escape into a free state.
A cartoon representation of the photoelectric effect in a solid is shown in fig. 1.1.

(Ek, S, spin)

Photoelectrons @ @ EK/ E
(CI 3
e g
e =
Er
- ECRCaCaC 606
QL 0 >
a % -6 ECaCRCRECH g)
g 5 0606 G666 g
0666 ECECRCRCY

Cc
(Eg, ky, spin)

GROUND STATE EXCITED STATE

Figure 1.1: Schematic representation of the photoemission process. The
sample is left in an excited state due to the ionisation. The most relev-
ant quantum numbers for bound electrons and photoelectrons are high-
lighted in the parentheses.

The full characterisation of the photoelectron final state is achieved by measuring the
set of quantum numbers indicated in fig. 1.1: kinetic energy Ek, angle of emission # and
spin. The ensemble of “photon-in electron-out” techniques exploiting the photoelectric
effect is generally called photoemission spectroscopy in case of energy measurements, or
spin polarimetry in case of spin measurements. The two may overlap if a measurement
resolves more than one of these quantities, as discussed later.

1.1.1 Classes of photoemission

There is a huge variety of instrumentation able to detect and measure the photoexcited
electrons. In general, photoelectrons within a certain solid angle aperture are collected
within a series of electrostatic lenses. The analysis performed on photoelectrons depends
on the specific type of measurement that is being carried out.

* Quantum Yield (QY): data are acquired by an electron multiplier collecting the
ejected electrons or by measuring the neutralisation drain current. In this case
there is no energy analysis, but the photon dependence of the QY explores the
matrix elements of the material.

* Photoemission Spectroscopy (PES): data can be acquired by scanning the kinetic
energy of the electron final state; in case of an X-ray light source, the technique is
named X-ray Photoemission Spectroscopy (XPS).

* Angle-Resolved Photoemission Spectroscopy (ARPES): the analyser measures
both energy and emission angle of the photoelectron, resulting in energy- and
momentum-resolved spectra.
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* Spin-polarised Angle-Resolved Photoemission Spectroscopy (Spin-ARPES): AR-
PES measurements are complemented by spin resolution of the initial state, thanks
to the AS = 0 dipole selection rule.

* Spin polarimetry of QY: spin-resolved measurements are performed on the QY
from the sample, without energy or angular resolution.

1.1.2 Photoemission spectroscopy measurements

In PES, an electron hemispherical analyser collecting photoelectrons continuously chan-
ges the electric field in order to select a specific kinetic energy at a time: this way, an
energy-dispersive curve (EDC) is collected.

The energy distribution of the photoelectrons is related to the electronic density of
states of the material; the maximum kinetic energy is E'®* = hi — ®s. In the low-energy
region, a broad feature is caused by secondary electrons down to the minimum kinetic
energy ER'" = 0eV. The detector has itself a work function ®,; since sample and detector
are both grounded, their Fermi level is aligned and a contact potential &5 — &, between
sample and analyser arises, with ®s > ®,. When photoelectrons impinge on the detector
inside on the analyser, they are effectively accelerated by the difference in work function
and their kinetic energy changes following the relation below:

EKZhV—EB—(I)S+((I)S—‘I)a)ZhI/—EB—(I)a. (12)

The EDC as measured by the analyser thus carries no information on the work func-
tion of the sample.

In this case, the new minimum kinetic energy is Eﬁﬁn = &s—®,. However, the analyser
cannot reliably measure below a certain kinetic energy unless specific electronics are
implemented. If an accelerating potential Vj is applied to the sample, the minimum
kinetic energy becomes EZ'" = &5 — ®, + V; the work function of the sample can thus
be measured as ®s = Eg'"' + ®, - V.

ARPES and Spin-ARPES are effectively performed in the same way: in both cases the
electron analyser acquires EDCs, with the difference that in ARPES an EDC is measured
for each angle within the analyser angular opening, and in Spin-ARPES two EDCs - one
for each spin channel - are separately scanned.

1.1.3 Three-step model

A rigorous description of photoemission would consider the excitation, the transport to
the surface and the escape into the vacuum of the photoelectron as a whole, by means of
a single quantum-mechanically coherent process (Hopkinson, Pendry and Titterington,
1980; Mindr et al., 2011; Pendry, 1976). For our purposes, it is useful to describe a simpler
model, the three-step model, in order to catch a glimpse of some important concerns in
photoemission experiments.

The three-step model, introduced by (Berglund and Spicer, 1964) is a phenomeno-
logical approach to photoemission employing the intuitive schematic picture of three
independent processes.

* A bound electron in an initial Bloch state of the solid, identified by binding energy
Ep, initial momentum k; and spin S, absorbs a photon with energy hv. For suitable
photon energies, the electron is excited into a Bloch final state: the energy and spin
are conserved, and (if the photon momentum is negligible?) k is conserved modulo
the reciprocal lattice vector G.
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* Afterwards, the excited electron travels towards the surface. Depending on its en-
ergy, it may undergo one or several inelastic scattering events; if so, the information
on its initial state is lost and its contribution is added to the background.

e If the kinetic energy is high enough, the photoelectron overcomes the surface po-
tential barrier ® and escapes the solid into a vacuum state with kinetic energy ,
final momentum k¢ and spin S.

The aim of the first step is to quantify the probability of excitation from the initial
to the final state. This is done by means of the Fermi golden rule (Alford, Feldman and
Mayer, 2007): in presence of an electromagnetic perturbation A, the transition rate of an
electron from an initial Bloch state (1| to a final Bloch state |¢¢) is given by

2 e

Wif=¥miec|

(Uil A-p 1) PO(E s + hw). (13)
This single-particle approach does not take into account electron-electron correla-
tions, which would require a many-body approach, and is one of the intrinsic limitations
of the three-step model.
The Dirac delta expresses the energy conservation; the final wavevector k¢ determin-
ing the propagation direction in the solid is given by the conservation law

kf = ki +G. (14)

The second step describes the probability of suffering inelastic scattering while trav-
elling to the surface. The travel of the photoelectron within the material is a key point
in determining the amount of electrons that reach the surface without losing energy: we
refer to these as primary electrons. Their probability of inelastic scattering depends on the
inelastic mean free path Appp, which quantifies how far a primary electron propagates.

The estimation of Apypp is thus the main hint towards the depth sensitivity of a pho-
toemission experiment. The inelastic mean free path is an energy- and momentum-
dependent quantity; for normal emission, the wavevector dependence can be ignored
and a “universal” curve can be plotted, as in fig. 1.2.

The “universal” curve is a good first-order approximation, to give a rough estima-
tion of Apyirp; however, it is often inaccurate: it strongly depends whether the material
is insulating, semiconducting or metallic, and especially in the low-energy range often
depends on the material itself (Colén Santana, 2015). Overall, one must surrender to the
fact that determining Apypp in a general, unambiguous way is extremely complex.

The third step illustrates the probability of transmitting the electron into a free va-
cuum state. At this point, conservation laws have to be reexamined.

As already mentioned, the kinetic energy Ej of the photoelectron in the vacuum can
be univocally related to the binding energy of the initial state Eg by means of eq. (1.1),
with the addition of the work function given by the surface potential.

Conversely, retrieving the initial electron momentum k; is not as straightforward.
The conservation law in eq. (1.4) holds within the solid, but as soon as the lattice sym-
metry is broken at the surface only the parallel component k of the wavevector is con-
served; the perpendicular component k | instead is not conserved.

k| ; can be thus retrieved as follows:

%In all photoemission experiments considered in the present work, the photon momentum can be neg-
lected. Photon energies above 120 eV would explicitly require an additional term accounting for the photon
contribution (Damascelli, Hussain and Z.-X. Shen, 2003).
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Figure 1.2: Inelastic mean free path of electrons as a function of electron
energy, compiled for elements. Adapted from (Seah and Dench, 1979).

V/2meE
K=Ky e = YK sing, (15)
where 0 is the emission angle of the photoelectron in vacuum with kinetic energy Ex,

measured from the surface normal. To relate k| ; to measurable quantities, one has to
assume that the ejected electron is refracted at the surface following the law

v/2meEx cos 62 + V)
n /
where Vj is the inner potential, a material-dependent parameter governing the k|
refraction, usually in the range from 10eV to 18eV.

k= (1.6)

1.1.4 One-step model

The three-step model is an intuitive and useful tool to understand the photoemission
process, but is ridden with approximations: prominently, the failure in accounting for
the remaining N-1 electrons system after the excitation, and the description of initial and
final states as Bloch wavefunctions with infinite lifetime.

Indeed, the framework of the more rigorous one-step model account also for all pos-
sible deexcitation channels in the ionised solid after excitation. A key point in this de-
scription is the sudden approximation: the electron emission takes place on a timescale
much shorter than the relaxation time of the ionised material. If this condition is ful-
filled, the system is divided into two subsets, the single photoexcited electron and the
N-1 bound electrons, and the problem is treated by means of a Green function formal-
ism. The electron is no more considered as a free particle, since a quasiparticle descrip-
tion is required: the Green function describes the behaviour of a quasiparticle, which
is “dressed” by all possible correlations (including with itself). Their influence on the
whole system is expressed by introducing the self-energy ¥: the self-energy appears in
the expression of the spectral function A(k,E), constituting the probability of adding or
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removing an electron from the ground state of a many-body system. The two are rep-
resented in eq. (1.7): the real part of ¥ renormalises the energy with respect to a non-
interacting system, characterised by an energy Eg, while the imaginary part of 3 evalu-
ates the quasiparticle lifetime.

2 = RE) + (D) 1.7)

_1 )
A(k,E) = 7 (E-Ep-R(X))? + [I()|?

(1.8)

The spectral function replaces the Dirac delta in eq. (1.3); the total photocurrent will
be then represented by a sum over the dipole-allowed transitions between the initial and
final states (3j| and |¢¢), weighted by the spectral density and the density of states of the
solid.

The factor (1¢| A - p |¢);) appearing in the expression contains the dependence on ex-
trinsic factors: photon energy, light polarisation, experimental geometry. The modula-
tion of the photoemitted intensity on the basis of the value of the braket above is called
matrix element effect.

Ab initio calculations may compute A(k,E), but the quantitative determination of mat-
rix elements is a much more challenging task. However, some symmetry rules based on
light polarisation and electronic orbitals allow to discern some matrix elements relatively
easily.

As a matter of fact, the electron final state must have even spatial distribution to be
detected; the final state (1)¢| is always even, therefore A - p |¢);) must be even too. If
linearly polarised light is employed, the symmetry of the probed electronic orbitals can
be directly measured.

As an example, we can consider the dy, orbital in fig. 1.3. With respect to the two
orthogonal mirror planes yz and xz, the orbital has always odd reflection symmetry.
The symmetry of the incident light depends on the polarisation vector: linear horizontal
(LH) light is even (odd) upon reflection about the yz (xz) plane; the reverse is true for
linear vertical (LV) light.

.
y y <
LH ~ LN

Lv Lv

Figure 1.3: Cartoon representation for symmetry selection rules of a dxy
orbital, for linearly polarised light.

This means that LH light results in a matrix element equal to zero for the yz plane
(even A, odd |¢;), so the scalar product is zero) and no photoemitted intensity is detec-
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ted; on the other hand, on the xz plane LH light has even and odd components, so a
non-zero intensity can be measured.

1.1.5 Resonant Photoemission Spectroscopy

In photoemission spectroscopy measurements, at very specific photon energies there
may be a secondary process overlapping to the direct photoemission process sketched
in fig. 1.1. If the photon energy is tuned at an absorption edge of one of the elements
constituing the material under exam, core level excitations may take place, where core
electrons jump to the conduction band. Since a core hole together with a conduction elec-
tron is a highly perturbed system, the excited electron has a high probability of filling the
hole and either emitting a photon or transferring the excess energy to a valence electron,
which is in turn photoemitted in an Auger process. The process is sketched in fig. 1.4.

E EK/ E
2 e &
® z O J
—E; — E¢
-6 | . 606 | .
G666 W 366 |W
006 o666
CORE AUGER
EXCITATION EMISSION

Figure 1.4: Cartoon representation of the two steps characterising reson-
ant photoemission spectroscopy: the absorption of a photon by a core
electron (left) and the relaxation with emission of an Auger photoelectron

(right).

Even if this picture is somewhat simplified with respect to the one-step model dis-
cussed above, it is clear that in the case of Auger photoemission (¢;| and |¢);) are the
same as conventional photoemission in fig. 1.1. For this reason, the two processes in-
terfere and result in a strong enhancement of the photoemission yield from the valence
state in question. Moreover, the dipole selection rules allow this enhancement only for
those band structure regions originating from orbitals belonging to the element involved
in the absorption.

This process is called Resonant Photoemission Spectroscopy (ResPES) (Hippert et al.,
2006): the technique is able to probe a specific chemical species via the choice of the
absorption edge, as well as assessing the orbital character of the bands.

1.1.6 Spin polarimetry and Spin-ARPES measurements

As discussed above, the photoemitted electrons can be analysed according to their en-
ergy and their momentum. In addition, they can also be analysed according to their spin
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polarisation. Of an electron ensemble, as represented by the photoelectron beam, one
can measure its spin polarisation vector, defined as the expectation value of the Pauli
matrices over the state representing the electron ensemble:

Px,y,z =< 0xy,z Zensemble - (1.9)
For instance,
N1T-N;
P,=————, 1.10
“TNTHN (110)

N 1 and N | being respectively the number of electrons with spin oriented parallel
or antiparallel to the z axis. The measurement of the spin polarisation vector requires a
special detector that is sensitive to the spin of the photoemitted electrons. Within this
thesis, we will use two types of detectors, both based on scattering the photoemitted
beam at a suitable target. One uses energies in the 10 — -100keV order of magnitude
(Mott scattering). The second uses the so called exchange scattering, occurring, with
high spin sensitivity, at low energies (few tens of electronvolts).

Mott scattering

In Mott scattering, the electron beam to be spin-analysed is directed towards a target and
the number of electrons appearing at some scattering angle +6 within a given scattering
plane (parallel to n) is recorded (Gay and Dunning, 1992), as shown in fig. 1.5.

- -
-

) )
)

Figure 1.5: Cartoon representation of the Mott spin-selective process: yel-
low spheres stand for Au target atoms, red and blue circles represent elec-
trons with spin up or down, coloured arrows indicate the scattering dir-
ections of the corresponding spins.

In virtue of the spin-orbit coupling interaction between the incoming electrons and
the target atoms, an asymmetry Aot Of the count rate I at the angles £6 is produced.
The asymmetry is proportional to the component of the spin polarisation vector perpen-
dicular to the scattering plane:

I.g-1
Amott = 20— = Syrow(E, )P - n (1.11)
Lo+Lyg
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The proportionality constant Syjot(E, 0) is the so-called Sherman function and de-
pends on the scattering energy and scattering angle, and on the target material. The
many important aspects relating to Syjoit(E, §) are discussed e.g. in (Pincelli, Grasselli
etal., 2017).

Compact Mott detectors

The Mott spin polarimeter used in this thesis belongs to the class of instruments called
compact Mott detectors, operating at lower primary electron energy compared to “standard-
issue” Mott detectors (40 keV vs 100 keV). We use a 80 nm-thick polycrystalline Au foil as
target. Au targets maximise the Sherman function, minimise contamination issues and
simplify maintenance. By employing four detectors mounted in an orthogonal configur-
ation, we are able to detect two components of the spin polarization vector simoultan-
eously.

Instead of channeltron or MCP electron counters, Passivated Implanted Planar Sil-
icon (PIPS) detectors are implemented. These are p-n junctions with a strong reversed
potential and therefore a large depletion region: the incoming electrons lose all their
energy by electron-hole pairs creation, since the depletion region is larger than the stop-
ping length of the particles in the material. Electrons and holes are then separated by
the field and a preamplifier is able to convert the charge pulse into an analogic voltage
signal.

This system is optimised for multi-hit detection. As a matter of fact, the temporal
length of a laser pulse (~ 200 fs) is short compared to the drift and collection of electrons
and holes at the two extremities of the junction: if more than one photoelectron is emitted
by the laser pulse and impinges on a detector, the electronics is programmed to integrate
the deposited charge over a set time window and thus discern the number of electrons
from the voltage signal, avoiding saturation problem.

Exchange scattering

In order to operate at low energies, a spin detector is based on exchange scattering with
a target consisting of ferromagnetic material. In this situation, the scattering asymmetry
is due to the exchange interaction between the spin of the incoming electrons and the
magnetic moment m of the target atoms.

The simplest way of employing exchange scattering for spin detection is measuring
the (00) beam, i.e. the beam specularly reflected after the photoemitted beam, adjusted
to have an energy in the range from 5eV to 15eV, has impinged on the magnetic target;
this requires the implementation of an off-normal geometry with respect to the target.
The reflected beam is then collected by a channeltron. Two quantities are measured: one
is the intensity of the reflected beam for m along a given direction (Iym). The second is
the intensity of the reflected beam for reversed m (I_y,). The recorded quantity along a
direction n is then

Lim-L
Aexchange = ﬁ = Sexchange(Er 6, m)P - n. (1.12)

A geometry where n is parallel to m maximizes Sexchange(E/ 6, m).
A drawback of the exchange scattering spin detector is the requirement of a mag-
netised target, which has to be kept clean and free from contaminants. However, (R.
Bertacco et al., 2002) realised that a Fe(100) target covered with a passivating monolayer
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of oxygen reconstructed in a p(1x1) fashion is much less vulnerable to contaminations
and shows no reduction (rather an enhancement) of Seychange(E, 6, m).

Notice that, typically, the figure of merit® is much larger in exchange scattering that
in Mott scattering. However, the energy of the impinging electrons in low-energy spin
detectors must be well-defined to a higher degree, as the exchange asymmetry averages
to zero over some energy range. Low-energy spin detectors find therefore their natural
use in energy-resolved experiments.

1.2 X-ray Absorption Spectroscopy

As we saw previously, bound electrons after the absorption of a photon may be photo-
excited into the vacuum; photoemission focuses on the photoelectrons emitted from a
material to study its electronic properties.

However, the absorption of a photon by core electrons is a physical phenomenon that
can be studied by itself, and indeed the scientific development in the late 19 century
showed that the study of the photoelectric effect and X-ray absorption proceded in par-
allel. The first evidence of X-ray absorption comes from the discoverer of X-rays himself,
Wilhelm Réntgen, who in 1895 famously took the first radiograph of a human body part,
the hand of his wife, Bertha Maria. Since then, the exploitation of X-rays to excite core
electrons of elements to extract information on the constituents of the material under
exam has grown out of proportion.

If the absorption process itself is made the focal point of a measurement, instead of
the study of the photoelectrons emitted after they absorb a photon - and in particular
when using X-rays - then we deal with the experimental technique of X-ray Absorption
Spectroscopy (XAS).

1.2.1 The absorption process

As we already know, the transition rate upon photon absorption in the dipole approx-
imation is given by eq. (1.3). In this case, we are not interested in a free final state as
in photoemission, but rather in the promotion of the core electron to an empty state in
the conduction band. Dipole selection rules govern these transitions, so only some of
all possible excitations actually take place. The highly unstable core hole is then quickly
refilled by the decay of the excited electron; at this stage, the excess energy can either
be emitted as fluorescence, or transferred to an electron in the valence band, which is
photoemitted as an Auger electron. The whole process is summed up in fig. 1.6.

Differently from photoemission, XAS measurements do not collect and analyse pho-
toemitted electrons. In other fields of application of X-rays, the simplest solution is to
measure the X-ray intensity before and after the sample; in solid state science, though,
this is not easy (especially in the soft X-rays range) because it would require an extremely
thin sample (in the order of micrometres). For this reason, the decay channels are used
for detection.

As we mentioned before, one decay channel after the filling of the core hole is the
emission of photons, which can be collected in a photodiode: this is the fluorescence yield
(FY) operation mode. The absorption length of photons is generally around ~100nm,

3The figure of merit for spin detection is defined as

Iscattered or reflected 52

L K Mott or exchange*
incoming
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Figure 1.6: Cartoon representation in the independent particle approxim-
ation of the XAS process (left) and the decay channels via Auger emission
(top right) or fluorescence (bottom right).

therefore a FY measurement can be considered bulk sensitive; in any case, photons can
be reabsorbed, scattered or refracted at surfaces or interfaces, and this is a relevant source
of distortion of XAS spectra.

The other decay channel is Auger photoelectron emission: the charge depletion at
the surface resulting from photoemission has to be compensated by a corresponding
charge from from the ground, and measuring this current with a picoamperometre is the
basis of the total electron yield (TEY) operation mode. While photons travel unscathed
through hundreds of nanometres of matter, electrons interact much more strongly: for
this reason, only electrons close to the surface can escape the solid and contribute to the
TEY signal. TEY measurements are thus much more “surface”-sensitive than FY meas-
urements, even if in surface science applications a probing depth from 5nm to 10nm
(typical values for TEY) can be considered rather bulk-sensitive as well.

There is no best way to measure absorption spectra: the choice between FY and TEY
depends on the purposes of the experiment. One point that has to be carefully con-
sidered is the relative cross section of the two decay processes: measuring K edges in the
hard X-ray range in FY is generally more convenient, whereas across L edges in the soft
X-ray range the Auger decay is dominant and TEY measurements are more efficient.

1.2.2 Theoretical description

In the simplistic non-interacting picture decribed in the previous section, the absorption
intensity is given by the convolution between the core hole level lines and the empty
density of states. In reality, the overlap between the core hole wavefunction and the
valence states strongly affects the final state, especially for L edges like those presented
in this work.

To treat more realistically the transitions, usually two steps can be employed. First,
an atomistic picture starts from the Schrodinger equation to solve the electronic problem:
the electronic states are described by means of term symbols in the form 25+1L], where
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the spin S, the orbital L and total ] angular momentum are good quantum numbers®.
The electron-electron interaction is described by direct and exchange integrals, the Slater-
Condon parameters, and the energy levels are given by a combination of these paramet-
ers. The second step is considering that neighbouring atoms play a role in determining
the energy of the system: the interaction between them is given by the crystal field para-
meters. The Slater-Condon and the crystal field parameters are a measure of the relative
strength of the two effects they represent.

Electronic hybridisation between ligands is the source of another effect, the charge
transfer. A partial charge transfer between two atoms modifies the ground state and
the interactions; a localised charge transfer occurring after the creation of the core hole
influences also the final state. This is usually modelled by adding additional parameters
such as the hybridisation strength and the charge transfer energy.

All in all, we saw that a relatively straightforward description (the absorption of a
photon by a core electron, the excitation in the conduction band, the core hole filling and
the emission of either UV light or an Auger electron) helps in intuitively understanding
the process, but in order to accurately treat it several parameters have to be considered.

1.2.3 X-ray magnetic circular dichroism

XAS is a powerful technique not only because it probes orbitals in an element-specific
fashion, but also for the possibility of exploiting dichroic effects, i.e. modulations in
the absorption due to changes in the light polarisation, to assess magnetic properties in
materials: this effect is called X-ray Magnetic Circular Dichroism (XMCD).

The same reasoning we followed for photoemission can be applied for absorption:
the transition rate of eq. (1.3) contains matrix elements determined also by the X-ray po-
larisation. The relation to magnetism can be understood even in an independent particle
framework (Joachim Stohr and Siegmann, 2006), for example in the case of transition
from 2p to 3d orbitals (L; 3 edges), in case of reversal of the photon helicity from left- to
right-circular polarisation.

We assume the case of a strong ferromagnet, with the | spin channel completely
filled and the 1 spin channel partially filled. Dipole transition selection rules require
Amy = 1, Amgs = 0. Excitations take place from spin-orbit and exchange-split p core
states [j, m;) to 1 spin d valence orbitals |ms = +1/2); this is the origin of the dichroic
effect. For negative (q = -1) and positive (q = +1) photon angular momentum,® one
can calculate the matrix elements by writing d states as linear combinations of basis
functions |l = 2, my, s, mg): the result is that at the L3 edge X-rays with q = +1 excite more
1 electrons compared to q = -1, while at the L, edge the opposite is found. A graphical
representation is shown below in fig. 1.7.

It is worth mentioning that the quantisation axis is determined by the direction of the
q vector: only a parallel or antiparallel alignment of the magnetic moment can be detec-
ted. If the magnetisation is perpendicular, no intensity difference is recorded. This also
implies that reversing the photon helicity is equivalent to reversing the magnetisation of
the sample; in experiments, the former is generally more time-consuming, whereas the
latter is the go-to choice.

XMCD spectra can be often quantitatively connected to physical quantities by means
of the so-called sum rules: an analysis on XMCD may be able to retrieve the number of

“We have to specify that often the core hole spin-orbit coupling is not a small perturbation term, so the
eigenstates of the system are not simply the terms 25*1L;.
5In units of h.
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Figure 1.7: Cartoon representation in the independent particle approxim-
ation of the XMCD process (left) and example of two XAS spectra with
opposite light polarisation and resulting XMCD (right).

holes in the valence state ny,, the average orbital angular momentum L, and the effective
spin angular momentum S,°ff.

1. The integral of the isotropic XAS spectrum, i.e. the average between spectra with
opposite helicity, is proportional to ny,.

2. The integral of the XMCD signal is related to L,.

3. The combination of the integrals of L, and L3 edges is related to S,°ff.

XMCD thus combines the element sensitivity of XAS with a direct measurement of
the average magnetic moment on specific atoms, making it a powerful tool for magnetic
analysis of complex materials.

1.3 Time resolution

The determination of the ground state within a set of boundary conditions is governed
by the order parameters characterising the distinct ensembles in a solid. The coexist-
ence and competition between these many degrees of freedom gives a set of elementary
excitations defined by precise energy scales, which in turn thanks to the energy-time
uncertainty may be read in terms of timescales.

The relaxation of a system towards a minimum of the free energy thus takes place
in a timescale depending on the interaction driving the excitation. Irrespectively of the
details and the proximity in energy of competing phenomena, accessing the timescale
of the deexcitation allows to disentangle the contributions to the establishment of an
equilibrium.

Figure 1.8 exemplifies interacting degrees of freedom and excitations with their char-
acteristic time and energy scale. It is clear that appropriate instrumentation and light
sources are required to probe extremely short time durations. Continuous light sources
are not suited for sampling the temporal evolution of a physical system, and pulsed light
becomes a necessity; since a relaxation process lasting less than the duration of the pulse
cannot be resolved, the resolution of a time-resolved measurement is therefore limited
by the time length of the pulse.

The true technological breakthrough in the generation of ultrashort photon pulses
from lasers came with the technique of chirped pulse amplification (CPA), developed in



14 1.3 Time resolution

a b Wavelength
Tmm 100 pm 10 uym 1um
T T T T
Terahertz Visible
2DEG plasmons Interband transitions’
—_

Phonons

Gap phenomena
Surface plasmons (2D and 3D

ﬁrbltal
) ‘ ’ Polarons
o
Charge] . Free-carrier response/dynamics
| Spin dynamics 5 Exciton

L 1 L I ]
0.1 THz 1THz 10THz 10" Hz 105 Hz

0.4 meV 4 meV 40 meV 0.4eV 4eV
10ps 1ps 100fs 10fs 1fs

Figure 1.8: Cartoon representation of (a) the thermal reservoirs interact-
ing upon excitation and (b) the characteristic energy and timescales of
fundamental excitations in solids. Adapted from (J. Zhang and Averitt,
2014).

the 1980s by Donna Strickland and Gérard Mourou (who were awarded the Nobel Prize
in 2018°): the following development of regenerative amplifiers based on this principle
pushed the boundaries of tabletop laser light sources well into the unprecedented times-
cale of below-picosecond pulse duration.

This allows to address many of the fundamental excitations in fig. 1.8b, via the study
of the rate of excitation transfer among different (model) energy reservoirs describing
the energetics of solid matter. The burgeoning field of time-resolved experiments makes
use of a host of different experimental techniques, among which we will focus on the
one employed in this thesis: the pump-probe.

1.3.1 The pump-probe method

What follows hereinafter is a general overview of the application of the pump-probe
method to time-resolved photoemission spectroscopy (TR-PES). This section does not as-
pire to review the field with in-depth explanations of the more theoretical and technical
aspects of the technique, but will rather focus on the general concepts of TR-PES applied
to the study of solids by means of tabletop laser sources. One should also consider that
he use of other equipment such as free-electron lasers (FEL) as high brilliance pulsed
light sources (Allaria et al., 2013; L.-P. Oloff et al., 2016; Tono et al., 2013) allows the real-
isation of a number of different strategies, but we will not expand the topic beyond the
boundaries defined above; the interested reader is referred to the works of (Spesyvtsev,
Underwood and Fielding, 2014; Stolow, Bragg and Neumark, 2004; T. Suzuki, 2012).

In the context of TR-PES, experiments are carried out following the pump-probe
method. This is a stroboscopic technique making use of two separate laser pulses, one
delayed in time with respect to the other: the pump stirs the material out of equilibrium
with an intense pulse, typically exciting low-energy quasiparticles (e.g. phonons), and
the probe photoexcites electrons to free electron-like final states in order to retrieve spec-
troscopic information.

“for groundbreaking inventions in the field of laser physics”, and in particular “for their method of gen-
erating high-intensity, ultra-short optical pulses”; https://www.nobelprize.org/prizes/physics/2018/press-
release/.
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Figure 1.9: Cartoon representation of the pump probe process. Adapted
from (J. Zhang and Averitt, 2014).

The energy and power density of the pump is a crucial parameter: since the purpose
is driving the system far out of equilibrium, often the pump energy is in the infrared
range, in order to create low-energy excitations, and depending on the experiment it
may be required to induce a specific pumped state with longer pulses or to drive a far-
from-equilibrium state with shorter, more intense pulses.

Conversely, the probe pulse does not require extreme peak power densities - actu-
ally they should be avoided - and is required to follow the relaxation dynamics in the
spectroscopy limit, i.e. interpretable within perturbation theory. This means that the
time delay between pump and probe pulses should be measurable and variable during
data acquisition: generally this is implemented by mobile optical elements changing the
length of the optical path of one of the two beams. A displacement of 10 um is well
within the capabilities of state-of-the-art equipment: this corresponds to ~ 30fs, and can
easily be extended to lower time ranges, allowing the study of ultrafast phenomena in
the femtosecond timescale.

A typical pump-probe measurement thus employs two separate optical paths for
pump and probe beams; for each pump-probe pulse pair at a fixed time delay an ac-
quisition is performed, and the process is repeated until the desired time delay range
is covered, as illustrated in fig. 1.9. At negative time delays, the probe impinges on the
sample before the pump: the resulting signal bears no effect of the excitation and can be
considered as representative of an unperturbed state. When the time delay approaches
zero, the overlap between pump and probe triggers the appearance of a signal given by
the convolution of the two pulses. The time delay when pump and probe pulses are
overlapped is called tg (time zero). At positive time delays, the gradual relaxation of the
system is mapped by the increased delay of the probe with respect to the pump.

Extreme care should be exerted upon the fact that the pump-probe method requires
a full recovery of the initial state in-between two acquisitions: then, and only then, the ex-
cited state can be prepared in the exact same conditions by the pump pulse. The ground
state recovery depends on the sample and the parametres of the pump, but generally
spans the ranges of picoseconds or nanoseconds. The time interval between two sub-
sequent pump pulses is given by the repetition rate of the light source, which may reach
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up to hundreds of kilohertz: two pulses are thus quite far apart in time, so generally the
system relaxes to equilibrium without any problem. Beam damage and chemical modi-
fications upon pumping are other common concerns, especially with vulnerable samples
(e.g. organic molecules).

1.3.2 TR-PES measurements

In pump-probe photoemission spectroscopy, photoelectrons are collected and analysed
as a function of time delay. TR-PES experiments are delicate and time-consuming in
terms of their fine setup and data statistics. The typical result of a TR-PES measure-
ment is an E vs time delay map, displayed in fig. 1.10a. EDCs at different time delays
are aligned to form a 2D map; a cut along the vertical direction represents an EDC at
a specific delay (fig. 1.10b), a cut along the horizontal direction is a time delay curve,
explicating the behaviour of the photoemitted yield at a specific energy as a function of
the time delay (fig. 1.10c).
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Figure 1.10: (a) E vs time delay map; the pink and black lines highlight
the cuts illustrated in (b) and (c), EDCs and time delay curves respectively.
(d) Differential E vs time delay map of the same data.

As mentioned before, data acquired before ty describe the material in its unperturbed
state. If an EDC before tg is subtracted from the whole time delay map, the result is
a differential time delay map. In this case, zero intensity represents no change from
the ground state: the perturbation from the pump pulse is given by a positive signal
(increased photoemission yield) or negative signal (decreased photoemission yield). An
example in fig. 1.10d shows positive signal in blue, negative signal in red and zero signal
in white.



CHAPTER 2

Beamlines and facilities

How far your eyes may pierce I can not tell:
Striving to better, oft we mar what’s well.

Duke of Albany, King Lear

2.1 Methods

Magnetic phenomena in solids, whether more straightforward descriptions like Stoner
magnetism or more exotic properties like axion insulating states, are mostly determined
by the behaviour of band electrons near the Fermi surface. Setting the goal of giving a
quantitative insight into the magnetic degrees of freedom, as well as their relationship
with dimensionality, thus requires measuring electronic properties in the near-Fermi re-
gion. To do this, spectroscopy techniques performed in state-of-the-art beamlines, where
light sources such as third-generation medium and high-energy synchrotron radiation
facilities or cutting-edge ultrashort pulsed lasers are employed, and where versatile end-
stations allow for complex experiments with e.g. variable photon energy, light polarisa-
tion or depth sensitivity, in situ growth and complementary characterisation of atomic
order at surface.

The sections below are an introduction to the beamlines highlighting the aspects that
are relevant for the experimental part, and as such provide neither a historical perspect-
ive of the development of synchrotron radiation facilities, nor the insight into the techno-
logical progress. The interested reader is referred to (Mobilio, Boscherini and Meneghini,
2015), where the topic is treated with much greater detail.

2.2 109 Beamline

109 (T.-L. Lee and Duncan, 2018) is the first beamline in the world relying on two inde-
pendent sources and optics that are capable of delivering soft X-rays and hard X-rays
to the same spot, to perform photoemission and absorption experiments with different
photons in the same experimental conditions. This beamline is located in Diamond Light
Source, at the end of one of the four 8 m straight sections in the storage ring. Photons are
provided by two undulators in a zigzag configuration that feed three endstations.

The first 2m undulator with a magnetic period of 27 mm and a minimum gap of
5.2mm delivers hard X-rays in the range of 2keV to 18keV to the I branch. A Si(111)
double-crystal monochromator, cryocooled because of the large heat load it has to sus-
tain, achieves an energy resolution of AE/E ~ 1 x 10~ at 6000 eV, which is not enough
for a high-resolution HAXPES beamline; therefore, a channel-cut monochromator can
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Figure 2.1: Schematics of the 109 beamline. From (T.-L. Lee and Duncan,
2018).

be inserted in the optical path to improve the energy resolution without hindering too
much the beam stability and flux. A set of mirrors collimate and focus the beam to a
15 x 30 um? spot size in the EH1 hard X-ray endstation.

The second undulator, a modified APPLE-II with a 60 mm magnetic period, is can-
ted 1.3 mrad with respect to the first one and feeds the K branch; the energy range of
200eV to 2000 eV is covered by a monochromator featuring three gratings (3001 mm™!,
4001mm~! and 8001 mm™!) with a hundred millielectronvolts energy resolution in the
whole range. The final spot size in the EC soft X-ray endstation can be focused (15 x 30 um?)
or defocused (300 x 300 m?) depending on the experimental needs.

Other than the two branches I and K, there is a third endstation, EH2, where both
soft and hard X-rays can be directed; since the X-ray optics for the two beams need
to be different, an additional branch, branch |, dedicated to the propagation of soft X-
rays and alternative to branch K, is mounted. This endstation features a VG Scienta
EW4000 electron energy analyser with nominal resolution below 100 meV at 10 keV. The
manipulator allows for x, y, z, 6, w (polar and azimuthal angles) movements and can be
cryocooled down to 15K.

2.3 ID32 Beamline

The phase I ESRF upgrade from 2009 to 2015 resulted in the construction of 19 new
beamlines, and among those was the ID32 beamline (Brookes et al., 2018), dedicated
to high-energy resolution soft X-ray Resonant Inelastic X-ray Scattering (RIXS) and soft
X-ray dichroism (XMCD/XMLD).

ID32 design needed to meet specific high-end requirements: XMCD applications re-
quire tuneable polarisation (linear vertical/horizontal and circular), and RIXS experi-
ments are extremely photon-hungry. For these reasons, three APPLE-II undulators with
a 88 mm period have been equipped as insertion devices. After a water-cooled double
mirror to focus and collimate the beam in the horizontal plane, a plane grating mono-
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Figure 2.2: Schematics and picture of the ID32 XMCD branch endstation.
Other than the high-field magnet chamber, a series of auxiliary cham-
bers for growth and complementary characterisation are available in situ.
From (Kummer et al., 2016).

chromator (PGM) with four plane gratings (two for each branch - one for high flux and
one for high resolution) selects the desired photon energy. The beam follows the same
optical path up to this point, but the different purpose of the XMCD and the RIXS end-
stations call for separate solutions; from now on we will describe only the setup of the
XMCD branch, whose endstation is pictured in fig. 2.2 and where measurements in Part
III have been performed.

beam

9 Tesla coils
4 Tesla coils

Absorption measurements are performed by continu-

s 150° ously scanning the photon energy over an absorption edge;
moreover, the working energy range of the beamline needs
to be easily changed when moving to a different absorption
edge. To maximise working speed only the grating is ro-
tated, and the pre-mirror angle is fixed in a position that
. optimises the focus on the grating over the whole 400 eV to
e 1600 eV energy range of the beamline. On top of this, the
undulator gap is scanned simultaneously with the mono-

viewport

HI chromator in order to output an approximately constant
flux during the scan. The two gratings of 300lmm~! and
@k — 9001 mm~! achieve respectively a resolving power of >5000
Bl and >10000, and an efficiency of >28 % and 15%. A cyl-

Figure 2.3: Schematics of
the measurement cham-
ber and

sample transfer

indrical deflecting mirror ensures the propagation of the
monochromatised beam towards the XMCD exit slit and re-
focusing optics onto the sample position, where a beam size
from ~100 x 10 #m? to 2000 x 800 ym? can be produced.

the high-field The endstation (Kummer et al., 2016) is equipped with

cryocooled magnet. From  two split-pairs of superconducting coils which can gener-
(Kummer et al., 2016). ate up to 9 T along the beam and up to 4 T orthogonal to the

beam (fig. 2.3). The coils are embedded in a bath of liquid
Helium at 4.2 K for operation well below the superconduct-

ive critical temperature, that doubles as a reservoir for a He* continuous-flow cryostat;
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the lowest possible temperature on the sample is 5K. During a measurement, both the
total electron yield (TEY) and the total fluorescence yield (TFY) are acquired, by means
of measuring the drain current or using a IRD photodiode, respectively.

2.4 APE Beamline

The main idea behind the APE beamline (Giancarlo Panaccione et al., 2009) is twofold:
on the one hand, the strive for balance between the specialised nature of a beamline
and the more flexible, general-purpose approach of an off-beam laboratory; on the other
hand, the purpose of achieving a high level of control in sample preparation, transfer
and characterization, depending on the specific requirements of the experiment.

The APE beamline, located at the Elettra storage ring, employs two distinct insertion
devices as x-ray sources for a double branch scheme. The two non-collinear helical un-
dulators, of the APPLE-II type, deliver photons of chosen polarisation (linear horizontal,
linear vertical, elliptical) at 2 mrad angle in the horizontal propagation plane.

One insertion device, EU12.5, emits in the 10eV to 100eV energy range and feeds
the far-VUV branch, APE-LE (Low Energy). The undulator is a modified APPLE-II
model, where a few horizontally magnetized blocks have been selectively removed and
the field amplitude, rather than the period of the permanent magnets, is modulated
along the device; this causes a flux reduction, but the quasi-periodicity results in a
a strong suppression of high-order contributions, thus providing high spectral purity
of the propagating beam after the monochromator stage. The second insertion device,
EUG6.0, is a standard APPLE-II undulator emitting in the 100 eV to 2000 eV energy range
and feeds the soft X-ray branch, APE-HE (High Energy).

Elettra
experimental hall

ARPES and spin ARPES

ambien
pressure XAS  XPS, XAS/XMCD

Figure 2.4: Schematics of the APE endstation showing the APE-LE and
APE-HE branches. The auxiliary chambers and the glovebox for growth,
preparation and complementary characterisation available in situ thanks
to the UHV shuttle system are not shown here. Adapted from NFFA-
Trieste website.

The two beams are about 48 mm distant when they reach the Switching Mirror Cham-
ber, where they are deflected into their respective branches by a pair of silicon spherical
mirrors, LEM1 and HEM1. The mirrors sustain a significant heat load (up to 300 W
@2.4GeV, 200 mA ring current). A specifically designed cryocooler system has been de-
signed: a copper block with microcavities is in direct thermal contact with each mirror
and keeps the temperature below 100K, where the silicon thermal expansion/thermal
conductivity ratio is much lower than room temperature, even at full radiation power,
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while also preventing Helium circulation inside the UHV system and carrying away
excess heat.

2.4.1 LE Branch

The LE monochromator is based on twin plane grating - spherical mirror (PGM-SM)
assemblies: it features a system of three plane gratings of 700 1mm™', 12001mm~" and
16001 mm™ to cover the 9eV to 25eV, 25eV to 40eV and 40eV to 100eV energy range,
respectively, followed up by a spherical refocusing mirror. The energy resolution is
E/AE = 16000 at 47eV and E/AE = 13000 at 63 eV, regardless of light polarisation.
A further toroidal mirror then refocuses the beam into a 50 x 100 um? spot in the endsta-
tion.

The LE branch is mainly dedicated to high-resolution ARPES and Spin-ARPES. The
endstation hosts an Omicron-Scienta DA30-L electron energy analyser operating in de-
flection mode, with a +14° angular range and <0.2° angular resolution. The analyser is
complemented with the spin polarimeter VESPA (Very Efficient Spin Polarisation Ana-
lysis) (Bigi et al., 2017): two VLEED-based scattering chambers allow the determination
of the three-dimensional spin vector while operating the DA30 at the same time, with
an angular resolution of ~ 0.38°, i.e. ~ 0.018 A~! at 30eV photon energy, and an over-
all energy resolution of ~ 70meV. The manually operated manipulator, with x, y, z,
0, ¢ (polar and tilt angles) degrees of freedom, can be cryocooled down to 15K on the
sample surface. The base pressure in the experimental chamber is always better than
5 x 10719 mbar. A portion of the experimental work presented in Part Il and Part III has
been performed in the APE-LE branch.

2.4.2 HE Branch

As with LE branch design, the APPLE-II undulator is followed by a PGM-SM system,
whose three gratings (9001mm~!, 14001mm~! and 18001mm™") cover the 140eV to
1500eV energy range. In this case, the beam can be horizontally adjusted in size by
means of a removable dove tail assembly and focused by a toroidal mirror down to
75 x 150 um?. The energy resolution is E/AE > 8000 at 400eV and E/AE ~ 3000 at
>900eV.

The HE branch is mainly tailored for ambient pressure physics and magnetic circular
and linear dichroism experiments. While the former configuration was not employed in
our case, and the interested reader should refer to (Castan-Guerrero et al., 2018), the lat-
ter contributed to data presented in Part Il and Part III. The pi-metal experimental cham-
ber hosts a manipulator with four degrees of freedom, x, y, z and 6 (polar angle) and a
liquid-flow cryostat allowing to reach 50K on the sample surface. An UHV-compatible
electromagnet provides a (pulsed) magnetic field up to 0.1 T parallel to the in-plane hori-
zontal direction of the sample. XPS measurements are performed using a Scienta R-3000
electron analyser, whereas XAS data are acquired in TEY mode by measuring the drain
current.

2.5 SPRINT Beamline

Beamlines such as APE-LE and 109 have developed a solid expertise in realising photoe-
mission spectroscopy experiments under equilibrium conditions, using synchrotrons as
a quasi-continuous source (since 500 MHz repetition rate is far above the response time
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of any available measurement system). At the same time, the ever-growing field of ex-
ploring the physics of non-equilibrium phenomena has prompted the development of
ultrafast pulsed light sources. However, if such a task is attempted in a Free Electron
Laser (FEL), a machine that allows for a high peak brilliance, but very low repetition
rates, and concentrates peak fluxes in extremely short times resulting in spurious effects
such as vacuum space charge, the feasibility of any photoemission experiment is radic-
ally limited.

Thus, a valid alternative is using tabletop Yb:KGW lasers, ultrafast regeneratively
amplified sources with high stability and tunability of the repetition rate, to seed non-
linear phenomena and provide both pump and probe with unparalleled flexibility. The
Spin Polarised Research Instrument in the Nanoscale and Time domain (SPRINT) beam-
line (Cucini et al., 2020) follows this paradigm by resorting to high harmonic generation
(HHG) to provide a state-of-the-art bright and stable (in terms of energy, polarisation
and intensity) extreme ultraviolet (EUV) pulsed source in the 10fs to 100fs timescale
with variable repetition rate exceeding 200kHz, as well as exploiting sum-frequency
generation (SFG) to supply low-energy photons for threshold PES. In parallel, optical
parametric amplifiers (OPA) are used to deliver ultrashort pump pulses of tunable en-
ergy. The adaptability of the SPRINT beamline to different experimental needs makes
it by design a high-value facility open to users in the framework of the NFFA-Trieste
project.

The SPRINT beamline, located in the FERMI@Elettra hall, employs two Yb:KGW-
based integrated femtosecond laser systems (PHAROS, Light Conversion) designed for
turn-key operation, producing 300 fs pulses at 1030 nm and variable repetition rate. The
cavity reaches maximum peak power (20 W) at 50 kHz and delivers 400 ] pulses; any
increase of the repetition rate, up to the maximum 1 MHz, linearly reduces the energy
per pulse: this contributes to the reduction of the peak flux, and thus space charge effects
are strongly suppressed at high repetition rates. The repetition rate can also be reduced
below 50 kHz by means of a set of Pockel cells; pulse-picking the laser output is useful
to optimise non-linear optical processes by reducing the thermal load, since the average
power decreases but the same peak power is available. The two lasers work in a “master-
slave” configuration: the oscillator in the master laser feeds also the slave laser, in order
to achieve pulse synchronisation.

The laser sources can feed three different setups: (i) the OPAs, (ii) the SFG setup
and (iii) the HHG setup. First of all, three OPAs provided by Light Conversion, the
ORPHEUS-HP, ORPHEUS-ONE-HP and ORPHEUS-F, respectively cover the range of
210nm to 3230nm, 1300nm to 16 000nm and 640 nm to 2550 nm almost continuously
with more than 10 % efficiency. The latter is also equipped with a compressor, result-
ing in 30fs to 50 fs pulse length. Secondly, a SFG setup has been tuned for third- and
fourth-harmonic generation (3.6 eV and 4.8 eV respectively). Both of the above configur-
ations are built in air and provide a source that enters the UHV system via a viewport
in the refocusing chamber, where a silver square mirror directs the beam on the sample.
Furthermore, the SFG beams can be employed as pump or probe depending on the ex-
perimental requirements, and as such their optical path can be redirected on a delay
line.

Concerning the HHG setup, the laser is directly driven into a generation chamber,
designed to work in the tight-focusing regime driving the HHG process. A 70 um glass
nozzle applies a pressure in the range from 3 bar to 6 bar; the beam is then focused to a
10(2) um spot on the gas plume and generates a number of odd harmonics of the seed
photon energy. The HHG can be performed both with the base laser photon energy, or
with the second harmonic at 515 nm, obtained with a 2 mm thick Beta Barium Borate
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HHG generation

SPRINT endstation

Figure 2.5: Schematics of the SPRINT beamline. On the left, the laser-
seeded HHG generation and monochromatisation chambers; on the right,
the endstation with the Scienta electron analyser and the vectorial Mott
detectors. Adapted from NFFA-Trieste website.

(BBO) crystal with 50 % efficiency. An in-depth explanation of the theoretical descrip-
tion of the HHG process is beyond the scope of this work; without referring to more
complex descriptions, the interested reader may find a simple yet exhaustive picture in
(Popmintchev et al., 2010).

A cone-shaped beam stopper at the exit of the generation chamber guarantees the
transmission of the generated harmonics to the monochromator chamber while dump-
ing =~ 99 % of the input laser radiation power. In the monochromator chamber, a tor-
oidal gold-coated mirror collimates the beam on one out of three off-plane-mount (OPM)
plane grating monochromators (2001mm~!, 400lmm~! and 12001mm™!), performing
the spectral selection of single harmonics over the range of 8eV to 100eV. Compared
to standard grating grooves perpendicular to the incident plane, the off-plane configur-
ation reduces the temporal broadening of the monochromatised pulses, which has been
estimated in the range of 50 fs to 100fs. A second toroidal mirror refocuses the chosen
harmonic onto the exit slit towards the refocusing chamber, where a third toroidal mir-
ror images the beam spot at the slits position onto the sample in the experimental cham-
ber. The energy resolution is 22(2) eV and the temporal resolution is 105(45) fs at 16.9 eV
photon energy (7™ harmonic), meaning that the setup is close to the transform-limit
condition.

The SPRINT endstation is equipped with a Scienta SES 2002 electron energy analyser
with a +7° angular range, and a Vectorial Twin Mott detector setup for the measurement
of the spin polarisation of the full or partial quantum yield from the sample. The manip-
ulator enables control of four independent degrees of freedom, X, y, z and 0 (polar angle)
and a cryostat reaching 40K on the sample surface. The experiments in Part I, apart
from some specific ARPES spectra in the first chapter, have been performed entirely at
the SPRINT beamline.
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2.6 Beamtimes

User facilities such as those presented above dedicate some of their machine time to in-
house research or maintenance, but a relevant portion of the year is reserved for external
users. Experimental runs performed during the time allocated by beamlines are named
beamtimes.

While in-house research on a beamline is subject to the decision of beamline scientists
only, beamtimes are assigned on the basis of competitive proposal applications. Who-
ever wants to apply for an experiment submits a proposal describing the scientific back-
ground, the detailed experimental plan and the impact of the outcome. A scientific re-
view committee grades the submitted proposals and those at the top of the final ranking
are accepted.

The time of an experiment is measured in beamtime shifts: each shift is 8 hours of
access to the beamline. Generally an experiment is expected to last from 9 to 21 shifts,
corresponding to 3 and 7 full days respectively, but in some cases, especially in beam-
lines performing time-resolved measurements, it is possible to ask for more because an
experimental run may require high statistics over several samples.

2.6.1 Experiments

Apart from in-house research, the work included in this thesis is the result of several
beamtimes. Application for beamtimes at Elettra, ESRF and Diamond Light Source has
been characterised by an 80 % degree of success in proposal approval by committees.
Below, the ripartition of the experimental work for each of the topics covered in the
thesis is reported.

Part 1

Measurements in Part I belong exclusively to in-house research on the SPRINT beamline.
The experimental shifts have been spread rather uniformly across all three years of PhD
and a precise quantification of the machine time is hard, also because overlaps between
actual measurements and stages of development and testing of the instrumentation were
not infrequent.

Part I1
Measurements in Part II were performed in:
* one beamtime at 109, during the first year of PhD, for a total of 9 shifts;
* one beamtime at APE-LE, during the second year of PhD, for a total of 21 shifts;

* two in-house periods at APE-LE, during the second year of PhD, for a total of 36
shifts;

* one in-house period at APE-HE, during the second year of PhD, for a total of 9
shifts.

Part 111

Measurements in Part II were performed in:

* one beamtime at ID32, during the second year of PhD, for a total of 18 shifts;



¢ one in-house period at APE-LE, during the second year of PhD, for a total of 15
shifts;

* one joint beamtime at APE-LE and APE-HE, during the third year of PhD, for a
total of 18 shifts (15 on APE-LE and 3 on APE-HE).






Part 1

Fe(001): a model for
3D magnetism






CHAPTER 3

Near-Fermi electronic and spin structure in Fe(001)

If I die, I have to go before him, and he will ask
me, "What is the riddle of steel?” If I don’t know
it, he will cast me out of Valhalla and laugh at me.

Conan the Cimmerian, The Tower of the Elephant

3.1 Overview

The study of magnetism in matter has reached a historical high in terms of variety and
complexity of physical phenomena under scrutiny by the scientific community. From
topological band states generating quasiparticles that emulate the behaviour of high-
energy equivalents to the generation and control of spin waves, the direction of the
research has always been pursuing, or straight up engineering, more and more exotic
states and samples.

In the quest after understanding the underlying laws governing magnetism, often it
is not necessary to look for an out-of-the-ordinary system. Indeed, the populated world
of materials exhibiting magnetic properties provides a vast choice in terms of phenomen-
ology and degree of intricacy: some of the more “conventional” ones have been some-
what laid aside in favour of new and exciting oddities, perhaps undeservedly so. The
novelty of a topic does not necessarily have to do with its relative importance regarding
the physics we can investigate and learn.

In this regard, 3d transition metals are still the ideal playground for the aim of ex-
ploring the fundamentals of magnetic interactions in solids. Fe, Co and Ni are the only
elemental 3d ferromagnets at the solid state, and have been studied with all available
methods over the years, providing stringent limits to the development of theories grasp-
ing the very fundamental nature of ferromagnetism, and of the related phenomena. They
constitute the most evident example of ferromagnetic ordering as a purely quantum ef-
fect, with electron spins in a bulk ordering spontaneously to determine macroscopic
magnetisation; in a certain sense, they are the epitome of a 3D ferromagnet at ambient
conditions.

The competition between bulk and surface properties has also defined a line of re-
search in 3d ferromagnetic transition metals, leading for example to the to the character-
ization of truly surface or low-dimensional magnetism. Spin waves at surfaces, aniso-
tropic exchange and surface-atom magnetic moments have been measured by exploiting
surface-sensitive electron spectroscopy and electron spin polarimetry as well as optical
higher order effects.

29
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In this thesis we address the relaxation from out of equilibrium of iron surfaces, as
e.g. consequent to sudden excitation of the electronic system by a 50-300 fs pulse of IR ra-
diation. Probing the electron bands with angular resolved photoemission spectroscopy
and the spin polarisation of states in the Fermi level region with threshold photoemis-
sion spin polarimetry can be accomplished with UV and EUV pulses from 150 fs to 300 fs
at variable time delays with respect to the pump excitation.

The rationale of these experiments is to probe the path towards the ferromagnetic
ground state of iron surfaces whose electronic and spin structure is temporarily brought
well out of the thermodynamic equilibrium. The explored time scale is expected to allow
disentangling the various phenomena that collectively represent the heat capacity of the
ferromagnet, possibly leading to some new understanding of electron, spin, magnon,
phonon correlations.

We set off with a thorough characterisation of the electron states of an Fe bcc at equi-
librium at room temperature. On the one hand, ARPES, as a key tool in assessing the
surface properties and crystalline order, can be employed to identify key features in
the band structure and assess the electronic configuration; on the other hand, exploit-
ing photoemission of very low energy primary electrons by means of threshold photons
(hv = 4.8 eV) may give access to the spin polarisation of electrons very close to the Fermi
level, i.e. those who contribute the most to the energy transfer processes.

3.2 Sample growth and preparation

Commercially available MgO(001) one-side polished single crystals have been selected
as the substrate of choice for Fe(001) thin films: bec Fe fits on fcc MgO with a 3.5 % lattice
mismatch and epitaxial relation Fe(001)[011]/MgO(001)[110] (Lawler et al., 1997).

Since on a MgO(001) surface the Fe [100] and [010] axes
are oriented at 45° with respect to the substrate surface
plane axes, as illustrated in fig. 3.1, the MgO substrate was
2 N mounted at 45° with respect to the sample holder: this way,

< Q\Q the Fe crystalline directions are in the plane of rotation of

00/ QQ\ the manipulator.

MgO crystals are mounted on sample holders by
means of spot-welded Ta stripes and transferred in
the UHV sample preparation chamber (base pressure
< 2 x 10719 mbar), where they are annealed at 800K for 24
hours. Fe is grown epitaxially by an electron beam evapor-
Figure 3.1: Crystalline direc- ator at a rate of ~3.5 A per minute, as monitored by means
tions of bce Fe (slanted ar- of a quartz microbalance; the thickness of the resulting film
rows) grown on top of fcc is typically ~40 nm.

MgO (square outline). Adap-
ted from (Zhan et al., 2009).

When films are thicker than a couple of nanometres,
non-uniformities due to the formation of terrace-like struc-
tures or islands are quite unlikely. In any case, the sample
is annealed at 800K for 30 min to improve crystalline order at the surface. Low energy
electron diffraction (LEED) is performed in situ after all steps of substrate and thin film
sample preparation.

Finally, the sample is heated up to 450 K and undergoes a O, exposure, at 1x10~° mbar
for 2 min, equivalent to 90 L (langmuir); the oxygen dosing is followed by flash anneal-
ing for 30 s at 900 K to desorb excess oxygen and stabilise the p(1x1) reconstruction.
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The p(1x1)O capping layer has the purpose of avoid-
ing surface contamination as much as possible. Atom-
ically clean Fe surfaces are quite reactive to residual gas
species like oxygen so that, even in UHV conditions, after
some hours the surface properties and spectroscopic sig-
nals would be affected by surface pollution. The passiv-
ation effect of the p(1x1)O surface determines the long
term stability of such samples, under UHV conditions,
that maintain their physical properties for several weeks.
A LEED image acquired at 90 eV, where bright spots are
proofs that the 1x1 reconstruction is well-ordered.

Figure 3.2: LEED picture at

55eV.
3.3 Results ¢

Measurements presented in this chapter have the purpose of characterising the topmost
states of the valence band in a Fe(001)-p(1x1)O/MgO sample by means of ARPES and
spin polarimetry.

To this purpose, we used two different setups available at the SPRINT beamline.
For ARPES measurements, the photons generated by HHG (hv = 21.7eV) are used; for
spin polarimetry, the light comes either from the HHG itself, or from the setup for SHG,
emitting 4.8 eV photons.

In addition, we performed measurements with the 1.55eV beam alone, in order to
assess its effects in view of the discussion in the next chapter.

3.4 ARPES and detector calibration

As mentioned in section 2.5, the SPRINT beamline has access to a hemispheric elec-
tron analyser with a +7° degree aperture about the average analysis direction. For this
reason, to acquire the band dispersion of the whole Brillouin zone the sample normal
must be reoriented in steps with respect to the analyser axis by manually rotating the
manipulator. Since this was the first angle-resolved measurement with this setup, a pre-
cise calibration of the angle-pixels conversion factor is necessary to properly acquire and
analyse ARPES data.

For this reason, the purpose of acquiring ARPES data on Fe(001)-p(1x1)O/MgO is
twofold: (i) to check the surface quality and oxygen reconstruction, and (ii) to provide a
reference on which a calibration of the angular window of the analyser is possible.

An ARPES E vs k map of Fe(001)-p(1x1)O/MgO acquired with hr = 21.7 eV photons
from HHG is shown in fig. 3.3a. The band structure prominently shows a dispersive
feature between 4eV and 6eV binding energy: this band is well-known in literature
both from calculations and photoemission experiments (Chubb and Pickett, 1987; Clarke
etal., 1990; Fink et al., 1992; H. Huang and Hermanson, 1985; Panzner, D. R. Mueller and
Rhodin, 1985) and is attributed to the in-plane component py, of the 2p oxygen orbitals.

EDC cuts across the probed angles, seen in fig. 3.3b, allowed us to retrieve the angular
positions of the O py peak. The conversion from angle to k-vector, given by eq. (1.5), is
performed as follows. Since the X symmetry point in bee Fe liesat 1.11 A~1, an opportune
rescaling of the x axis - when in angular scale - would yield the correct angular width of
the analyser window: this factor has been used to calibrate the analyser.

In the first Brillouin zone, between the I' point and the X point, we can see a faint
photoemission dispersive signal above 1eV up to ~ 0.2eV binding energy; part of this
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3.4 ARPES and detector calibration
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Figure 3.3: (a) E vs k map acquired at hv = 21.7eV on Fe(001)-

p(1x1)O/MgO . (b) EDCs at emission angles between 0° and 65°; the dis-
persion of the O-derived peak is clearly visible. (c) Dispersion of the O
py peak as rescaled in terms of k, used to calibrate the analyser angular
window.

band is replicated with much higher intensity in the second Brillouin zone. This is most
likely a bulk Fe band, the d(y.y),, which is spin-split: the bright signal in the second
Brillouin zone can be attributed to the d (y,y), component, which is closer to I and dis-
plays hole-like dispersion, whereas the feature closer to X is the dy(x,y),- In the second
Brillouin zone a tiny signal appears also above ~ 0.2eV at around 1. SA , while it is
undetected in the first Brillouin zone. The reason for the large difference in photoemit-
ted intensity between the first and the second Brillouin zone can probably be traced in
matrix elements effects.

The spectrum in fig. 3.3 allows to confirm that the p(1x1)O reconstruction is well-
ordered on the Fe surface; however, band structure information, especially in the near-
Fermi region, are difficult to interpret. For this reason, we can refer to ARPES and Spin-
ARPES measurements performed on an analogous Fe(001)-p(1x1)O/MgO sample in the
APE-LE beamline (section 2.4).

In fig. 3.4 the Fermi kx — ky isoenergetic surface map and the band dispersion of
Fe(001)-p(1x1)O/MgO are displayed. The Fe(001)-p(1x1)O/MgO Fermi surface is char-
acterised by several features, marked with Greek letters. In particular, the region near T’
is dominated by a ring-shaped («) and a diamond-shaped (5) state; they are attributed
by DFT calculations to oxygen-induced surface states.

The angular dispersion along I' — X via E vs k maps gives additional information to
uncover the details of the band structure. We notice in fig. 3.4b-c that « and  bands
show electron-like character and can be related to the tiny feature above 0.2€V in the
second Brillouin zone in fig. 3.3a.

By performing Spin-ARPES on « and § bands, as well as on the entirety of the Fermi
surface in fig. 3.4a, it has been shown that the two oxygen-derived states have minority
character, while the rest of the Fermi surface is dominated by majority character (Fujii,
in preparation).
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Figure 3.4: (a) Fermi kx — ky isoenergetic surface map acquired at hv =
50 eV on Fe(001)-p(1x1)O/MgO . (b-c) E vs k maps of the band dispersion
of Fe(001)-p(1x1)O/MgO along T - X, acquired at hv = 50 eV with hori-
zontal (b) and vertical (c) linearly polarised radiation (HP and VP). Teal
and ochra lines highlight o and 5 bands, respectively; dotted lines denote
other surface states. Adapted from (Finardi, 2020).

3.5 The dilemma of threshold magnetic measurements

The measurement of the spin polarisation of low-energy secondary electrons from mag-
netic crystals has a long history, starting from the pioneering work by (Kisker, Gudat and
Schroder, 1982) on Fe and Co; soon, other results from Ni (Hopster et al., 1983; Landolt
and Mauri, 1982) and Fegj 5B1455i4 (Unguris et al., 1982) confirmed the trend noticed
earlier. At low electron energies the spin polarisation progressively increases, reaching
a maximum value at the lowest kinetic energy. The explanation of this phenomenon
generally follows spin-filtering arguments, as the electrons have a spin-dependent scat-
tering probability related to the availability of spin polarised empty states (Penn, Apell
and Girvin, 1985).

Photoemission at threshold energy (i.e. as excited by photons of energy just exceed-
ing the sample work function) also generates very low energy photoelectrons. How-
ever, in this case, the ejected electrons are elastic, i.e. not affected by scattering to lower
energy states. Very low-energy electrons have lower probability of inelastic scattering
(Farnsworth, 1926): the electron mean free path is correspondingly quite long, of the
magnitude of ~ 10nm (Marx et al., 2003; Seah and Dench, 1979).

This means that the photoelectron yield at threshold is dominated by primary “elastic”
photoelectron originating from states lying on the Fermi surface or at slightly higher
binding energies. This fact has been exploited in various instances, as in X-ray photoe-
mission from Fe 2p by (Offi et al., 2007).

The spin polarisation of secondary electrons, i.e. photoelectrons that have suffered
multiple inelastic scattering events before being ejected with very low residual kinetic
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energy, is known to be proportional to the average magnetisation of the solid, and can
therefore be used as a relative magnetometry. Primary electrons, on the other hand, carry
information about the in-band initial state spin polarisation. In our case the threshold
photoemission regime does select a narrow range of photoelectron energies, correspond-
ing to the difference between photon energy and average work function of the sample
surface. The narrow energy range of photoexcitation reduces considerably the likelihood
of ejecting scattered photoelectrons, so that the signal has no “secondary tail”. Further-
more the low kinetic energy of the photoemitted signal does correspond to a large mean
free path and the data are therefore less surface-sensitive than at higher photoexcitation
energies.

Figure 3.5 substantiates the claim that a measure-
ment at threshold yields different results from the same

§ 60[> " ¢ o Experimen] procedure performed at higher energy photons. The

g 48 ® 100%Py ] value of the spin polarisation at threshold is indeed

£ o much higher compared to the values at 21.7eV and

g 20/° 7 26.5eV photon energy, which are closer to the expec-

& N ted average band polarisation marked by the dashed

46 48 21 24 27 line.

Photon energy (eV) In order to assess which electronic bands do effect-

ively contribute to the threshold photoemission signal,

Figure 3.5 Comparison e refer back to ARPES measurements of the band
between measurements of

structure of Fe(001)-p(1x1)O/MgO ; in particular, a

spin polarisation at threshold

(hv = 479eV) and at HHG
(hv = 21.7eV,265eV) ener-
gies. The horizontal dotted line

marks the expected value of
ng/n = 275% for the average
spin polarisation of the whole Fe
d band. The expected value of the
in-band spin polarisation (in red)

zoomed-in region of the band dispersion in fig. 3.4b-c
can be seen in fig. 3.6 at two different photon energies:
the o and 3 bands are evident up to 0.2eV binding en-
ergy at I', as well as the bulk B state at higher binding
energies.

In our setup, an extraction field (V = 100V) is ap-
plied between the sample and the Mott detector elec-
trostatic lenses, thus the emission angle is averaged

is discussed in-text. and there is no momentum selection. In any case, a
threshold photoemission experiment performed with
4.8eV does not give access to occupied states in the whole Brillouin zone, because the
maximum accessible k| is linked to the kinetic energy of the photoelectrons and to the
emission angle (eq. (1.5)). For this reason, we are able to probe a reduced portion of the
band structure compared to EUV photons, as highlighted in fig. 3.6.

From this consideration it is clear that photoelectrons excited from threshold photons
in our experiments cannot originate from the oxygen-derived o and 3 states, neither
from the B bulk state. This is consistent with our spin-resolved measurement at threshold,
because all the aforementioned bands have minority character. Measuring minority elec-
trons would result in a high value of the spin polarisation, but with opposite sign com-
pared to the signal of secondary electrons; fig. 3.5 instead shows that both spin polarisa-
tions have the same sign.

From a closer inspection of fig. 3.6a, an electron pocket at I lying inside the boundary
of threshold photoemission is visible in the ARPES E vs k map at 21 eV photon energy.
Probably, matrix elements effects prevent this state to be revealed at 25 eV photon energy.

The electron pocket is not a surface state, nor does it belong to oxygen-derived states.
We may hypothesise that this state is a bulk Fe state. On the basis of the spin texture
of the Fermi surface of Fe(001)-p(1x1)O/MgO samples, which indicates that « and 3
are minority bands whereas the Fe-derived states at the Fermi surface are dominated by
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Figure 3.6: E vs k maps of the band dispersion of Fe(001)-
p(1x1)O/MgO along T - X, acquired at (a) hv = 21 eV and (b) hv = 25eV.
The red solid line indicates the portion of the band structure probed by
4.8 eV threshold photons.

majority electrons (Fujii, in preparation), we can expect the character of this state to be of
majority spin, which is consistent with the high spin polarisation measured at threshold.

Since we concluded that the measured value of the
spin polarisation is a measure of the initial spin polar-

isation from Fe bulk states accessible with threshold i, 06— Py

photons, it can be compared to the values presented 2 04

by (Mazin, 1999). A spin polarimetry measurementon § = |

Fe is generally defined by the difference in density of & 02

electronic states between the 1 and | spin population, & Lo, | |
which is essentially given by d electrons; this is called 03 02 01 0 01
the “N” definition of the spin polarisation. Trans- E-Er(eV)

port measurements instead are not defined by the DOS
alone, and make use of the “Nv2” definition, which
takes int.o account the Fermi velocity of the bound elec- .. gy, following “N” and “Nv2”
trons (high for light s electrons, low for heavy d elec-  4efinitions. The shaded green
trons). This difference (which can be extremely relev-  area represents the binding energy
ant, as for example in Ni) is only quantitatively differ- region probed by 4.8 eV photons.
ent in Fe (fig. 3.7), and has no influence on spin polari- Adapted from (Mazin, 1999).
metry measurements, so we can safely use the N defin-

ition.

If we consider the value of spin polarisation (Pyy) integrated over the binding energy
range reached by threshold photoemission, we obtain a spin polarisation of 57(2) %, as
indicated by the red mark in fig. 3.5, which is compatible with the value we measured.

In principle, the spin polarisation of threshold photoemission should refer to the ini-
tial state properties of the occupied electron band we identified in the energy neigh-
bourhood of the Fermi surface. However, in reality a measurement mixes both surface
and bulk contributions and a minor, but hard to quantify, contribution of scattered elec-
trons. Moreover, surface defects can modulate the effective work-function; in addition,
the presence of magnetic domains not fully aligned at remanence may reduce the mag-
netisation and consequently the effective spin polarisation, that is given by the vectorial
sum of all contributions falling within the photoexcitation light spot.

We note that in order to evaluate the fraction of secondary electrons contributing to
the signal at threshold, we cannot actually compare the spin polarisation measured at

Figure 3.7: Calculated Fe spin po-
larisation as a function of binding
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photoemission threshold and the spin polarisation resulting from the secondary elec-
trons cascade when the photoexcitation is due to EUV photon energies in fig. 3.5: as
mentioned earlier, the spin polarisation of secondary electrons is highly dependent on
their energy, with a sharp increase at low kinetic energies (Kisker, Gudat and Schroder,
1982; Paul et al., 1991). For this reason, an exact quantification of the contribution of
secondary electrons towards the threshold spin polarisation signal is extremely hard to
perform.

One should also consider that (Riccardo Bertacco and Ciccacci, 1999) demonstrated
an enhancement of spin polarisation in connection with the p(1x1)O surface reconstruc-
tion and attributed it to a surface relaxation causing a larger Fe-Fe distance at the inter-
face with oxygen. In order to estimate the possible contribution of the oxygen adlayer
to the high value of spin polarisation measured in threshold photoemission, we need to
assess the surface sensitivity of our data.

3.6 Surface ageing and spin polarisation evolution

E vs k maps prove that the Fe surface is uniformly passivated with oxygen and that
the reconstruction is well-ordered. Not having access to band dispersion in threshold
photoemission we periodically monitored the spin polarisation signal and the EUV-
photoexcited EDCs, to probe possible degradation in time. As we will see, this procedure
yields an additional information.

If contaminants hamper the signal from the sample surface, an EDC instantly recov-
ers this information: in fig. 3.8 the red curve shows both the feature close to the Fermi
level and the O band at ~5.5 eV, whereas the black curve is the result of an exposure to
a pressure of 1078 mbar (i.e. exposure to gas with the same composition as the residual
UHV pressure, but increased by a factor 100) showing a loss of spectroscopic features
due to sample surface contamination.

Conversely, spin polarisation data shows a different phenomenology. If photoemis-
sion is measured by 4.8 eV photons, selecting only electrons close to the Fermi level, a
sizeable spin polarisation appears in both cases. This is a consequence of the large mean
free path of low-energy photoelectrons that correspond to a reduced surface sensitivity
of the measurements. On the other hand, EDCs as excited with 21.7 eV photons reflect
band states in the final state spectra in the range from 10 eV to 17 eV kinetic energy, that
is close to the minimum of the universal curve of escape depth with values < 1nm. The
inset in fig. 3.8 highlights the energy region of the spectrum that a 4.8 eV photon is able
to excite, together with the measured spin polarisation.

This result confirm that threshold photoelectrons are less sensitive to surface com-
position, i.e. are more bulk-sensitive compared to the UV-EUV photoemission spectra:
our spin polarisation measurements thus reflect bulk properties of the sample material.

In conclusion, our threshold photoemission data yield a high value of spin polarisa-
tion that reflect the bulk states near I' that are mosty of majority spin character. The
limited integration across the Brillouin zone cannot reflect the absolute value of spin po-
larisation of the occupied states near the Fermi level, but it is a good indicator. The role
of surface-enhanced magnetic moment of Fe(100) or of the surface modified contribution
by the p(1x1) oxide layer are non prominent due to the relatively long escape depth of
the measurement at threshold conditions.
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Figure 3.8: EDCs of Fe(001)-p(1x1)O/MgO , measured at hv = 21.7eV:
the black curve is measured after the exposure to 108 mbar of residual
pressure in the UHV system, the red curve is measured after the same
sample has been cleaned by sputtering+annealing. The inset shows a
magnification of both curves near the Fermi level, where the black and
red shaded areas represent the electron yield of the spectrum whose spin
polarisation has been probed by 4.8 eV photons; the measured spin polar-
isation and its error is written in the corresponding colour.

3.7 Probe characterisation: fluence dependence and space charge ef-
fects

The 4.8 eV beam, used in the next chapter as a probe, is generated by SHG sequentially
by means of two BBO crystals; since the non-linear process is more efficient than gas-
generated HHG, the pulses retain a relevant portion of the intensity of the seed laser.

By using pulsed lasers and their harmonics as source for spectroscopy, one is faced
with intense photon pulses concentrated in few-fs interval. This can readily determ-
ine the so-called space charge effect, that blurs the ejected electron spectra, acting as
an electrostatic lens in front of the photoexcited surface. On top of this, at high laser
pulse power multiphoton photoemission may also take place. These effects do hamper
the spin polarisation measurement, at least in view of its interpretation as Fermi surface
property.

EDCs acquired at hv = 4.8eV in fig. 3.9 show how an increased laser fluence pro-
gressively broadens and distorts the spectrum due to the space charge. Additionally, a
second photoemission peak gradually appears above 10eV kinetic energy. The proper
conditions for spectroscopy are therefore those that generate the thicker purple curve
with markers: the photoemitted yield is completely dominated by single-photon pho-
toemission, is represented by the thicker purple curve with markers, therefore we ad-
opted these laser parameters as the upper limit in our experiments. In any case, the
contribution of two-photon photoemission is clearly visible only in logarithmic scale.

The measurement geometry, i.e. the angle of light incidence on the sample surface,
is another experimental parameter that determines the effective beam fluence on the
sample surface (due to the changes in photon density given by the spread of the laser
spot over the sample surface). The total electron yield in fig. 3.10, acquired by measuring
with a picoamperometer the sample neutralisation (drain) current, shows a square root
dependence on the laser power (fit parameters in table 3.1), which we attribute to space
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Figure 3.9: EDCs acquired at hv = 4.8eV as a function of laser power.
The sample was biased with -5V. As the fluence increases, the space
charge effect artificially shifts electrons near the Fermi level to higher kin-
etic energies, and a second peak due to two-photon photoemission ap-
pears above 10eV kinetic energies. The thicker purple line with marker
represents the maximum power we used in our experiments.

charge effects. This conclusion is consistent with the fact that at normal incidence (¢; =
0°) the light spot is concentrated into a smaller surface: this implies a higher fluence, but
yields a lower photoemission intensity due to the denser space charge cloud that limits
the photoemission current.

Parameters vo (pA) A (pA mW™1) B (arb. units)
Normal incidence  —-58(13) 31(4) 0.48(2)
Grazing incidence -147(26) 75(10) 0.43(2)

Table 3.1: Fit parameters for photoemission from the probe at 4.8 eV photons.

Our observations are further supported by the detailed study in (L.-P. Oloff et al.,
2016). In particular, the authors evaluate the contribution of the incidence angle to
space charge phenomena affecting HAXPES measurements; even if the photon energy
is wildly different from our setup, we can trace qualitative similarities based on general
trends. In fig. 3.11 the dependence on the incidence angle of the photoemission signal
and of the kinetic energy shift induced by the space charge are plotted.

Intuitively, an increased photoemission yield at grazing incidence, and consequently
a stronger space charge effect, would be expected, for two reasons: (i) at grazing incid-
ence, a reduced photon penetration depth excites more electrons closer to the surface,
with a Apvpp greater than their escape depth, and (ii) the maximum electron emission
condition for our geometry is reached at grazing incidence and normal emission, due to
the orientation of the light polarisation vector (4.8 eV photons are p-polarised).

Conversely, data in fig. 3.11 show the opposite behaviour, in accord with our meas-
urements. As the incident angle increases, the effects of space charge on photoemission
spectra reduce the photoemission intensity as well as increasing the energy shift of the
photoelectrons towards higher kinetic energies.

A grazing angle configuration means that electrons are photoexcited from a larger
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Figure 3.10: Sample current, equivalent to total electron yield, from 4.8 eV
photons as a function of the laser power, at normal incidence (6; = 0°) and
grazing incidence (¢; = 50°).
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Figure 3.11: Normalised photoemission signal from Au 4f core level spec-
tra and corresponding space charge-induced shift (hv = 600eV) as a func-
tion of incidence angle with respect to the sample plane. Adapted from
(L.-P. Oloff et al., 2016).
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area, because of the spread of the beam on the sample surface, therefore photoelectrons
interact less with each other. In other terms, the elongation of the beam spot changes the
spot eccentricity € = v/1—-a2/b%: a higher ¢, i.e. a more elongated beam, has been noted
to have a large impact in the reduction of space charge due to the above effect. This
is fully consistent with our observations: we also note an increase of the gap between
the two photoemission yields with the increase of the laser power, corresponding to an
incremented space charge effect.

3.8 Pump characterisation: multiphoton photoemission and surface
quality

The IR pump pulses at 800nm (hr = 1.55eV) were provided by the ORPHEUS-F OPA,
whose pulse duration ranges from 30 fs to 50 fs.

Photoemission from pump pulses can occur only when simultaneously absorbing
multiple photons, in order to overcome the threshold in vacuum photoionisation. In
order to run well-controlled experiments, the pump contribution to the photocurrent
must be measured and procedures to minimise it shall be found and adopted.

Figure 3.12a showcases the dependence of the total yield on the pump power. Just
like the equivalent measurement we already saw for the probe beam, power laws whose
fit parameters are given in table 3.2 seem to be adequate in describing the trend of the
curve. Differently from the probe, however, the fit exponents are greater than 1 for both
normal and grazing incidence (3.9(2) and 3.2(1), respectively).
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Figure 3.12: (a) Sample current as a function of the pump laser power.
(b) EDCs acquired at 800nm (hr = 1.55eV) as a function of laser power.
The sample was biased with -5V. The laser power ranges from 12 mW
to 65mW (fuchsia and teal curves respectively) and was not increased
further to avoid detector saturation issues.

Parameters vo (pPA) A(MmA mW-1) B (arb. units)

Normal incidence  -0.6(5) 430(160) 3.9(2)
Grazing incidence  —0.8(6) 80(21) 3.2(1)

Table 3.2: Fit parameters for only pump photoemission at 800 nm (hr = 1.55eV).
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Higher-order dependence of the photoemission yield on the laser power is gener-
ally agreed upon to be a signature of multiphoton photoemission (Pasmans et al., 2016;
Reutzel, A. Li and Petek, 2020): the yield scales with a power-law coefficient that ap-
proximates the photoemission order. At normal incidence the laser fluence is higher,
thus a higher power-scaling law associated with 4-photon photoemission (By = 3.9(2))
takes precedence compared to grazing incidence, while the signal from the lower order
given by 3-photon photoemission (Bs = 3.2(1)) fades out.

In any case, we can be sure that other phenomena are contributing to this process. By
looking at EDCs acquired with 800 nm photons as a function of fluence in fig. 3.12b, it
is clear that space charge effects are deforming the photoemission tail at kinetic energies
above the secondary peak. Such broad high kinetic energy tail has to be understood.

We have mapped the photoyield across the sample surface at fixed pump power, as
seen in the 2D current intensity diagram in fig. 3.13. The current turns out to be quite in-
homogeneous across the surface: some spots are much brighter than the rest. A combin-
ation of local variations of work function and surface defects (roughness) determining
local-specific space charge clouds may describe the observation of such “photoemission
hotspots”.

z axis (mm)

-10.0 -9.0 -8.0 -7.0

X axis (mm)

Figure 3.13: 2D total yield (drain current) map acquired at 800 nm (hv =
1.55eV). Red lines highlights regions of the sample where photoemission
is greatly enhanced.

Indeed, edges with a low curvature radius display greater surface charge density and
a strong local electric field: highly nonlinear phenomena may result from such a strong
field photoemission, as if locally the sample behaves like a sharp metal tip (Bormann
etal., 2010; M. Kriiger et al., 2012; Schenk, Michael Kriiger and Hommelhoff, 2010), with
the result of affecting the kinetic energy of photoelectrons and broadening the spectra
seen in fig. 3.12b.

We can see how the pump photoemission can be used also to assess the surface qual-
ity and find the best suited region where to carry out measurements. This is a similar
case to that of (Aeschlimann, Schmuttenmaer et al., 1995) on Cu(110) and Cu(100) and
(Rhie, Diirr and Eberhardt, 2003) on Ni/W(110), where the sample position was also
optimised on the basis of this effect.

As a consequence, minimising the pump photoemission is not only a matter of de-
creasing the pump fluence, but involves also the choice of a good spot on the sample -
for this reason, we always performed experimental runs away from hotspots to suppress
spurious pump signals.
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3.9 Closing remarks

In this chapter, we characterised the Fe(001)-p(1x1)O/MgO sample by ARPES and spin
polarimetry, as well as decribing the phenomenology of space charge and multiphoton
photoemission (and how to avoid or minimise both) due to low-energy photons that
will be combined as pump and probe beams for the experiments presented in the next
chapter.

We were able to confirm that the surface is well-ordered and reproduces the correct
oxygen reconstruction. The measured spin polarisation at threshold represents a value,
averaged in energy around the Fermi level with broadly integrated k-values, that coin-
cides with the Py estimate of in-band spin polarisation. Moreover, we ascertained that
the probing depth of threshold photoemission is much higher compared to EUV photoe-
mission, thanks to the high mean free path of low-energy electrons. This last point will
prove critical in the analysis of time-resolved data and the determination of the relative
importance of competing phenomena.



CHAPTER 4

Ultrafast dynamics of electronic and spin excitations in
Fe(001)

Why do you always try to invalidate all of your
own results?

From now on, every time you tell me something
you measured may be wrong and we have to do
another year-long run of measurements, I will just
ask “Why? Why should it be the other way
around? Now prove to me the opposite is true
instead!”.

Giancarlo Panaccione, 2022

4.1 Overview

The pioneering work of (E. Beaurepaire et al., 1996) on a Ni film has sparked a wide-
spread interest in the ultrafast dynamics of the magnetisation in thin films of 3d trans-
ition metals. The direct observation, by means of a Magneto-Optical Kerr Effect (MOKE)
setup, of a high signal sensitivity on the subpicosecond time scale has prompted an in-
terpretation in terms of quenching of the material magnetic moment in the timescale of
hundreds of femtoseconds, i.e. thousand times faster compared to what had been known
until then on Gd (Vaterlaus, Beutler and Meier, 1991).

Since then, a variety of techniques were applied to a number of different systems in
order to ascertain if this behaviour is common to all 3d transition metals. Many stud-
ies agree upon the fact that a rapid demagnetisation takes place in hundreds of femto-
seconds, followed by a partial recovery within 1ps, and then converging to the initial
value in a time range extending to up to the nanosecond. The experimental effort to
address ultrafast demagnetisation/remagnetisation in transition metal ferromagnets in-
clude mostly MOKE (Bigot, Vomir and Eric Beaurepaire, 2009; Carpene, Mancini et al.,
2008; Dalla Longa et al., 2007; Giidde et al., 1999; Koopmans, Kampen et al., 2000), low-
energy electrons spin-resolved photoemission (Aeschlimann, Bauer et al., 1997; Cinchetti
et al., 2006; Weber et al., 2011), M-edge resonant Kerr spectroscopy (La-O-Vorakiat et al.,
2009) and spin-resolved photoemission of secondary electrons measured with X-rays
(Fognini et al., 2014).

It is ascertained that photons emitted by a femtosecond laser are absorbed by elec-
trons close to the Fermi level, whose distribution is driven out of equilibrium and relaxes
by means of electron-electron and electron-phonon scattering. The addition of the sens-
itivity to the magnetic order in ferromagnetic materials results in an ultrafast change
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of the spin polarisation upon absorption of laser pulses in the optical wavelength range.
The new physical timescale addressed with ultrashort light pulses (laser, HHG, FEL) im-
plies a novel understanding of the employed spectroscopies, typically performed in the
linear regime (first-order perturbation theory) corresponding to single local photoexcit-
ation of a thermodynamic ground state. When the pulse intensity is high in a short time
the signals may reflect a perturbed ground state and new correlations may be reflected
in the signals.

On the physics of the material side we need to identify the mechanisms that could
lead to ultrafast magnetic phenomena, challenging the somewhat “fundamental” refer-
ence timing of the precession of the electron 7, = 1/wp, = h/(2ugH) which amounts of
36 ps in a field of 1T, but can be shortened to 10 fs in an exchange field of 3 x 10° T.

The phenomenological model proposed by (E. Beaurepaire et al., 1996), known as the
three-temperature model due to extending the modelisation of the two-temperature model
(Anisimov, Kapeliovich and Perel’Man, 1974) to magnetic materials, provides a concise
description together with an understanding of the quantities at play. The ground state of
the system is described by three interacting energy reservoirs: the conduction band elec-
trons with an electronic temperature Te, the ionic lattice with a phononic temperature
Tp and the electronic spins with a spin temperature Ts. The thermodynamic equilibrium
is reached when the three reservoirs become in mutual equilibrium through interaction
mechanisms described by cross sections and time constants.

In a pump-probe experiment, an ultrashort pump photon pulse excites the electron
bath, whose temperature suddenly increases;! the excess energy gained is then trans-
ferred to the other subsystems depending on the specific coupling constants. In fig. 4.1
a cartoon representing the energy transfer between reservoirs, as well as experimental
data compared to calculations found in (E. Beaurepaire et al., 1996), are displayed.
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Figure 4.1: (a) Schematic representation of the three-temperature model
illustrating the interaction between the electronic, phononic and spin
reservoirs. (b) Experimental electronic temperature Te and spin temper-
ature Ts as a function of the time delay; (c) calculated electronic temper-
ature Te, lattice temperature T| and spin temperature Ts as a function of
the time delay. (b-c) are adapted from (E. Beaurepaire et al., 1996).

The description of the demagnetisation is thus essentially formulated as the transfer
of angular momentum from electrons or phonons to the spins. Nevertheless, it is not
straightforward at all to identify the channels and the effects of this angular momentum
transfer.

n the first few femtoseconds of the excitation, when the electronic system is driven far out of equilibrium,
there is little meaning in a parameter like Te, because the temperature is obviously ill-defined. However, if
the band structure is not modified too much by the excitation, the subsequent relaxation towards a thermal
distribution allows for the definition of a temperature. We will deal with this matter in the discussion of results.
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To the purpose of unveiling the processes governing the ultrafast demagnetisation,
a great deal of interest has been focusing on the role of band energy shifts and collect-
ive spin excitations. The thorough energy, spin and time-resolved work of (Eich et al.,
2017) on Co demonstrated that the Stoner collapse of the spin splitting is not supported,
and the fundamental contribution to the magnetisation quenching is provided by rapid
band mirroring. At the same time, the role of spin-flip excitations in the magnetisation
decrease has been questioned: the authors argue that in their sample the dynamics near
the Fermi level is dominated by carriers redistribution, whereas at higher binding ener-
gies superdiffusive spin currents are responsible for the band mirroring.

It is challenging to formulate a uniform picture and find the boundaries where one
effect stops being predominant over the others. In particular, some questions remain
unanswered. How does the use of low-energy photons - besides the obvious concern of
Brillouin zone sensitivity - influence the measurement of the spin polarisation? Do com-
plementary measurements of electronic temperature and spin polarisation contribute to
the identification of the microscopic mechanisms governing ultrafast magnetic moments
quenching? And is it possible to combine the information derived from both of them in
one uniform and coherent picture?

The above questions are the inspiration for the concerns that we are going to ad-
dress hereinafter. As a ferromagnet belonging to the 3d transition metals group, Fe is a
good candidate for this study; we will rely on the the Fe(001)-p(1x1)O/MgO system we
characterised in the previous chapter.

4.2 Space charge effects in pump-probe

In the previous chapter, we exemplified the expedients we may take when reducing
the space charge induced by the pump pulse. Even if we strived for the minimisation
of space charge effects, we note that they still do affect time-resolved measurements in
some way. The pump-probe dataset displayed in fig. 4.2 is an example where we can
clearly see these effects at play. EDCs are acquired for each delay time and merged
into one 2D colour scale picture, a delay map (fig. 4.2a). As we already mentioned, the
secondary electrons peak dominates the overall intensity spectrum; however, a zoom
of the delay map (fig. 4.2b) showcases the small intensity variations due to the electron
dynamics near the Fermi level. Integrating the kinetic energy in different ranges and
comparing the resulting delay curves (fig. 4.2c) highlights that the dynamics of the whole
spectrum is both broad and slow. If a small region close to Fermi is integrated, we see
that a much sharper and faster dynamics is superimposed to the slow background.
Indeed, the slow temporal evolution of the whole integrated spectrum, and in par-
ticular the presence of a slow dynamics at negative delay times that keeps on decreasing
even before -4 ps, is coherent with the dynamics of the space charge. On the other hand,
the fast peak encompasses just a few picoseconds, therefore its origin should not be re-
lated to space charge (cfr. also the first two curves from the bottom in fig. 4.2d, where
at lower kinetic energies secondary electrons display a broad peak while electrons of
higher kinetic energy are quite faster). This is a well-known behaviour, found in pump-
probe measurements when the pump fluence is not too low and discussed in good detail
by (Al-Obaidi et al., 2015; L. Oloff et al., 2016; Pelli Cresi et al., 2022; Verna et al., 2020).
The ultrafast dynamics in the neighbourhood of the Fermi level contains the inform-
ation we are looking for, i.e. the response of valence electrons to an ultrafast optical
excitation. At 4.8 eV photon energy, space charge effects are hardly completely erasable
and render the retrieval of these information difficult: for this reason, using the much
less intense HHG source as probe of the ultrafast electron dynamics is more suited for
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the purpose due to the suppression of space charge effects: in following sections we car-
ried out energy-resolved measurements only with EUV energies originated from HHG.

~
Q
~
~
O
~

(d)

E, cuts
(AE=0.25eV)
-0 80eV
-0 75eV
-0 7.0eV
-®-6.5eV

Kinetic energy (eV)

Kinetic energy (eV)

-4 0 4 8 12 -4 0 4 8 12
Delay time (ps) Delay time (ps)

AR |
O i L T
me PN

el “j‘ “\‘m\-\xﬁ,‘

~
(@)
~

-12
- E =(9t5)eV [ 843 x10
& E, =(6.7£0.1)eV L 842

Intensity (arb.units)

841
-840
1839
- 838

) ) ) d ) 837 L I L L 1
4 0 4 8 12 -4 0 4 8 12
Delay time (ps) Delay time (ps)

'b, s .
| ""-‘f.n*—"._.‘ el

Intensity (arb. units)
(v) preiA uosoaye [eoL

Figure 4.2: (a) Full-range delay line map and (b) zoomed-in delay line
map on Fe(001)-p(1x1)O/MgO at 800nm pump and 4.8eV probe. (c)
Delay line curves across the kinetic energy range indicated by the col-
oured labels in (a). (d) Delay line curves across the kinetic energy range
indicated by the coloured labels in (b).

4.3 Light polarisation dependence

Physical phenomena at the electronic level can be concealed in photoemission by matrix
element effects; one way in which they can manifest is by means of the incident light
polarisation. The symmetry of the combination of electronic orbitals and mirror planes
(which are fixed given a specific experimental geometry) and the polarisation of the
probe beam may result in some transitions being allowed or forbidden.

For this reason, we performed measurements with linear vertical (LV) and linear ho-
rizontal (LH) HHG light as a probe, corresponding respectively to s-polarised and p-
polarised light.

Data acquired with p-polarised probe are generally noisier, due to the fact that the
change in polarisation takes place before the HHG process and in our setup the HHG
intensity is roughly halved compared to an s-polarised light seeding.

In any case, we see that the temporal evolution of the two curves can be overlapped
with a good degree of confidence, within the experimental sensitivity: we may therefore
state that matrix elements effects are not significantly influencing the measurability of
the electronic states that we are accessing.

4.4 Pump fluence assessment

Across all the pump fluences we measured, we are able to testify that single-photon
excitation from the pump is still the dominant process.
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Figure 4.3: (a-b) Delay line maps acquired with LV and LH probe polarisa-
tions (corresponding to s-polarisation and p-polarisation respectively). (c)
Delay line curves for s-polarised and p-polarised probe, integrated across
the kinetic energy range indicated by the coloured labels in (a-b).
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Figure 4.4: (a) Time delay maps on Fe(001)-p(1x1)O/MgO at 21.7eV
probe energy and 170 mW (top) or 90 mW (bottom) pump power. (b) Delay
line curves integrated across the whole kinetic energy range of the maps
in (a-b), indicated by the coloured borders.
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As seen in fig. 4.4, within our experimental sensitivity halving the pump power res-
ults in half the photoemission intensity (provided that intensity vs delay curves are
rescaled to their baseline). A build-up of some non-linear phenomenon would instead
change this proportionality: in case of e.g. two-photon absorption dominating at higher
fluences, a factor 4 would scale the intensity curve (Reutzel, A. Li and Petek, 2020).

In the case presented in fig. 4.4, the pump power is interchangeable with the fluence:
the two measurements have been carried out in short order and without realigning the
beamline. However, it is important to specify that the proportionality between laser
power and fluence is hardly simple to assess. For example, the fluence depends on
the dimension of the pump spot on the sample. In order to measure the spot shape
and radius, we used a Ce-activated Yttrium Aluminum Garnet (YAG) crystal mounted
just below the Fe(001)-p(1x1)O/MgO sample in the main chamber; by means of a non-
invasive manipulator translation, our sample moves away from the beam path and is
replaced by the YAG crystal.

YAG crystals are fast scintillators with excellent photoluminescence yields: if a photon
is absorbed by the material, its energy is efficiently reemitted as visible radiation (peak-
ing at 547 nm). In principle, we are thus able to estimate the shape and dimensions of
the pump and probe beams and derive the fluence. Thanks to this method, we calculate
that the fluence in our measurements spans the range from 0.5mJ cm™2 to 1.5m]J cm™2.

However, there are two major factors hindering this procedure. (i), the YAG crystal
does not have peak photoluminescence efficiency at the energy of the 800 nm pump. To
verify that the image on YAG reproduces the true spot dimension and is not hindered by
higher-order effects, we took camera pictures on both YAG and on Fe(001)-p(1x1)O/MgO,
shown in fig. 4.5a-b. The spot of the pump on Fe is an effect of light diffusion from the
irradiated surface, which is a linear effect: since the width of both peaks is compatible,
we can be quite sure that the YAG crystal behaves linearly upon 800nm pump irradi-
ation. However, the shape of the spot is not uniform and displays photoemission hot-
spots depending on the surface roughness: this makes the estimation of the FWHM, and
consequently the calculation of the fluence, quite challenging. (ii) Across a long meas-
urement with high statistics, small perturbations in the optical system due to e.g. heat
load on some mirrors may move pump and/or probe beams one respect to the other,
meaning that the spatial overlap is not optimal anymore: the area contributing to the
signal is therefore just a portion of the pump spot.
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Figure 4.5: Camera pictures of the pump spot (a) on the YAG crystal and
(b) on the Fe(001)-p(1x1)O/MgO sample. Coloured solid lines mark the
stripes along which the images have been integrated; the horizontal cuts
are shown in (c) with corresponding colours.

For these reasons, a fluence estimate of the pump signal based on the laser power
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and the FWHM of the spot on the YAG would be misleading and would probably over-
estimate the actual fluence of the measurement. Using the laser power as a comparison
between data is meaningful only when the experimental runs are relatively short and
possibly not too far apart in time. Therefore, measurements like that in fig. 4.4 are well-
grounded because the experimental conditions did not change much in the span of both
measurements, whereas in general estimating the pump fluence is much less reliable.

We leave this question open for the moment, and we will deal with the matter in sec-
tion 4.7 when discussing time-resolved measurements with the Mott detector, allowing
us to indirectly assess this issue.

4.5 Pump energy dependence

The pump energy is another important parameter for the experiment. The pump has to
be tuned to an energy high enough to excite electrons (typically in the optical range), but
cannot be increased too much because conversely the threshold for pump photoemission
decreases. The efficiency of the OPA in producing the required wavelength has to be
taken into account as well.

Once spurious effects are excluded, the actual effect of changing the pump energy
within the optical range should be to induce different transient states: the non-thermal
electron distribution resulting from a laser pulse in the optical range could vary depend-
ing on the allowed or forbidden electronic transitions from the valence band to empty
states.

In our experiment, we focused on two wavelengths, both in the visible range: 800 nm
(1.55eV) and 650nm (1.92¢V).

4.51 Angular dependence

In case the final state of the electron excited by the pump pulse is a real state, the prob-
ability of the transition does not depend only on the energy of the initial state, but also
on the momentum position, due to the k-dependence of electronic bands. In this case,
some regions of the Brillouin zone above the Fermi level may be populated whereas oth-
ers may not, depending on where in k-space the energy difference corresponds to the
pump energy. Moreover, it is likely that non-thermal electrons thermalise to a thermal
population with some angular dependency.

To verify this behaviour, we took angular-dependent delay line scans near and above
the Fermi level and compared results between 650 nm and 800 nm.

With 650 nm pump energy measurements were acquired at normal emission and at
26° to compare two distinct Brillouin zone regions.

A slight dispersive feature may be found in the increased intensity at more posit-
ive angles in fig. 4.7f: we suppose that there are available states corresponding to that
angular position.

On the other hand, the lack of any significant difference in the temporal shape of the
curves at different angles, in both the energy regions we considered, leads us to believe
that we are observing only the change of the electronic temperature resulting in a Fermi
level broadening, i.e. we are measuring only thermal electrons.

With 800nm pump energy, at normal emission the temporal behaviour near the
Fermi level shows no angular dependence; furthermore, the lineshape of the delay curve
shows a clear overlap with the measurement integrated in the same energy range at
650 nm (fig. 4.8). This means that the pump energy has negligible effect on the transient
population of states above the Fermi level near the I' point.
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Figure 4.6: (a) Delay line maps acquired at 650 nm without angle resolu-
tion at normal emission. (b-c) Angle-resolved delay line maps integrated
in the kinetic energy range from 17.55eV to 17.75eV (yellow) and from
17.75eV to 17.95eV (purple), as indicated by the coloured rectangles and
the stripes in (a). (d-f) Same as (a-c), but at 26°.

On the other hand, the angular dependence is clearly visible at 26°. At 50°, the pres-
ence of an angular dispersion is even more evident; moreover, the rise time is different at
different angles, as particularly evident in fig. 4.7i. The variation in the temporal shape
may indeed be an indirect signature of non-thermal electrons scattering into the near-
Fermi region, i.e. appearing at different delay times corresponding to different angles.

4.5.2 Non-thermal electrons

To get a further insight into this hypothesis, we probed a wider energy region above
the Fermi level in order to evaluate the temporal behaviour as a function of the kinetic
energy. As seen in fig. 4.9, the increase in photoemission intensity up to 18.4eV kinetic
energy cannot be explained by an increase in the electron temperature alone, as such a
broadening of the Fermi step would result from a temperature increase of thousands of
degrees. On the other hand, from the horizontal cuts in the bottom of fig. 4.9b we note
that the higher the kinetic energy, the earlier the photoemission intensity rises as a con-
sequence of the pump pulse. Furthermore, the lineshape of the peak is quasi-symmetric
(approximable to a Gaussian) in case of the blue and black curves, whereas the red curve
is more asymmetric and the green curve shows the typical slow time decay. We can thus
infer that non-thermal electrons are excited to high kinetic energies, and then quickly
decay into lower-lying, longer-living states.

The decay time from a non-thermal to a thermal population is generally agreed upon
in literature to be in the timescale of a hundred of femtoseconds (Ferrini et al., 2009),
which is lower than the temporal length of the laser pulse in our experimental setup. As
a matter of fact, a Gaussian fit of the two cuts at highest kinetic energies (fig. 4.10) con-
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Figure 4.7: (a-c) Delay line maps acquired at 800 nm without angle resol-
ution, at (a) normal emission, (b) 26° emission and (c) 50° emission. (d-
i) Angle-resolved delay line maps integrated in the kinetic energy range
from 17.55eV to 17.75eV (yellow) and from 17.75eV to 17.95eV (purple),
as indicated by the coloured rectangles and the stripes in (a-c), at (d,g)

normal emission, (e,h) 26° emission and (f,i) 50° emission.
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Figure 4.8: Delay line cuts, integrated in energy from 17.55eV to 17.75 eV,
acquired with 800 nm (1.55eV) and 650 nm (1.92 eV) pump energy.
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Figure 4.9: Delay line maps and corresponding spectra obtained by the
integration of the energy regions labelled by the coloured stripes, (a)
without any normalisation and (b) multiplied by an arbitrary factor to
equalise the photoemission peaks.
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firms that the curves are symmetric with a Gaussian width of ~450 fs: this corresponds
to a rise time of ~200fs, i.e. our temporal resolution.
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Figure 4.10: Delay line spectra corresponding to the (a) teal and (b) black
energy integration regions in fig. 4.9a-b, fitted with a Gaussian.

This is also probably the reason why we do not see electrons beyond 18.3 eV binding
energy: at these energies, electrons relax faster than what we can observe given our time
resolution.

4.6 Ultrafast increase of the electronic temperature

We saw in the previous section that only specific angles reveal non-thermal electrons.
On the other hand, thermal electron distributions can be described using Fermi-Dirac
statistics: this is true for each pump-probe delay, i.e. the temporal evolution of the system
can be modeled by a time-dependent Fermi-Dirac function.

This function can be retrieved by disentangling the thermal process from the spec-
tral function of the band structure, as described by (Bithlmann et al., 2020): the authors
perform the analysis for separate spin channels, but the principle is valid for the whole
spin-integrated spectrum. The fitting procedure works as follows.

1. First we average the spectra at negative delays, to obtain an unperturbed spec-
trum at equilibrium. This spectrum is divided by the Fermi-Dirac distribution
frp(E; 1o, Te o) with T g = 295K, convoluted with a Gaussian to account for the
pulse width. The result is the spectral function at equilibrium Ag(E).

2. Secondly, we assume that the band structure and exchange splitting do not change
following the pump excitation. This is reasonable, because our experiment is per-
formed within the low fluence limit; even for Ni, whose Curie temperature is much
lower compared to Fe, a fluence around 2.8 mJ cm~ is required for the exchange
splitting to collapse (Tengdin et al., 2018) and ultrafast optical pulses affect col-
lective excitations rather than the collapse in the the exchange splitting anyway
(Carpene, Hedayat et al., 2015). If this is true, then the spectral function remains
constant across all delays: A(E, t) = Ag(E).

3. Upon the assumption in the previous point, we can divide our experimental spec-
tra at any delay by the spectral function Ag(E) and thus obtain the Fermi-Dirac
distribution at that delay time.

4. Finally, the resulting data can be fitted so that band structure and spectral function
do not play a role anymore.
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The fitting function

f(E) = fpp(E; 11, Te) ® Gauss(E, p) = ® Gauss(E, 11) (4.1)

1 + e~ (E-1)/kpTe

leaves the chemical potential 1 and the electronic temperature T, as free parameters.
The Fermi-Dirac distribution at equilibrium in-

10 — cludes a 45meV experimental energy resolution; how-
— to=-0060ev ever, the quantity with some degree of arbitrariety is
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Figure 4.11: Fermi-Dirac steps

In-between these two extreme cases there is a gradation of mixed effects, seen in
fig. 4.12b. The fitting procedure is more reliable with lower |1| values, as evident for
example from the sizeable noise difference in fig. 4.12a. In general, fits follow experi-
mental data more smoothly when a T, increase is considered. However, we note that in
case of a choice of y not too different from zero, e.g. the two green curves in fig. 4.12b,
the chemical potential does display an ultrafast increase, and the electronic temperature
behaviour is rather similar to the case with py = O0meV, so another choice of j in the
range from O0eV to 0.040 eV would not change significantly the estimation of the elec-
tronic temperature.

A minor change in the chemical potential would not be surprising anyway; it has
been shown by (B. Y. Mueller et al., 2011) that a difference in chemical potential between
up and down spin channels builds up after ultrafast excitation, and the following relax-
ation is driven by the equalisation of the two values in time. This study is beyond our
scope in this section (as clearly we are interested in a spin-integrated quantity), but will
come in handy in section 4.7.

In fig. 4.13 the result of the fitting procedure with 119 = 0 meV, which agrees best with
data, is displayed alone. The electronic temperature increases up to the range from 350 K
to 360 K within 100 fs and then rapidly recovers to values similar to the initial ones. In
this instance, the chemical potential shows a weak dependence on the delay time, but as
we discussed in the previous paragraph this is not too worrying.

In the end, the relatively small change in the electronic temperature justifies the as-

sumption we made above: no modifications in the band structure and in the exchange
splitting take place.
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Figure 4.12: (a) Fit results for the calculation of the electronic temperature
Te(t) and chemical potential p(t) from time-resolved photoemission for
two values of 1. (b) Same as (a), but for a wider range of yig values.
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4.7 Ultrafast magnetisation quenching

As anticipated in section 2.5, the SPRINT endstation is equipped with a double Mott
detector for the measurement of the spin polarisation vector in all three spatial direc-
tions. The Mott detector works in total electron yield (TEY) mode and is optimised for
multi-hit detection operation (Pincelli, Petrov et al., 2016): this is not quite as import-
ant when using continuous sources such as synchrotron light as it is for pulsed laser
sources, photoemitting large numbers of electrons within hundreds of femtoseconds.
When more than one electron per pulse reaches the Mott detector, a multi-hit operation
mode is mandatory to correctly measure a spin polarisation signal.

In order to calculate the spin polarisation of the photoelectrons, the Mott detector
acquires the total yield for each individual scattering channel (4 for each Mott detector
setup); the sum of the count rates of the four detectors corresponds to the TEY. At the
same time, the drain current from the sample can be measured: this constitutes an in-
dependent measurement of the TEY, to verify that the total yield condition is verified.
Simultaneously measuring the TEY and the spin polarisation while performing a pump-
probe experiment allows to monitor the behaviour of the electrons and their magnetic
moment when subject to the pump pulse at the same time.

4.7.1 Effective fluence

We already saw in section 4.4 that the pump fluence estimate on the basis of the pump
spot image is not representative of the actual fluence; we left the discussion pending, but
we will show now that thanks to the simultaneous acquisition fo the TEY and the spin
polarisation there is actually a way to estimate an “effective fluence”.
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Figure 4.14: Left: quenching percentage as a function of TEY peak per-
centage increase across the whole dataset. Right: quenching percentage
and TEY peak percentage as a function of the estimated pump laser flu-
ence across the whole dataset.

Indeed, we know that the higher the fluence, the more electrons are pumped near
the Fermi level and the more quenched the magnetisation becomes (Carpene, Mancini
et al., 2008; Tengdin et al., 2018). If we consider different sets of measurements (so that
several experimental conditions, e.g. the spatial overlap, the laser pointing or the heating
of the optics, may be different), we estimate the fluence on the basis of the measurement
of the pump spot dimension on the YAG, and we plot the maximum quenching of the
spin polarisation and the TEY peak as a function of this estimated fluence (fig. 4.14a), we
cannot see any trend. This result is predictable given the discussion in section 4.4. On
the other hand, in fig. 4.14b we can see that the maximum quenching is monotonic with
the TEY peak.



Ultrafast dynamics of electronic and spin excitations in Fe(001) 57

This observation again suggests that the calculated fluence is not a good parameter
for the description of our measurements, whereas the TEY peak or the maximum quench-
ing may represent an indirect estimation of the pump intensity, i.e. an effective fluence;
this is not applicable in an absolute sense but it works when comparing two separate
measurements.

In the following analysis of the ultrafast quenching of the spin polarisation, we will
thus base our intensity rescaling on the TEY peak acquired together with that measure-
ment.

4.7.2 Synchronous measurements of TEY and SP

The effect of the optical pumping is a transient decrease of the spin polarisation, which
partly recovers within 1ps but also shows a long-lasting tail. Figure 4.15 displays an
example of the TEY and the spin polarisation curves, both shown as relative variations
with respect to the unperturbed values, as a function of the time delay.
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Figure 4.15: Example of TEY and spin polarisation curves as a function of
the time delay, expressed as relative variation with respect to the unper-
turbed values (negative delays).

The two curves allow for a separate evaluation of the dynamics of the electronic and
spin degrees of freedom after excitation, as we will see below. To this purpose, two
phenomenological fitting routines have been used to describe the two systems in terms
of their characteristic time constants. The fitting functions are based on the work of (Del
Fatti et al., 2000), which garnered a good amount of success in this regard since several
other works drew inspiration from it.

Electronic degree of freedom

In our fitting procedure, we described the electron dynamics found in the total yield as a
product of two terms: the first contains an exponential rise with time constant 7y,epm, to
represent the thermalisation of electrons after the pump excitation, the second accounts
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for the relaxation dynamics and is given by the sum of a fast (7g1) and a slow (7rp)
exponential.

__t _to _to
frey(t, tg) = { |:N (1 —-e Ttherm) <e Rl + NRpe ™R2 ):| of(t, to)} ® G(t, tp) (4.2)

The presence of a peak in the TEY curve corresponding to the temporal overlap
between pump and probe retrospectively affects the discussion in section 4.6. As a mat-
ter of fact, the TEY represents the photoemission quantum yield, and such an increase
means that more electrons are being photoexcited as a consequence of the pump pulse.
We may hypothesise that the chemical potential is indeed changing after the optical ex-
citation, because the electronic temperature increase should in principle conserve the
number of electrons near the Fermi level; the additional electrons revealed by the TEY
would be therefore justified by a corresponding (tiny) ultrafast increase of .

One peculiarity we notice in this procedure is that,
if the Gaussian width representing the laser pulse is

1600+

fixed to the nominal value of ~ 200fs, the thermalisa- 8, °f I-400
tion time constant strongly increases with the effective 1200 < ® |1
fluence, as seen in fig. 4.16. The values for Tyerm range % ol ® e - i
from 300 fs to 1500 fs; on the other hand, the fast relax- ~# :o <
ation time 7Ry is grouped in the range from 300fs to 400 o - 100
400 fs. o

1 1 0
The latter result is fairly consistent, given also 0 51020

the small intensities and range of the employed laser
power, whereas the former is a b'lt surprising: surely Figure 4.16: Calculated 7yperm and
we would not expect a Therm higher than what has 7./ as a function of the TEY peak
been found on Au or Ag, noble metals where a percentage.

stronger screening due to bound electrons decreases

the electron-electron scattering probability and thus the

thermalisation of excited electrons takes longer (Del Fatti et al., 2000; Fann et al., 1992;
Groeneveld, Sprik and Lagendijk, 1992; Sun et al., 1994). On the contrary, we may even
argue for a lower thermalisation time constant (y,erm < 500 fs), for the exact same reason
explained above.

We are still unsure of the reason why the thermalisation time changes so much: an
instrumental issue seems the most likely explanation. It is challenging to argue for a truly
physical significance of this result. However, one hypothesis we may be scrutinised is
the fact that the probe photons are photoexciting extremely slow electrons, mostly in
the range from 0.01eV to 0.1eV, well below the surface (in the order of magnitude of
10nm): these electrons are in fact so slow that they may take a considerable amount of
time to actually exit the sample after the pump excitation. A rough estimation yields a
“travel time” throughout the solid in the order of ~200fs, or even more depending on
the electron energy and on how many scattering events it may be subject to. Anyway,
a more thorough study in this sense would require a systematic study on the electron
escape depth with threshold photons, and is clearly beyond our scope at the moment.

Considering the trend of the TEY peak, one legitimate doubt would lead us to ask
ourselves whether the TEY reflects a dynamics with the same behaviour of the electrons
revealed with the hemispherical analyser, and if so, in which amount do the two corres-
pond.

To this intent, we can compare time-resolved maps acquired with the hemispher-
ical analyser at 4.8eV at low fluence, in order to minimise space charge effects, with

TEY peak (%)
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TEY curves acquired with the Mott detector, as shown in fig. 4.17.2With proper intensity
rescaling, the two curves perfectly overlap; this means that at low fluence the inform-
ation provided by both measurement types is equivalent. Of course we need to keep
in mind that at higher fluences the rise time 7y,e, disproportionately increase in TEY
measurements, and we cannot present a satisfactory explanation for this phenomenon,
thus probably the best choice is considering data acquired at low fluence in the analysis
in section 4.8.
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Figure 4.17: (a) Delay line map and on Fe(001)-p(1x1)O/MgO at 800 nm
pump and 4.8 eV probe. (b) TEY curve (green) and delay line cut (yellow)
across the kinetic energy range indicated by the yellow lines in (a).

Spin degree of freedom

Similarly to the previous section, we fitted experimental data with the phenomenological

function
fsp(t to) = { [Q (1 -e TQ) (e R+ QRoe TR2>

where 7 is the magnetisation quenching time constant, 73, is the “fast recovery”
time constant and 7y, is the “slow recovery” time constant.

For the lowest effective fluence, 7q is comparable to our temporal resolution (7q =
160 fs) and increases up to 600 fs; similarly, the fast recovery time ranges from 0.3 ps to
2.5 ps, increasing with the fluence. As already mentioned before, the magnitude of the
quenching depends on the pump effective fluence as well. The long recovery time 7%,
mirrors what happens for 7gy: the partially demagnetised state survives for the whole
investigated range (hundreds of picoseconds).

The trend of the ultrafast quenching, described by a sudden demagnetisation fol-
lowed by a fast recovery and a much slower partially demagnetised state, agrees with
previous works employing Magneto-Optical Kerr Effect (MOKE) on 34 transition metals
(E. Beaurepaire et al., 1996; Koopmans, Malinowski et al., 2010; Schellekens et al., 2013;
Tengdin et al., 2018), and also specifically on Fe(001)/MgO(001) (Carpene, Mancini et al.,
2008) or other substrates (Weber et al., 2011). In particular, authors of (Weber et al., 2011)
find that in photoemission spectroscopy measurements both 7 and 7, increase with the

o(t, to)} ® G(t, to), 4.3)

2Keeping a low fluence is required because the electron analyser window saturates and runs the risk of
damage if too many electrons impinge on the detector in a short amount of time.
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relative quenching, which is the same phenomenon we notice in our data, exemplified
in fig. 4.18.

We can note that 7y, is considerably longer than 74
as retrieved from the TEY curve, as well as following 800 3000
a considerably different trend as a function of the ef-
fective fluence. 7rq is found in the range from 300 fs to w0l °
400fs for all investigated fluences (fig. 4.16), whereas Co | 1000
TRy Values are much more spread out. This may be a 200r ::' .
fingerprint that the two phenomena are uncorrelated, %1 2 3 4°
as we will discuss later. Quenching (%)

In the framework of a phenomenological descrip-
tion of the sample under ultrafast excitation, first pro- Figure 4.18: Calculated 7q and 7,
posed by (E. Beaurepaire et al., 1996), we can estimate 28 function of the quenching per-
a “spin temperature”, an analogous for the spin sys- centage.
tem to the electronic temperature we calculated in sec-
tion 4.6. Given the relatively low fluences employed in our experiment, variations in the
exchange interaction hardly take place; instead, we presume that the pump excitation
induces thermal fluctuations in the spin degree of freedom after the heating of the elec-
tron system. On this hypothesis, the spin temperature Ts can be retrieved by exploiting
the well-known dependence of the magnetic moment m = m(t) on the temperature, in
the mean field approximation - considering we are sufficiently far away from T, mean
field theory should be applicable.

Since we are unable to measure the absolute value of m, we use the relative val-
ues with respect to the unperturbed magnetic moment mgy (before pump excitation),
of course assuming that the system relapses into the ground state inbetween two sub-
sequent pulses. Hence we get

600 ® I 2000

Tq (fs)
(sy) ¥

(4.4)

Hﬂ_m@_(anm>%

Py my \Tc-Tsp

where P(t) is the transient spin polarisation measured in our experiment and Py is
the static polarisation (at negative time delays). The inverse formula reads

P(t)
T = Te- (e~ Too) () 5)

Using the values T; g = 295K and T¢ = 1043 K, the Curie temperature of bulk Fe, the
spin temperature trend is displayed in fig. 4.19.

4.7.3 Other influences on the magnetisation dynamics

In light of the results displayed in the previous sections, it is legitimate to ask whether
the measured trend of the spin polarisation truly represents an ultrafast quenching of the
magnetic moment, or other effects are in play. In general, the explanation that garnered
the most widespread acclaim has been exposed by (E. Beaurepaire et al., 1996): in the
timescale of picoseconds, the energy is transferred to other thermal baths, in particular
to the spin system, resulting in an ultrafast quenching.

However, in our case a direct measurement of the electron spin polarisation, rather
than a MOKE measurement as in (E. Beaurepaire et al., 1996), opens up other questions:
the discussion on this matter has been dividing the scientific community for more than
two decades by the time of this thesis. For this reason, we will review the more common
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Figure 4.19: Spin temperature Ts(t) as a function of the time delay.

effects (unrelated to the quenching of the magnetic moments) affecting spin polarisation
measurements.

Polarised carriers redistribution

First of all, in a time, energy and spin-resolved photoemission study on Co/Cu(001)
(Eich et al., 2017), authors attribute the ultrafast modification of the spin polarisation
near the Fermi level to hot carriers redistribution within the photon energy of the pump,
due to (spin-conserving) optical transitions into empty states. This result has been cor-
roborated by the work of (Biithlmann et al., 2020) on a Fe/W(111) film.

However, we can safely assume that in our exper-
iment this is not the case. The line of reasoning ap-
plied by (Eich et al., 2017) relies on the similarity in the
trends of the hot electrons and the spin polarisation at
low binding energies, as opposed to the trend of the
spin polarisation at high binding energies. In our case,
we know that the time constants describing the relaxa-
tion of the TEY (7r1) and the spin polarisation (Tl’“) are
completely different. As the TEY is related to the redis-
tribution of electrons after the excitation, state-filling
contributions to the spin polarisation are totally irreal-
istic: their effect would disappear with a characteristic ~Figure 4.20: Electronic temperat-
time constant Compatible with TR1- ure Te and spin temperature Ts as

On top of this, our phenomenological fits retrieved a function of the time delay. The
two quantities, the electronic temperature Te and the black dashed line marks the equi-
spin temperature Ts. The two are independent, since librium temperature T = 296 K.
they have been retrieved from measurements with
HHG and 4.8 eV respectively, yet when we juxtapose two measurements at comparable
effective fluence (fig. 4.20) we see that (i) there is a delay between the two excitations, and
(ii) when the electron system relaxes, the spin temperature increases, before decaying at
longer delays in the neighbourhood of the electronic temperature - seemingly reaching
the long-lasting metastable state.3

T(K)

Time delay (ps)

3Since the two measurements are independent, it would be a legitimate question to ask how the time delay
scale has been aligned. We determined the relative scale of the two measurements on the basis of the position
of the zero of the time delay scale as retrieved from fitting the TEY peak, which directly relates to the spin
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We may also find a proof by contradiction as follows. If we suppose that an ultrafast
redistribution of electrons is driving the decrease of the spin polarisation we measure, it
would mean that not only the electronic temperature, but also the chemical potential is
changing as a result of the laser excitation: the increase in the chemical potential would
be directly linked to the decrease in the spin polarisation. We would then refer to sec-
tion 4.6 and change our evaluation of jiy with a value in line with this consideration: for
instance, 19 = 0.025meV.* If we overlap the calculated spin temperature Ts = Ts(t) and
the chemical potential Ay = Ap(t), as done in fig. 4.21, we can see that (i) again we find
a delay between the two excitations (fig. 4.21a), and (ii) the relaxation follows clearly
different timescales (emphasised in fig. 4.21b).
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Figure 4.21: Electronic temperature Te(t), variation of chemical potential
Ap(t) and spin temperature Ts(t) as a function of the time delay. Ts is
correctly scaled with the delay in (a), and is artificially shifted by 0.6 ps in
(b) to ease the comparison between temporal trends with Ap(t).

Superdiffusive spin currents

Another issue that may influence the outcome of the spin polarisation is the presence
of superdiffusive spin currents that may result in accumulation of a certain degree of
polarisation at the surface. An alternative means of explaining ultrafast magnetisation
dynamics data has been proposed by (Battiato, Carva and Oppeneer, 2010): superdiffus-
ive spin currents generated by the pump pulse may result in an apparent decrease of the
spin polarization measured by the probe pulse, due to majority electrons drifting away
from the probed region more easily than minority electrons. Anyway, we argue that our
experiment drastically decreases the chance that superdiffusive spin currents relevantly
contribute to the ultrafast demagnetisation.

First of all, we already explained in the previous chapter that a threshold photon res-
ults in very low-energy primary photoelectrons, in the order of 0.1 eV, which have a large
mean free path. The probing depth of our 4.8eV photon threshold measurements can
be estimated as several nanometres. For this reason, spin-dependent mean free paths,
which heavily affect any measurement of spin polarisation of secondary electrons (Penn,
Apell and Girvin, 1985; Sirotti, G. Panaccione and Rossi, 1994), only marginally affect our

polarisation because the two are measured simultaneously.

“The exact choice of 1 is not important for this proof, because the electronic temperature does not change
much and any increase in the chemical potential we find by means of our fitting procedure follows the same
temporal trend, and the relevant consideration is taking a p that shows a dependence with the delay time.
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discussion: our signal is constituted mostly of primary photoelectrons and their inelastic
mean free path is much longer compared to inelastic electrons, thus our depth sensitivity
is high enough to photoemit both spins.

A superdiffusive spin current needs to propagate via a suitable medium. Indeed,
several studies (Eich et al., 2017; Mathias et al., 2013; Wieczorek et al., 2015) showed
that within the first 100 fs spin currents dominate over Elliott-Yafet-type spin scatter-
ing in 3d transition metals grown on a spin-conducting substrate. Since our Fe(001)-
p(1x1)O/MgO system is composed of an insulating substrate, we would not expect a
relevant spin current through MgO (Turgut, La-o-vorakiat et al., 2013); the Ta stripes
would then be the medium of propagation of the spin current. However, Ta is a strong
spin scatterer (Turgut, La-o-vorakiat et al., 2013): when considering the pump-probe sig-
nal affecting the TEY as measured by the drain current, we would probably see a higher
degree of quenching on the measured spin polarisation due to superdiffusive spin cur-
rents in Ta completely dominating any spin-flip phenomenon.

Lastly, the demagnetisation characteristic times we observe are all greater than 150 fs,
which actually suggests spin-flip events driving the decrease in the magnetic moment,
as argued by (Turgut, Zusin et al., 2016); spin currents would influence the signal on
much shorter timescales.

Pump photons contributions

A concern that arose in the past has been the fact that possible non-thermal contribu-
tions to the demagnetisation process may originate from photons themselves, via an-
gular momentum transfer or spin-flip enhancement. Although the number of photons
in our experiment is too small to give rise to such effects (Koopmans, Kampen et al.,
2000), in (G. P. Zhang and Hiibner, 2000) an argument has been made to include the ac-
tion of SOC and the interaction between spins and photons in ultrafast demagnetisation
processes.

On this matter, we may firstly consider that our measurements did not involve cir-
cularly polarised light; in any case, we may be reasonably sure that direct angular mo-
mentum transfer from photons to electrons has been demonstrated to give negligible
contribution to the demagnetisation in (Dalla Longa et al., 2007). Therefore, we would
expect no effect on the dynamics of the spin polarisation due to the pump photon polar-
isation.

Longer delays

Even if in the discussion we focused on the first few picoseconds of the phenomenon, we
tried acquiring data at much longer timescales. We were able to confirm that the “tail”
lasts for hundreds of picoseconds both in the TEY and in the spin polarisation meas-
urements. This long-lasting effect is generally attributed to a slow thermal relaxation
rate, i.e. heat diffusion outside the irradiated spot: the behaviour is then dictated by the
phonon dynamics, dominating at longer delays.

Low-energy phonons are surely important for demagnetisation because of the spin
rate proportionality to the phonon energy (S Eg,l), whereas higher-energy phonons
contribute to the energy exchange between the electron and lattice systems (gep o Ep)
(Koopmans, Malinowski et al., 2010). We do not have direct access to a measurement of
the phonons, so we limit our discussion to the fast timescale of the picoseconds without
delving into the long delays any further.
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4.8 Three-temperature model and application

In section 4.6 we have seen that we can derive the evolution of the electronic temperat-
ure from the (thermal) Fermi-Dirac distribution, as extracted from valence band EDCs
acquired with HHG photons; in section 4.7 we showed the ultrafast quenching of the
spin polarisation, measured with threshold photons of hv = 4.8eV by means of the
energy-integrated Mott detector. These measurements exploit the same physical process
(photoemission) but assess two completely different quantities (electronic temperature
vs electron spin polarisation) by making use of different photons and setups: they are
essentially independent measurements. Yet, their results can be related to a single mi-
croscopic model that we will showcase in this section: the microscopic three-temperature
model (M3TM).

First introduced in (E. Beaurepaire et al., 1996), as we explained in the overview at
the beginning of the chapter, the three-temperature model is expressed as a set of three
coupled differential equations. Each of those separately treats electrons, lattice and spins
as separate systems and describes the dynamics of the electronic temperature T, the
phonon temperature Tp and the spin temperature Ts. This phenomenological model can
be improved to include a microscopic description of the system: the major difference is
the replacement of the spin temperature with the ultrafast magnetisation dynamics. As
a matter of fact, to analyse our data we used the aforementioned M3TM proposed by
(Koopmans, Malinowski et al., 2010), with some minor modifications. This procedure
represents a further step in order to link our data and the phenomenological fits we
performed previously to microscopic parameters representing true physical quantities.

dTe P 1 (t—t0)2/0'2 gep
—_ = — - —(Te-T 4.
dt YeTe 7T0'2e 'YeTe( ¢ p) (4.6)
dT g k
p _ _o¢ep

dt - Cp (Tp - Te) - Cip(Tp - Troom) (4-7)
dm Tp mTc

ar Rmﬁ (1 —m coth T, ) (4.8)

For simplicity, we modeled the laser pulse as an instantaneous heating term P, provid-
ing an amount of energy density with a Gaussian profile, centred around ty, instead of
considering a realistic heat diffusion in the material.

The lattice specific heat Cp, is assumed to be independent of T; in any case, in our
experiments the temperature variations are quite small and the specific heat does not
change appreciably in this temperature range (White and Minges, 1997). We approx-
imate the electronic specific heat Ce as proportional to the electronic temperature: Ce =
~eTe. By constraining the electronic specific heat at 300K to be equal to its literature
value, we used e = 0.7079m]/ cm3K? (Blackburn, Kaufman and Cohen, 1965; Hofmann
et al., 1956; Kaufman, Clougherty and Weiss, 1963).

The thermal leak is taken care of by considering our system in contact with a heat
sink, in the limit of infinite heat capacity, thus adding a heat loss parameter to the differ-
ential equation 4.7.

Lastly, according to (Koopmans, Malinowski et al., 2010), the magnetisation scaling
factor R is equal to

8ag. kpTZ Vi
_ % gep C2 a (4.9)
(1at/ 1B)ED
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where Vj; is the atomic volume, kg the Boltzmann constant and Ep the Debye energy.
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Figure 4.22: Examples of three-temperature model-based fits of different
sets of experimental data: (a) electronic temperature Te and (b) spin po-
larisation. (c) Both curves displayed in the same graph, with the time zero
overlap tp highlighted by the dashed line.

It is clear now that the measurements of electronic temperature in section 4.6 and
of spin polarisation in section 4.7 can be related to equations 4.6 and 4.8, respectively.
Fitting our data would yield an evaluation of the electron-phonon coupling g, and of
the magnetisation scaling factor R, ultimately leading to the estimation of the spm-fhp
probability ag;.

An example of the curves resulting from the fitting procedure of both datasets can be
found in fig. 4.22.

Parameters  gep (E](sm3K)_1) R(ps‘l) ags (arb. units)
1.8(2) 2.7(4) 0.103(16)

Table 4.1: Electron-phonon coupling constant gep and magnetisation scaling factor R resulting
from the M3TM fitting procedure. The last column is the extracted spin-flip probability according
to eq. (4.9).

Fitting values of e and R are shown in table 4.1, as well as the spin-flip probability
ag¢ derived from eq. (4.9), averaged over different pump fluences. The fit yields a spin-
flip probability of ags = 0.103(16). This value may seem high at first glance, because
it means that roughly one in ten scattering events leads to a spin-flip; nevertheless, it
is in line with the values extracted in (Koopmans, Malinowski et al., 2010) for Ni and
Co (ageng = 0.185(15), agfco = 0.150(15)), and it is closer to Co than it is to Ni as we
would expect. Indeed, the authors argue that, although ay scales with Z* and a value
of ~ 0.001 has been found for Cu, another 3d metal (Beuneu and Monod, 1978), an
enhanced spin mixing due to band crossings near the Fermi energy may increase the
spin-flip probability by orders of magnitude.

Our results show an excellent agreement between fits of electronic temperature and
spin polarisation curves; furthermore, as already mentioned, the extracted parameters
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are compatible between measurements at different effective fluences. The intensity scal-
ing factor given by the TEY curves reproduces well the proportionality between energy
density parameters included in the fit, further confirming the robustness of our phe-
nomenological evaluation of the pump fluence.

Interestingly, the magnetisation scaling factor R is considerably smaller (by an order
of magnitude) compared to the results on Ni and Co. This is probably due to the lower
atomic density, a higher Debye energy (around 0.04eV) and a higher atomic magnetic
moment (uat/ g = 2.22) all contributing to decrease the demagnetisation rate.

By using the value of g, extracted by the fit we can calculate the ratio g, /e, which
gives an estimation of the rate for energy exchange between the electrons and lattice
systems. Our calculation yields g, /7e = 2.5 K fs~1, which is in line with expectations -
for most metals this ratio is in the order of magnitude of 1K fs™! (Ferrini et al., 2009).
Considering that our experiment does not drive the system strongly out of equilibrium
and the electronic temperature variation is relatively small, we conclude that we do not
have access to the time resolution required for truly appreciating this energy transfer.

We noted in the previous sections how there is a delay between the rise of TEY and
spin polarisation curves: this is true across all of our datasets. The M3TM correctly
and naturally reproduces this behaviour: it is intrinsic in the microscopic model that
the ultrafast quenching of the magnetic moment is delayed with respect to the initial
excitation of the electronic system.

The successful application of the microscopic three-temperature model to our data
testifies that the physical process behind the ultrafast change in spin polarisation is com-
pletely explainable in the context of a spin-flip dominated system, without resorting to
near-Fermi carriers redistribution or superdiffusive spin currents.

4.9 Conclusions

In previous sections, we presented complementary measurements of time-resolved pho-
toemission spectroscopy and polarimetry on Fe(001)-p(1x1)O/MgO aimed at giving in-
sight into the ultrafast excitation of the electronic and spin subsystems and the sub-
sequent deexcitation channels. We may summarise the main results as follows:

1. the ultrashort pump pulse excites the electron heat reservoir to a non-thermal state
(at the limit of our temporal resolution), which then by electron-electron scattering
bounces back to a thermally heated state;

2. the spin heat reservoir is subject of an angular momentum transfer from the heated
electron system: in essence, the pump pulse functions as a thermal trigger of the
quenching of the spin polarisation, and a threshold probe is sensitive exactly to
this dynamics;

3. other phenomena associated with an effective change of the measured spin polar-
isation, like spin redistribution in excited states, are proven to be negligible: our
experiment is thus an expression of a pure “thermal trigger” of the angular mo-
mentum transfer inducing a reduction of the spontaneous magnetic moment.

By means of direct measurements of the electron temperature and ultrafast mag-
netic moment quenching, we were able to conclude that the ultrafast decrease of the
threshold spin polarisation in Fe(001)-p(1x1)O/MgQ is driven by Elliott-Yafet-type spin-
flip scattering, induced by the initial heating of the electrons and the energy transfer to
the spin. Using the M3TM we succeeded in completely explaining the phenomenology



we revealed within a single theoretical model, and we derived the spin-flip probability
agf = 0.103(16).

Our experiment has been carried out at low fluences: this has proven to be an ad-
vantage, in two ways. First, by using low fluences we did not drive the system in a state
too far from equilibrium, which reduced the amount of non-thermal transients before
thermal phenomena set in; secondly, small variations of the spin polarisation due to low
fluences are hardly compatible with spin currents, which tend to have a much greater
effect on the detected spins.

Ultimately, our results unambiguously trace the change in spin polarisation as a true
angular momentum transfer to the spin magnetic moments, and like the other ultrafast
experiments discussed and cited in this part belong to the category making use of a
thermal trigger: the laser pulse delivers energy to the electronic reservoir and a three-
heat-reservoir model accounts for the energy distribution to the lattice and spin degrees
of freedom.

An angular momentum transfer may also pass through other channels: “non-thermal
triggers” of photonic or phononic origin do not deposit heat but act on spin magnetic
moments through coherence. Photonic triggers like Impulsive Stimulated Raman Scat-
tering can produce a mixed spin excited state whose decay may result in a different
final spin (Kirilyuk, Kimel and Rasing, 2010); on the other hand, phonons may act as
ultrafast triggers of the magnetisation via transient distortions inducing magnetic phase
transitions (Afanasiev et al., 2021; A. Disa et al., 2020; Fechner et al., 2018).

Combining both thermal and non-thermal triggers would complement our experi-
ment by supplying the access to the phononic system; the manipulation of the three
degrees of freedom may provide new insight and understanding of the magnetisation
dynamics and the channels of angular momentum transfer, also in more complex sys-
tems.
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Layered magnetism
as a source of topology






CHAPTER 5

EuSn,P5: a candidate axion insulator

Why did you even come to the UK to measure
Europium?

G. Maugeri, 2019

5.1 Overview

A purely 3D magnetic order, occurring for instance in Fe as we saw in the previous part,
is in its very essence a quantistic phenomenon where 3d electrons with large densities
close to the Fermi surface give rise to an exchange interaction and a band splitting. An Fe
crystal at ambient conditions is the epitome of the itinerant model of magnetism, where
3d electrons contributing to magnetism are partially delocalised and distributed in the
whole unit cell. Both of these aspects, the 3D nature of the lattice (and its influence on
magnetism) and the delocalised electron-electron interactions, have been challenged in
the synthetisation of several compounds for novel functionalisations.

First of all, there is an interest in making use of 4f-based elements, for which the ref-
erence is the localised model of magnetism (Jensen and Mackintosh, 1991), considering
magnetic states as mainly concentrated on specific centres and interacting rather weakly
with electrons from other shells. Combining lanthanides with other non-magnetic atomic
species in layered structures further contributes to the profound change in the physics
of magnetism in these compounds. Compared to 3D materials with isotropic bonding,
highly anisotropic crystals, where atoms are strongly bonded in two-dimensional planes
but the interlayer coupling is weak, have been harnessed as a way to tune and control
magnetic behaviour. Without having to resort to true 2D structures, electronic states be-
come partially confined: this has been used to great effect to induce non-trivial states
of matter. With these premises (and the caveat that only basic concepts will be treated
here), we enter the realm of topology.

The class of topological insulators at present encompasses a vast number of materials
sharing the same peculiarity: that of being bulk insulators and surface conductors. The
gap between valence and conduction band is closed at the interface of the crystal, i.e.
its surface, thanks to the non-trivial topology. The electronic states crossing the Fermi
level at the surface are intrinsically robust and are considered topologically protected. In
the simplest picture of a strong topological insulator, valence and conduction bands are
connected by a pair of linearly dispersing cones (“Dirac cones”) merging at their vertex
(“Dirac point”). It is also required that states at opposite momentum have opposite
spin, and thus the spin has to rotate with k in isoenergetic cuts; this has implications

71
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also on the transport properties, because the surface current is spin-polarised. A cartoon
representation of the key properties of topological insulators can be found in fig. 5.1.

(a) real-space  (b) k-space
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<« UDC
«——LDC
l{y‘ ’

Figure 5.1: (a) Real space representation of the spin-polarised surface con-
ductivity of a topological insulator. (b) Model of the reciprocal space topo-
logical bands connecting valence and conduction bands in a topological
insulator: the two Dirac cones host electrons with defined spin polarisa-
tion, whose direction is highlighted by the colour code from blue to red.
Adapted from (Jozwiak, Y. L. Chen et al., 2011).

As mentioned before, these are general considerations on the aspects of the topolo-
gical insulator physics that prove relevant for the experiments outlined in this chapter.
The interested reader may find more complete and thorough information in the reviews
by (Ando, 2013; Hasan and Kane, 2010) or the book by (S. Shen, 2017). On top of this, an
alternative and fascinating view on topological insulators states that this class is defined
by being bulk magnetoelectrics, rather than surface conductors. An elegant and thought-
ful treatment of this matter can be found in (Armitage and L. Wu, 2019).

When dealing with magnetism and topological states, a key role is played by one of
the very fundamental processes that to our understanding governs a plethora of distinct
phenomena in physics: symmetry breaking. Spontaneously broken symmetries are more
than just mathematical artifices to deal with the phenomenology of phase transitions,
as Lev Landau foresaw starting from 1937; they intrinsically shape the behaviour of
the system via the appearance of order parameters, and are an important part of the
definition of universality classes and their application via the renormalisation group.

Ferromagnetic order is a traditional example of a spontaneous symmetry breaking,
more specifically time-reversal symmetry (TRS) breaking. TRS breaking relates with to-
pological insulators in a unique way: indeed, topological surface states are protected by
TRS. The interplay between magnetism and topology would not only open a gap in the
topological states, but also lead to the realisation of the quantum anomalous Hall (QAH)
effect and the topological magnetoelectric effect (TME) (Essin, Moore and Vanderbilt,
2009; G. Xu et al., 2011; Yu, W. Zhang et al., 2010). The postulation of a new quantum
state - the axion insulator, named after its equivalent in high-energy particle physics -
predicted quantised TME effects in such a material (Armitage and L. Wu, 2019; Varnava
and Vanderbilt, 2018). All things considered, it comes to no surprise that synthesising
a magnetic topological insulator showing axion physics has been sought after for quite
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some time.

In the quest for creating such a material, the first approaches have been focusing on
chemical doping of a topological insulator with magnetic species (Chang et al., 2013), or
the exploitation of heterostructures where magnetic layers induce proximity effects on
nonmagnetic topological insulators (Hou and R. Wu, 2019). In both cases, optimising
and controlling the interplay between topology and magnetism has proven a daunting
task. Therefore, it was not until the synthesis of stoichiometric compounds, in particular
antiferromagnetic topological insulators (AFI) (Mong, Essin and Moore, 2010a) that the
axion insulator state was in reach.

Experimental efforts have been focusing on tetradymite-type ternary chalcogenides,
and in particular MnBiyTey (Y. J. Chen et al.,, 2019a; J. Li et al., 2019; Otrokov et al,,
2019). However, the entanglement between the magnetic properties arising from Mn
3d electrons and the topology of the Bi and Te p shells renders difficult to analyse and
quantify their interplay. This is the reason why 4f lanthanide-based compounds such as
EuSnjAs,, EulnyAsy and EuSny Py (Arguilla et al., 2017; H.-C. Chen et al., 2020; H. Li
et al,, 2019; Sato et al., 2020) have been spearheading the progress in this field. Anyway,
a complete characterisation of electronic states and their role in the interaction between
magnetic order and topological protection of surface states is, to the best of our know-
ledge, absent.

This reason justifies the investigation of one of the compounds in this family, EuSn, P, ,
by means of the powerful tools available to state-of-the-art spectroscopy beamlines.

Part of the experimental results described in this chapter have been published in
(Pierantozzi et al., 2022). What is presented in that paper is the accomplishment of a
work initiated by G.M. Pierantozzi, to which we contributed equally.

5.1.1 Crystalline structure and phase transitions

When designing an antiferromagnetic topological insulator, there are powerful chemical
criteria to tune the desired properties (Gui et al., 2019):

* low-dimensional structures are required for electronic orbitals confinement, a key
ingredient in quantum materials;

* 5p-based elements with moderate electronegativity provide chemical flexibility and
versatility for quantum states, thanks to the sought-after strong spin-orbit coupling
that contributes to the origin of topology;

* aclever placement of magnetic lanthanides in the unit cell results in magnetic order
without entanglement with other electronic states.

These design rules have been applied to synthesise EuSn;P, , where Eu and Sn fulfil
the third and second criteria, respectively, and its crystalline structure chracterised by
weak van der Waals bonds between layers satisfies the first criterion.

EuSn;,P; has a rhombohedral structure, in which Eu atoms and the Sn-P network
form hexagonal layers and stack along the c direction; the resulting lattice is centrosym-
metric and belongs to the space group R3m. Each Eu layer, separated by the Sn@P;
triangular pyramids, is roughly 9 A distant from the next one. A scheme of the crystal
structure and the Brillouin zone is shown in fig. 5.2.

Field-dependent magnetisation and neutron diffraction measurements proved that
EuSn,P; undergoes a paramagnetic-antiferromagnetic transition at the Néel temperat-
ure Ty ~ 30K (Gui et al., 2019). Ferromagnetic ordering occurs within the ab-plane
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Figure 5.2: (a) Hard sphere representation of the crystalline and magnetic
structure of EuSnyP; . A-type antiferromagnetic alignment of spins in Eu
layers is highlighted by the blue arrows. The orange line marks the ex-
tension of the vertical axis of the unit cell, whereas the gray line portrays
the depth of the unit cell taken into account by theoretical calculations in
the following figures. (b) Bulk rhombohedral and corresponding projec-
ted hexagonal surface Brillouin zone for EuSn;P, , with high symmetry
points and lines. Adapted from (Pierantozzi et al., 2022).
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due to a strong magnetic anisotropy that prevents ordering along the c-axis; each layer
is antiferromagnetically coupled with the nearest neighbour layers, resulting in intra-
planar ferromagnetism and inter-planar antiferromagnetism. EuSn,P, thus belongs to
the class of A-type antiferromagnets, consistently with parent compounds like EuSny As;
or EulnyAsy (H.-C. Chen et al., 2020; Y. Xu et al., 2019). A sketch of the alignment of Eu
magnetic moments is drawn in fig. 5.2a.

5.1.2 Terminations and surface states

EuSn,P; is expected to host surface states with unusual properties. Figure 5.3 illustrates
bulk- and surface-specific calculations showing the presence of surface states: in Eu- and
Sn-terminated crystals, surface states are found only in the gap near I', whereas in the P-
terminated surface they are more spaced out in k and should thus be visible up to ~ 1eV
binding energy.

Topological insulators are often described by means of topological invariants: the Z,
invariant, the mirror Chern number (MCN) ny and the higher-order Z, invariant. The
formal treatment and physical meaning of all these parameters are beyond the scope
of this section: more information can be found in (Fu and Kane, 2006; Kane and Mele,
2005).

In principle, Z, is defined only when time-reversal symmetry is preserved; however
it has been shown by (Mong, Essin and Moore, 2010b; Yu, Qi et al., 2011) that Z, can
be opportunely expanded when TRS-breaking magnetic order is present, but only if the
system is arranged in a specific configuration. One of such cases is an AFI state, where
time-reversal and lattice translational symmetries, represented by the operators ® and
Ty /, are broken (by the onset of ferromagnetism and by the antiferromagnetic order, re-
spectively) but the combined symmetry S = ®T; /; is preserved. The non-trivial topology
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of EuSn,P; is guaranteed by Z; = 1.

—_—

Sn-termination 3>

=

Energy(eV)
°

—_

-
°
o

m

-

Surface

05 T (D)os T
:v in 5::1:::»\x/

s

:

The MCN is a well-defined invariant for
mirror-symmetric systems and can protect
surfaces perpendicular to a mirror plane (Fu,
2011; Teo, Fu and Kane, 2008). In our case,
EuSnyP; has a MCN of ny = 1.

Lastly, the parity-based higher-order Z,
invariant is well-defined even in absence of
TRS for an inversion-symmetric system as
EuSn,P; . This invariant is intimately connec-

ted with axionic properties; here calculations
show that Z, = 2, meaning that EuSn,P; is a
true candidate for axion physics.
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5.2 Sample preparation
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EuSn,P; single crystals have been grown in
Princeton by the Cava research group, using
the Sn-flux method. More information on the
characterisation of EuSnyP, crystals can be
found in (Gui et al., 2019).

2mm to 4mm diameter flakes have been
glued on sample holders by means of Epo-
Tek H20E epoxy glue, a silver-based electric-
ally conductive bicomponent resin. The glue

Figure 5.3: Calculated E vs k maps for
different EuSnyP, terminations: (a,d)
Sn-terminated, (b,e) P-terminated, (c,f)
Eu-terminated. The colour scale indic-
ates the density of states within bands.
Adapted from (Gui et al., 2019).

is heated to 150 °C for 5 minutes.

Surface-sensitive techniques such as ARPES tolerate an extremely low degree of sur-
face contamination. Therefore, there are two ways of preparing samples suited for AR-
PES measurements. The sample may be grown directly inside a UHV chamber system
and can be transferred in the measuring position without losing UHV conditions. This
is not applicable for this sample, because of the lack of the necessary instrumentation
to synthesise EuSn,P; and/or transfer the crystals to the endstation in UHV conditions.
However, the fact that the sample crystallises in layers parallel to the (001) surface (as in
fig. 5.2a) suggests to follow the alternative solution of in-vacuum cleavage. In this case,
a tiny metal or plastic rod is glued on top of the EuSnyPp sample. The area of the rod
has to be smaller than the sample surface area, and both the rod and the glue have to be
carefully placed: a misaligned rod or an excess of glue partially covering an edge of the
sample would prevent a clean and uniform cut and introduce surface strain and defects.
The glue is cured with the same procedure previously illustrated.

The sample is then loaded into the vacuum system and mounted on the manipulator
stage. After letting some time pass so that the sample reaches the equilibrium with the
temperature of the cryostat, the cleave is performed by means of hitting the glued rod
with the transfer wobblestick; a fresh surface is exposed and the rod is left to be retrieved
later. It is relevant to specify that the quality of the surface resulting from the cleavage is
reflected in the measurements: this issue will be addressed in section 5.6.


https://cava.princeton.edu/

76 5.3 Results

5.3 Results

The following measurements have been performed in one beamtime at APE-LE, one at
APE-HE and one at 109.

In the first beamtime at APE-LE, EuSn,P; samples were measured by ARPES and
Spin-ARPES at six photon energies, from 27 eV to 50 eV, in a range of temperatures from
15K to 80K.

In the second beamtime at APE-HE, EuSn, P, samples were measured by XPS at two
photon energies, 400eV and 810eV, at room temperature and 100K, as well as by XAS
at 100 K across the My 5 edges of Eu at regular time intervals.

In the third beamtime at 109, EuSny P, samples were measured by XMCD across the
M, 5 edges of Eu at 15K and 70K, as well as by XPS at 900eV and 1200eV at the same
temperatures.

5.4 Termination-dependent electronic behaviour

As already anticipated, the cleavage plane for EuSnyP; crystals is the (001) surface.
Sn@Pj triangular pyramid layers and Eu layers alternate across the [001] direction, and
within Sn-P layers the Sn-Sn bonds are weak: therefore, after a cleavage the crystal can
present different terminations.

When comparing different cleavages, it is often challenging to discern the exact atomic
termination by direct imaging. As a matter of fact, STM measurements locate atoms ar-
ranged in 2D triangular lattices with interatomic distances of 4.0(1) A, compatible with
all atomic planes (Pierantozzi et al., 2022).

However, the termination that is being measured can be identified from the electronic
structure. As seen in the introduction, the theory predicts a different surface electronic
structure depending on the termination: a direct comparison between first-principle cal-
culations and ARPES data should give information on the atomic species exposed at the
surface. The measurement of two different cleavages results in a stark difference in the
electronic structure, as evident from ARPES Fermi surface and E vs k dispersion maps in
fig. 5.4.

Features marked with red Greek letters will be described later: the important differ-
ence to be noted between the two experimental kx - ky isoenergetic Fermi surfaces in
fig. 5.4a is the presence of two extra bands, labelled ¢ and P, of which P matches first-
principle calculations for a phosphorus-terminated surface. The near-hexagonal P band
shows a strong warping in the neighbourhood of the hexagon vertexes. Such warp-
ing, found in small bandgap topological insulators as BiyTe3, arises from a perturbative
modulation of surface states and is predicted to give rise to exotic quantum properties
deviating from those of an ideal Dirac cone (Fu, 2009). The absence of both ¢ and P
bands at all binding energies in the case of the other termination is clear from the E vs k
dispersion maps in fig. 5.4b-c.

A better characterisation of EuSn,P; electronic states measured by ARPES along the
'-Kand I'-M high-symmetry directions, together with corresponding first-principle cal-
culations, is shown in fig. 5.5. The non-dispersive states labelled as ¢ at ~ 1.5eV to 2eV
binding energy can be attributed to Eu 4f orbitals. The band structure is otherwise dom-
inated by numerous dispersive features labelled as «, 3,, §, mostly ascribable to P 3p
electrons. Some of them (3,7, §) are electron-like, whereas « remarkably shows a hole-
like behaviour near the Fermi level.

As already noted, the relevant characteristic in the valence band dispersion is the
presence of the two linearly dispersing bands ¢ and P. These two bands are clearly sep-
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Figure 5.4: (a) From top to bottom: calculated kx — ky isoenergetic Fermi
surface for P-terminated surface, experimental kx — ky isoenergetic Fermi
surface for P-terminated and non P-terminated surfaces, experimental
MDC cuts along kx (I' - K symmetry direction) corresponding to the
dashed red and gray lines in the Fermi surface data. Adapted from (Pier-
antozzi et al., 2022). (b) E vs k maps of EuSn,P, valence band structure
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Figure 5.5: (a-b) Symmetry-resolved theoretical bulk (left) and surface-
only (right) EuSn, P, band structure, in the T-K and I'-M high-symmetry
directions, showing Eu and P orbital contributions. The position of the
Fermi level has been adjusted to the experimental Fermi level. (c-d) AR-
PES E vs k maps along the T' -~ K and T' — M directions, measured with
hv = 27eV at 15K and 80K, respectively. (e-f) Magnified version of the
same E vs k maps near Eg; in both cases, o and P bands are highlighted
via a EDC and MDC cuts. Adapted from (Pierantozzi et al., 2022).
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arated from o, as indicated by the two zoomed-in windows in fig. 5.5d-f. As already
shown in fig. 5.4a, in calculations a P-terminated surface gives rise to the P band, which
is non-existent in bulk calculations (fig. 5.5a-b). P is thus clearly a surface state arising
from P 3p orbitals.

On the other hand, ¢ has no clear equivalent in both
bulk and surface calculations. In well-characterised to-
pological insulators such as BiySes and BiyTe;Se, it has -1
been shown that topological states may be accompan-
ied by surface resonance (SR) states.(Cacho et al., 2015; 0
Jozwiak, J. Sobota et al., 2016). These SR lie at lower
k-values compared to the topological states but exhibit
the same dispersion. We thus identify ¢ as a surface
resonance band.

Compared to phosphorus, the metal centres give
little contribution to the near-Fermi valence band,
whereas just above Eg and below 2 eV binding energy
Sn 5p states can be observed, characterised by a strong
mixing with P states. The latter case is highlighted in 4
fig. 5.6, where orbitally projected calculations are com-
pared to experimental E vs k dispersion maps.

The linearly dispersing P band has a Fermi velocity
of 3.24eV A (4.92 x 10°m/s), comparable to other AFls
such as MnBiyTey (Y. J. Chen et al., 2019b), and kg =
0.36 A1, Photon energy-dependent isoenergetic cuts
at different binding energies, shown in fig. 5.7, high-
light the energy dependence of the matrix elements as

@ tuf @snp @ Pp

N N

w

Binding energy (eV)

Figure 5.6: Centre: calculated elec-
tronic structure of bulk EuSn,P; .

well as the cross section of the P band. We note that
higher photon energies result in P not being clearly vis-
ible probably due to matrix elements effects, whereas
27eV, ie. the photon energy we worked at, strongly
emphasises the intensity of the band.

The colour code highlights the en-
ergy regimes of dominance of Eu,
Sn and P contributions. Adapted
from (Gui et al., 2019). Left: ex-
perimental E vs k map along the

I' - M direction, for direct compar-
ison with the leftmost part of the
theoretical band dispersion. Right:

5.5 Surface chemical environment ¢
same as left, but for I' - K.

We showed in the previous section that ARPES data are

able to retrieve information on the surface termination.

In order to get further insight into surface quality and

chemical environment, trading the angular resolution for the sensitivity to single atomic
species, we performed an XPS-based study on samples already cleaved and measured
in ARPES.

Specifically, in this experimental run we characterised two EuSnyP; crystals whose
cleavages exposed two different surface terminations already seen in fig. 5.4, and replic-
ated here below in fig. 5.8: the P-terminated surface belongs to sample H (“Highlander”),
whereas the non P-terminated surface belongs to sample S (“Sauron”).

A 1:1 correspondence between features the surface band structure and core photoe-
mission peak lineshapes is actually hard to assess. Several differences between the two
experiments need to be accounted for: different endstations, different beam spot sizes,
different photon energies are the most relevant factors preventing a direct comparison.
It should also be noted that ARPES results strongly depend on the local ordering of the
irradiated surface: when scanning the surface of sample H, for example, we found stark
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Figure 5.7: Photon energy-dependent kx — ky isoenergetic maps on a P-

terminated EuSn,P, surface; the photon energy
50eV.
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Figure 5.8: kyx — ky isoenergetic maps for P-terminated (left) and non
P-terminated (right) EuSnyP; surfaces, corresponding respectively to
sample H and sample S, acquired at hv = 27eV. Adapted from (Pier-

antozzi et al., 2022).
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inhomogeneities among the ARPES E vs k maps depending on where the photon beam
is impinging, as demonstrated by fig. 5.9. A cleavage may expose different layers and
create a terrace-like surface; one of those terraces can be seen in the STM scan in fig. S1
of (Pierantozzi et al., 2022). The lack of a sufficient crystalline quality would severely
hinder the protection of the topological states, meaning that the P band may not appear.
Furthermore, there is no guarantee that those same layers are terminated by the same
atomic species. It is easy to be lead astray by the hope that a uniform termination would
be found over the whole sample area, but this expectation is highly unlikely.
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Figure 5.9: (af): E vs k maps showing the inhomogeneity of
EuSn,P; surface. Each colour corresponds to a different spot on the sur-
face, as indicated by the scheme in (g), as well as to different MDC cuts in

(h).

ARPES results can nonetheless be employed as a guideline, as they give a general
anticipation of what can be expected from XPS results; extreme care will anyway be
needed when drawing final conclusions.

First of all, XPS surveys across the whole available electron kinetic energy range have
been carried out at 400eV and 810eV to check surface order and presence of contamin-
ants (fig. 5.10a). On both samples there is no evidence of O adsorption; a small signal
coming from C 1s states at 284 eV is visible, but its magnitude together with the high
cross section at these photon energies suggest that C surface contamination constitutes
less than 20 % of the atomic density of P.!

This is expected, as these samples have been characterised by ARPES, which is highly
sensitive to surface composition and contaminations. The high quality of ARPES data
suggests that samples contamination was negligible; the in-vacuo sample transfer between
the two APE endstations does not affect in a major way the surface cleanliness, as only
a small amount of C revealed by the signature 1s peak could be detected, with no other
spectroscopic evidence of surface contaminants.

By comparing XPS surveys acquired on different samples at the same photon energy
(fig. 5.10b-c and fig. 5.11), we can find proof of different surface conditions.

ICalculated with respect to the P 2s core level.
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Figure 5.10: (a) XPS spectra of Eu, Sn and P core levels of EuSn, P, sample
1, at two different photon energies (400eV and 810eV). The main pho-
toemission features have been labelled to help identification. P 2s, P 2p
and Eu 4d core levels have been measured at hv = 400eV (b) and at
hv = 810eV (c); for Eu 4d, following the notation found in (Gerth et al.,
2000), the labels A, B and C identify specific features in the Eu** photoe-
mission spectrum.
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On the one hand, Sn 4d and 3d states are de facto comparable in terms of lineshape
and intensity, for both samples H and S and for both photon energies too (in the case of
the 4d shell), as seen in fig. 5.11. This suggests that Sn is not involved in bonding with
surface atoms.

Sn4d, 810 eV

Sn 4d, 400 eV [\ [ —e— sample H
b —e— sample H 4 —o- sample S
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Figure 5.11: Sn d shells: Sn 3d at hv = 810eV (left), Sn 4d at hv = 400eV
(centre) and Sn 4d at hv = 810V (right).

On the other hand, phosphorus (P) states reveal several important differences between
the two samples. Indeed, we may highlight two facts: (i) the P 2s peak is significantly
broader in sample S than it is in sample H, and (ii) the P 2p peak shows a different
lineshape. Point (i) hints at two inequivalent P chemical states coexisting in sample S;
point (ii) asks for a more accurate inquiry, which we have performed in the form of the
acquisition of narrow, high-resolution XPS spectra in the energy range of the P 2p core
level, which incidentally is the same binding energy region of Eu 44 and Sn 4s states.

Figure 5.12 reports the deconvolution of Eu 4d and P 2p peaks in this region for
sample H as measured with the two different photon energies hv = 400eV and hv =
810eV. The measured spectrum shows for both samples an excellent agreement with
the presence of the 2p, /, and 2p; ,, phosphorus doublet, as well as a 9D] quintuplet and
a peak around 134 eV binding energy (labelled B) as reported for Eu?*, (Gerth et al., 2000)
including branching ratio and spin-orbit splitting. The P 2p shell lies between 128 eV and
130 eV binding energy, i.e. at the lower end of the binding energy interval reported in
literature; these values have been observed for phosphides when P binds with elements
closely related to tin in the periodic table (Moulder et al., 1992).

The identification of these features with Eu and P atomic species is further strengthened
by a direct comparison between the two acquired photon energies.

In order to correctly assess the relative weight of the different spectral components
at two photon energies, it is essential to take into account relative changes of both Eu
4d and P 2p photoionisation cross sections. Table 5.1 reports values of the total subshell
photoionisation cross section for the elements of interest, with the addition of Sn 4s.

When decreasing the photon energy from 810eV to 400eV, an estimation of the
change in intensity of photoemission peaks related to P or Eu core levels is given by
the change of photoionisation cross sections of each specific element at those photon
energies: op 400/ 0p,810 and Ty 400/ TEu,810-

We thus multiplied P and Eu peaks, extracted from the fit of the spectrum at 810eV,
by the corresponding cross section ratios; the resulting peak structure, net of a global
multiplication factor and a change in the background (because the photon energy of
choice affects the total photon flux and the inelastic electron scattering), can be compared
to the experimental spectrum acquired at 400 eV; as seen in fig. 5.13, the correspondence
between the two is remarkable and confirms the identification of the features under exam
with a P 2p doublet and the Eu 44 multipeak structure. As the kinetic energies of the
peaks scale with the photon energy, the full correspondence of the fitting parameters
indicates that there is no depth composition profile for the two elements.
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Figure 5.12: (a-b) XPS high-resolution spectra on P 2p core level energy
region for sample H. Deconvoluted P (red), Eu (blue) and Sn (gray) peaks,
athr = 400eV (a) and hv = 810eV (b). (c-d) Same for sample S, at hv =
400eV (c) and at hv = 810eV (d).

S-O splitting  Cross section @ 400eV ~ Cross section @ 810eV

Atomic orbital (eV) (Mb) (Mb)
P2p 0.85 0.7348 0.098
Eu 4d 5 0.851 0.408
Sn 4d 1 0.5581 0.1621
Sn 3d 8.4 - 1.723
Sn 4s - 0.0929 0.0299

Table 5.1: Comparison of spin-orbit (S-O) splitting and photoionisation cross section at 400 eV and
810eV for different EuSn,P; shells. Cross sections taken from (Yeh and Lindau, 1985), calculated
in the dipole length approximation.

r—— Data at 400 eV b
—— Peaks fitted at 810 eV,
- rescaled to 400 eV .
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Figure 5.13: Experimental XPS high-resolution spectrum on P 2p core
level energy region for sample H at hr = 400 eV (red line) superimposed
to peaks fitted from the XPS spectrum on the same sample at hv = 810eV
and rescaled according to the total cross section of the corresponding shell
(blue line), as listed in table 5.1.
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It is worth noting that we find no Sn 4s signal in sample H (fig. 5.12a-b), despite a peak
is expected in this energy interval. On this regard, we note that the Sn 4s photoionization
cross section is around one order of magnitude smaller compared to the other atomic
subshells here considered (table 5.1), whereas the measurability of Sn 3d and 4d shells
is related to their much higher cross section; the lack of a Sn 4s signal is therefore not
worrying.

Coversely, sample S seems more intriguing. First of all, we still verify the presence
of the same Eu 4d features. However, in this case we identify two distinct P 2p doublets,
whose 2p; /, core levels lie at ~128.2eV and 129.6 eV binding energy. The former cor-
responds to the 2p; ,, core level in sample H, whereas in sample H we could not find
an equivalent for the higher energy doublet. We may recall that the P 2s core level in
sample S appeared much broader compared to sample H (fig. 5.10b-c): this may lead us
to hypothesise that sample S has two inequivalent P sites.

We also note that an additional peak at around 128.9 eV binding energy (fig. 5.12b-c)
is required to fit the data. Another Eu-derived peak can be excluded, because all Eu
peaks have been accounted for. Furthermore, the Eu peak at 134eV, where no other
spectroscopic features are intermingled, sets a limit on the intensity of Eu 4d features,
which cannot account for the high intensity of the extra peak at 128 eV.

On the other hand, the identification of this feature with the Sn 4s core level would
be puzzling, due to the large shift towards lower binding energy compared to the values
reported in literature (generally around 137 eV (Moulder et al., 1992)); a 9eV chemical
shift is indeed quite unconvincing. In conclusion, the result of this analysis suggests that
(i) a second P doublet is detected in sample S, with no equivalent in sample H, probably
indicates two P sites, and (ii) an extra peak (whose attribution is challenging) is detected
in sample S, hinting at a more complex surface environment in this sample.

5.6 Surface stability

In general, mechanical cleavage is in some way a “traumatic” operation for any sample.
For example, the presence of charging effects of cleaved surfaces is a well-known phe-
nomenon (J. E. Dillon and C. E. Olson, 1965; . B. Engelhardt, Dabringhaus and Wandelt,
2000; Giuliani and Vignale, 2005a). We also already witnessed in fig. 5.9 the inhomogen-
eities on EuSn, P surface inducing a relevant variance in the electronic structure, as well
as the starkingly different chemical environments at the surface in section 5.5. Probably
owing to the combination of all these factors, cleavages have been observed to show a
varying degree of stability.

For this reason, XAS spectra across the My 5 edge of Eu have been performed as a
way of monitoring the sample conditions during the experiment. We chose the Eu My 5
absorption edge because it is a flag not only of the chemical state, but also of the magnetic
state of the sample (as we will discuss in section 5.7).

In fig. 5.14 two cases representative of measured samples can be identified. In both
of them a freshly cleaved sample is monitored during a day-long measurement. The
first case, seen in fig. 5.14a, exemplifies an instance when the sample remains stable: the
lineshape of the XAS denotes a pure Eu?* valence state and is unchanged during the
measurement. Conversely, in fig. 5.14b an evolution is monitored: the system clearly
evolves from a pure Eu?* state, to a mixed valence state, and finally to a Eu’* state
(Thole, van der Laan et al., 1985).

The formation of Eu®* is accompanied by a gradual increase in the XPS intensity of
the C 1s shell, as seen in fig fig. 5.14c. We might conclude that surface contaminants act
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Figure 5.14: (a) XAS spectra across the My 5 edges of Eu for a stable sur-
face. (b) XAS spectra across the My 5 edges of Eu when the cleavage
renders the termination unstable. (c) XPS surveys evidencing surface con-
tamination; the colour code corresponds to that in (b).

as ligands, leading to the formation of compounds with Eu?* valence (Anderson et al.,
2017; Negusse et al., 2009). In any case, a clear surface chemical evolution is taking place.

It should be specified that this effect has been observed only once, and in combination
with a high degree of surface contamination as monitored by XPS; for this reason, it
is extremely unlikely that such an occurrence might influence the other measurements
we presented in this chapter, because in presence of a high degree of contaminants an
ARPES spectrum would not be measurable at all.

Another relevant phenomenon taking place at the EuSn;P, surface is charge doping.
Even if exposed to UHYV, cleaved surfaces may in the long run be subject to charge doping
due to adsorbates. This evolution can be observed in ARPES as a shift of the Fermi level:
the direction of the shift depends on the sign of the charges.

In fig. 5.15 we see an apparent shift of the E vs k ARPES maps towards higher binding
energies: this corresponds to an electron doping, because of the shift upwards of the
Fermi level. As explained in the caption, the timescale of this effect is a day or two; while
this is long enough not to influence individual spectra acquisitions, the comparison of
data from different days often requires a small rescaling.

Occasionally, a different effect has been measured. Figure 5.16a-b display two spec-
tra acquired a day apart; in addition, in between the two measurements the sample was
removed from the cold manipulator and placed in a storage area within the UHV sys-
tem. The result is a shift in the opposite direction compared to the case in fig. 5.15: the
spectrum drifted towards lower kinetic energies, i.e. the chemical potential has changed
and the sample is electron-doped. After another day, a shift of the spectrum towards
higher kinetic energies is again observed, therefore a progressive hole doping is taking
place.

Given the phenomenology of the charge doping, we may propose an explanation to
justify the above.

The presence of small quantities of oxygen in the UHV residual pressure is not sur-
prising. Given the high electronegativity of oxygen, it is possible that electrons par-
ticipating to O bonds are strongly attracted to the oxygen nuclei, depriving EuSn; P, of
valence electrons; in other words, adsorbed oxygen shifts the chemical potential, in prac-
tice behaving as an electron acceptor for the EuSn, P, surface.

When the sample is moved to the storage area in between fig. 5.16a-b, there is no
cryostat keeping it at 15K anymore. When the temperature increases above its boiling
point, the oxygen desorbs quickly and its acceptor-like behaviour disappears. After the
sample is cryocooled again, oxygen starts to adsorb again and hole doping sets in.

All in all, the crucial takeaway from this section is that EuSn,P» surfaces experience
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Figure 5.16: E vs k maps of the same cleavage at 15K: after (a) two, (b)
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varying degrees of stability with a complex phenomenology; however, some effects (like
charge doping) can be understood and opportunely treated during data analysis, while
others (like valence changes) can be monitored and used as a gauge to assess the validity
of datasets acquired in those conditions. Once this is understood and properly taken
into account with a rich enough dataset, then a reliable analysis on the ensemble of
experimental results can be performed in these materials, in spite of the low energy scale
of the characteristic electronic features. Anyway, the topological character of EuSnyP; is
robust with respect to these effects, as they bear no influence on the spin texture of the
bands that we are going to illustrate in the next section.

5.7 Magnetic state and topological properties

As already mentioned, Eu 4f electrons are highly localised in a non-dispersive band at
1.5eV. It is known that electronic states with weak hybridisation favour spin unpair-
ing, hence a localised magnetic character: this contributes to establish Eu as the main
magnetic driver in EuSnyP» .

However, the proximity of the 4f orbitals to the Fermi level could lead to instabilities
in the Eu charge configuration. As we saw in section 5.6, the assessment of the Eu valence
state is an important tool to determine the stability of the surface and uniformity of the
termination, and thus ultimately the electronic properties of the material.

Firstly we performed XAS in TEY mode on a freshly cleaved sample. The top half of
fig. 5.17 shows the Eu My 5 edges revealing a clear Eu?* valence, from the comparison
with (Thole, van der Laan et al., 1985).

Two XAS spectra measured with oppositely polarised circular light (circular left and
circular right) result in an XMCD measurement, that gives insight into the average Eu
magnetic moment across the footprint of the probing beam over the sample surface.
Since Eu atomic planes are intra-layer ferromagnetically coupled, the average over a sur-
face area would not affect the result. However, planes are antiferromagnetically coupled
with each other; thus the probing depth of our measurement has to be assessed. Follow-
ing (Frazer et al., 2003), we estimate at 6 nm our probing depth for XAS measurements
across the Eu My 5 edges.

An XMCD signal is effectively measured at 15K, below the magnetic transition tem-
perature, as seen in the bottom half of fig. 5.17. The inset, from (Ruck et al., 2011), illus-
trates a dichroic signal from Eu?* whose shape closely resembles our experimental data.
The signal in that case however is between one and two orders of magnitude larger
compared to the dichroism we measured on EuSn,P; .

To properly quantify the Eu spin magnetic moment from our acquired data, we fol-
low the theory explained in (Thole, P. Carra et al., 1992) and (Paolo Carra et al., 1993);2
hence we find g o¢s = 0.068(7) pp.

An isolated fully saturated Eu magnetic moment in the 4f’ (6s%) configuration has a
total spin of S = 7/2; previous measurements on Eu My 5 edges yielded results close to
the value of a free Eu~* cation: ug = 6.6 up in (Kawamoto et al., 2013), us = 7.90(4) pg in

2We adhere to the notation from (J. Stéhr and Konig, 1995) and write the spin magnetic moment for the My 5

edges as fig or(4f) = LSq (1 +3 TZ) Ny, where Ny, is the number of holes in the 4f shell, p is the integral of

the XMCD signal over the Ms edge, q is the integral of the XMCD signal over the M5 and My edges, r is the
integral of the white line and T is the dipolar operator. Our calculation neglects the dipolar term T, because
our TEY measurement averages over several layers, and in first approximation estimates N}, = 7; we also
consider the synchrotron light to be 100 % polarised, which is reasonably close to the experimental conditions
of beamline 109 (see section 2.2).
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(Arguilla et al., 2017), and magnetometry on EuSn,P; itself yielded a saturated magnet-
isation of pus ~ 6.0 ug (Gui et al., 2019). The above means that our result is two orders of
magnitude smaller than what at first could be expected.

The layered nature of EuSn; P, may clear this behaviour. Since each Eu atomic plane
lays at ~9 A from the next Eu layer, averaging the XMCD over 6 nm depth means the
signal comes from 6 to 7 Eu layers, depending on the termination. This also explains
why the signal is not exactly cancelled out by opposite contributions due to antiparallely
aligned Eu spins: the contribution from each layer is weighted by their proximity to the
surface, so that in the end a small intensity is detectable. Lastly, all XMCD data have been
acquired in zero-field cooling conditions, i.e. without applying any external magnetic
field; therefore, any signal is given by spontaneous magnetisation and may involve non
perfectly aligned domains.

The dichroic signal disappears above the Néel temperature, as shown in fig. 5.17b:
at 60K the area is equally distributed above and below zero, whereas at 15K points are
mostly below zero, proving that within the experimental resolution the magnetisation
vanishes above Tyl
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Figure 5.17: (a) Top: averaged (CR+CL) XAS spectrum across the Eu My 5
edges. The inset shows theoretical calculations of the My 5 edges for Eu®*
and Eu®* valence states, from (Thole, van der Laan et al., 1985). Bot-
tom: normalised XMCD across the same edges, obtained as the difference
between absorption spectra with circular right and circular left polarisa-
tions. (b) Normalised XMCD obtained as the difference between absorp-
tion spectra with circular right and circular left polarisations, only at the
M5 edge. Adapted from (Pierantozzi et al., 2022).

Due to the geometry of the experiment, the XMCD signal in fig. 5.17 is compatible
with A-type antiferromagnetism, but gives no information on the direction of the mag-
netisation. For this reason, vectorial spin-resolved ARPES measurements on the 4f peak
can be carried out to quantify the three components of the spin polarisation. As a mat-
ter of fact, Spin-ARPES is much more surface sensitive compared to XAS: a maximum
of two Eu layers effectively do contribute to the measurement with the photon energy
under exam (King et al., 2021; Seah and Dench, 1979), thus the first layer should give a
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measurable contribution.
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Figure 5.18: Spin-resolved EDCs on the Eu 4f band, with the correspond-
ing spin polarisation. The scheme in the top-left of each graph illustrates
the direction along which the measurement has been performed. Adap-
ted from (Pierantozzi et al., 2022).

Indeed, from fig. 5.18 it is evident that a spin-polarised signal (19 %) on Eu 4f states
is measured along the x direction. On the other hand, no spin polarisation is found
along the y and z directions: the magnetisation is fully in-plane and has no out-of-plane
component. Moreover, the polarised signal along x disappears above Tnyge (fig. 5.19),
following the same behaviour as the XMCD.

The combination of absorption and photoemission measurements allowed us to meas-
ure a fully Eu-derived magnetic signal in absence of external magnetic field. It is also
confirmed that Eu magnetic moments are oriented in-plane, with no out-of-plane com-
ponent, a result clearing the doubts left by neutron diffraction measurements. The first
condition for the emergence of axion physics, the presence of long-range spontaneous
magnetic ordering (C. Liu et al., 2020), is thus fulfilled.

The second step is ascertaining the character of EuSn, P, topological bands in pres-
ence of AFM ordering. Spin-ARPES again can be applied to assess the spin polarisation
of electrons from the topological band P pinpointed in fig. 5.5.

We measured spin-polarised EDCs at 15K in two opposite k-points along the ky dir-
ection: the inversion of the sign of the spin polarisation of the P band when momentum
is reversed, seen in section 5.7, is a signature of spin-momentum locking.

The fact that 0 shows the same spin inversion behaviour as P may be surprising, but
it is documented that surface resonances accompanying topological states are actually
spin polarised too and display spin inversion (Jozwiak, J. Sobota et al., 2016).

It is worth mentioning that in-plane ferromagnetism does not influence the topolo-
gical character of our bands, compared to what has been observed in other similar sys-
tems such as MnBiyTey (Otrokov et al., 2019). Section 5.7 proves that the measured spin
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Figure 5.19: Spin-polarised EDCs along the x direction on the Eu 4f band,
at 15K and 50 K. The scheme in the top-left of each graph qualitatively
mimics the degree of order of magnetic momenta. Adapted from (Pier-
antozzi et al., 2022).
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Figure 5.20: Spin-ARPES EDCs at fixed k-point (indicated by the dots in
the isoenergetic maps at the top) measured with hv = 27eV at 15K along
the y direction. The EDCs are extracted at a positive (a) and negative
(b) k-point. The resulting spin polarisation for each curve is also shown
as a gray line and a shaded area to represent the error. Adapted from
(Pierantozzi et al., 2022).
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polarisation is fully in-plane along the y direction, and no other component is detected
for the P band.
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Figure 5.21: Spin-ARPES EDC cuts at a fixed k-point (indicated by the
magenta dot in the isoenergetic map at the top left) measured with hv =
27 eV at 80K along the y (a), x (b) and z (c) directions. The resulting spin
polarisation for each curve is also shown as a gray line and a shaded area
to represent the error. Adapted from (Pierantozzi et al., 2022).

Moreover, at 80K, i.e. above the magnetic transition, the spin-momentum locking
persists on both o and P, confirming that the origin of this spin polarisation signal is not
magnetic: the in-plane magnetisation does not influence topological states, as opposed
to what happens for out-of-plane magnetic moments in MnBi; Tey (Otrokov et al., 2019):
the bands are thus characterised by a strong topological character.

This outcome is in some way expected, because we saw from fig. 5.5 onwards that
Eu 4f orbitals are highly localised. A hybridisation with P-derived bands would be ex-
pected to be unlikely and weak, and then the shift/realignment of spins due to the local
magnetic field is negligible.

We must note that two topological bands are predicted by first-principle calculations,
but a single band is measured, within the experimental resolution of AE = 30 meV and
Ak = 0.01 A~1, by both ARPES and Spin-ARPES. The latter would in principle be able to
resolve finer details: even if the bands partially overlap within the experimental resol-
ution, and a spin-integrated measurement reveals a photoemission intensity apparently
ascribable to a single band, the spin resolution would discern the opposite sign of the
spin polarisation from the two separate bands. In any way, the presence of a spin polar-
isation could be due to an imbalance in the spin-projected weight of the two bands.

Finally, a discussion is warranted about the veracity of spin polarisation measure-
ments in ARPES, which has been questioned with merit (Jozwiak, Y. L. Chen et al., 2011).
As a matter of fact, final-state effects on photoelectrons from circularly polarised 6 eV
photons are responsible of inversion or oscillations of the value of the spin polarisation,
via spin-dependent matrix elements. However, it has been shown by (Sanchez-Barriga
et al., 2014) that while final-state effects dominate in the low-energy regime, photons in
the UV range probe the initial-state spin texture. Our 27 eV photon is lower than the
range from 50eV to 70eV considered in the above study, but it is still large enough to
probe an energy region sufficiently far away from the Fermi level: we can conclude that
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the measured dependence of the spin polarisation on the k vector is likely not resulting
from final-state effects, but is derived from a true topological property.

5.8 Closing remarks and open questions

In the previous sections, we presented absorption and photoemission spectroscopy meas-
urements on EuSn,P; aimed at characterising its electronic and magnetic properties, as
well as how each of the two influences the other. The main results can be summarised
as follows:

1. the electronic structure is termination-dependent, with a complex surface chemical
environment and extra phosphorus-originated bands;

2. fully Eu-derived in-plane ferromagnetic order and layered antiferromagnetic coup-
ling coexist below the Néel temperature;

3. P and ¢ surface-exclusive states display spin-momentum locking independently
on the temperature.

Our work, by confirming EuSn,P; as a potential axion insulator candidate, provides
a strong argument in favour of the experimental realisation of the axion insulator phase.

The careful reader would probably have noticed by now a discrepancy between the
expectations set in the overview in section 5.1 and the results herein outlined. Although
the introductory part mentioned the overlap of two Dirac cones connected at the Dirac
point, the experimental evidence showed a warped, linearly dispersing band converging
somewhere above the Fermi level; no direct visualisation of the Dirac point is possible
in the current state.

We performed two series of tests to measure the Dirac point. In the first case, we
measured Gd-doped EuSn,P; crystals: Gd acts as an electron donor due to the 4f7 54"
electronic configuration. In this case, the band structure did not display an appreciable
difference other than a general decrease in quality of the ARPES image due to lower crys-
talline order and the absence of surface states. This confirms Eu as an important driver
in the determination of the topology in EuSn,P; as even doping with small quantities of
a neighbour element prevents the high-quality data we witnessed in intrinsic crystals.
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Figure 5.22: (a): E vs k maps of Gd-doped EuSn,P, , at hv = 30eV, and
(b) MDC cut corresponding to the red stripe in (a), to further evidence the
absence of the surface states.

In the second instance, we tried to populate the empty electronic states by potassium
(K) dosing directly on EuSnyP; surface. This is a standard procedure in e.g. MoS; (Y.
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Zhang et al., 2016) for observing the bottom of the conduction band in direct photoemis-
sion: due to its extremely low electron affinity, K provides electrons “locally”, i.e. only at
the sample surface, but for surface-sensitive ARPES measurements it is a totally accept-
able compromise. On our sample the shift of the Fermi level was only in the order of
some hundreds of millielectronvolt - K evaporation must be limited to a low dosage, be-
cause even the formation of 0.2 monolayer is sufficient for the emergence of K-induced
surface states (Magnusson and Reihl, 1989). Moreover, the shift was accompanied by a
progressive degradation of the quality of the spectrum, to the point where topological
surface states were not detected anymore.

Still, some hypothesis can be formulated on the presence of the Dirac point and its po-
sition with respect to symmetry points: the concern is anything but trivial, as explained
in the next paragraph.

On the one hand, the value of the higher-order Z, invariant hints at a non-trivial
axion coupling, and thus gapped surface states and gapless chiral hinge states on all
surfaces. On the other hand, Z, is not the only invariant protecting surface states: in-
deed, the Z, invariant should protect the surface states on the (010) surface of EuSn,P; ,
the side surface with respect to the atomic layers, and the MCN nM should protect an-
other gapless surface state on the surface perpendicular to a mirror plane lying along the
c-axis, i.e. a surface state along the I'-M direction of the (001) plane (H. Li et al., 2019). In
the latter case, the Dirac point is not pinned on T, but lies in the in-plane direction pro-
jection of the mirror plane: along ky. This is due to TRS breaking, because of intra-layer
ferromagnetism, differently from the side surface.

A similar situation has been identified in EuSn, As; (section 5.8a).
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Figure 5.23: (a) Diagram of the Dirac cone of EuSnyAs; in different
magnetic phases: paramagnetic (PM), in-plane antiferromagnetic (AFM-
b) and out-of-plane antiferromagnetic (AFM-c). Adapted from (H. Li
et al., 2019). (b) Sketch of the surface states on different surfaces of
EuSn,P; depending on the topological protection .

EuSn,P; indeed shows a multifaceted topology linked to the alignment of Eu mag-
netic moments, again hinting at the importance of Eu for the stabilisation of topological
properties in this material. However, these are theoretical predictions and as we saw,
the determination of the presence or absence of an energy gap in EuSn,P; surfaces is so
far inaccessible. If an experimental confirmation or rebuttal of the above picture is to be



pursued, the route to follow should be leading to time-resolved photoemission.

This strategy has already been applied with success to e.g. SbyTes (Zhu et al., 2015),
which shares with EuSn, P, the separation of the topological states in the neighbourhood
of the Dirac cone from the bulk states; on the other hand, in other topological insulators
such as BiySe3 the Dirac cone is not isolated from bulk bands, rendering the spectroscopic
disentanglement of different contributions much harder (J. A. Sobota et al., 2013).

The fact that both the upper and lower parts of the Dirac cone are empty does not
allow a direct visualisation by direct photoemission; however, there is an advantage of
this configuration, in the sense that a pump-probe experiment would be able not only
to populate empty electronic states and confirm the theoretical prediction (as well as
possibly probing the presence of a shift of the Dirac point from I' in the magnetic phase,
and its absence below the Néel temperature), but also to study the hot carrier dynamics
and the interplay with the spin degrees of freedom in view of potential applications for
ultrafast devices.
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2D materials, the advent of
magnetism in flatland






CHAPTER 6

Magnetic semiconductors VI3 and Crlj

I call our world Flatland, not because we call it so,
but to make its nature clearer to you, my happy
readers, who are privileged to live in Space.

Edwin Abbott, Flatland

6.1 Overview

As we saw in the previous part, spatial confinement plays a huge role in tailoring mag-
netic and topological properties in EuSnyP, . Low-dimensional systems are subject to
a significant reduction of their phase space and screening: both factors favour enhance-
ment of electronic correlations and emergence of quantum effects.

Layered crystals, often known as van der Waals (vdW) crystals, are a class of materials
exhibiting strong in-plane covalent bonds but weak out-of-plane van der Waals forces;
as a consequence, the interconnection of atomic orbitals between planes is greatly dimin-
ished, and planar structures composed of few layers or even a single layer can be easily
isolated. Therefore, exfoliation down to the monolayer limit and engineering tailored
heterostructures is rather straightforward.

The most famous example in this family is graphene, whose (re)discovery in 2004 in
its free-standing form triggered an enormous amount of research (Geim and Novoselov,
2007; Novoselov, Geim et al., 2004; Novoselov, Jiang et al., 2005). Since then, several sub-
classes were identified, owing to different crystalline structure and electronic properties
(fig. 6.1).
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Figure 6.1: Role of spin dimensionality (a) and evolution of the Curie
temperature T¢ (b) in two-dimensional systems. Adapted from (Gibertini
et al., 2019).
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Pushing the limit towards atomically thin magnetic materials is proven to drastically
change the properties of 3D crystals: a notorious and well-characterised example is the
indirect-to-direct bandgap transition in transition metal dichalcogenides (TMD) (Mak
et al., 2010). In general, vdW materials are known to exhibit a host of exotic quantum
properties, such as Mott transitions (Y.-P. Wang and Long, 2020), Dirac physics (L. Chen
et al., 2021; T. Yang et al., 2020) and even layer-dependent long-range magnetic order
(Butler et al., 2013; Gibertini et al., 2019; Mounet et al., 2018; Samarth, 2017): explor-
ing and exploiting vdW crystals for novel optical, electronic and magnetic “few-layers”
functionalities has become a real possibility.

6.1.1 Transition metal iodides

Within the class of vdW materials, layered transition metal compounds - in particular the
family of transition-metal iodides MX3, where M is a transition metal species and X is a
halogen - have attracted a large deal of attention. Crystals such as Crlz and VI3 undergo
structural and electronic transitions as a function of temperature, exhibit net long-range
magnetisation within layers and, in the case of Crlj3, layered antiferromagnetism (Gati
et al., 2019; He et al., 2016; B. Huang et al., 2017; Ligin and Katsnelson, 2021; McGuire,
Dixit et al., 2015; Son et al., 2019; Tian et al., 2019).

The importance of dimensionality effects has been recognised and for this reason
the majority of experimental and theoretical work has focused on monolayers and few-
layers films. However, both the interplay of dimensionality with spin-orbit coupling
(SOC) and orbital ordering and the possible crossover of 3D vs. 2D electronic properties
are not well understood.

In this respect, open questions include: i) the role of Coulomb interaction and SOC
in determining the 34 electronic states and their long- and short-range ordered collective
excitations (Reyes-Retana and Cervantes-Sodi, 2016), ii) if and how the orbital filling in
the electronic ground state is modified at the surface in view of “few-layers” applica-
tions, and iii) whether the bandwidth and the hybridisation of halogen and transition
metal states change when dimensionality is reduced, e.g. from bulk to surface.

Detailed experimental information on the ground state electronic properties of trans-
ition metal iodides is still lacking, often owing to their extreme air sensitivity and chal-
lenging chemical environment: these materials are known to be extremely hygroscopic,
to the point of irreversible dissolution if exposed to ambient conditions.

The above issues need to be experimentally addressed, since they have a significant
impact in the potential electronic and spintronic applications and their control may drive
the progress in understanding the role of relevant interactions in defining the properties
of these materials when dimensionality is reduced (Nguyen et al., 2021; Zollner, Gmitra
and Fabian, 2020).

Part of the experimental results described in this chapter have been published in (De
Vita et al., 2022). A portion of the unpublished data is currently under scrutiny and
another publication is in preparation.

6.1.2 Crystalline and electronic structure

The crystal structure of MIz (M = Cr, V) is characterised by one M cation surrounded
by six I anions, arranged in edge-sharing octahedra. Within the planes, the M atoms are
arranged in a honeycomb geometry, as shown in fig. 6.2a.

fig. 6.2b reports the bulk and surface-projected first Brillouin zone for VI3 and Crls.
As for EuSnyP; , the extreme surface sensitivity of ARPES when performed with photon
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tZQﬁ

Figure 6.2: (a) Crystal structure of Crl3 and VI3 monolayers. (b) 2D Bril-
louin zone. Crystal-field splitting and related electron filling for (c) Cr
and (d) V. From (De Vita et al., 2022).

energies in the range from 20 eV to 55eV (from 5 to 10 A (Seah and Dench, 1979), corres-
ponding to a single layer unit) means that we are actually probing the topmost layer of
the whole MIj3 structure, so we must refer to the surface-projected BZ.

Crlz undergoes a structural transition at Tg ;13 = 220K from the high-temperature
monoclinic structure to the low-temperature rhombohedral structure R-3, while VI3 chan-
ges from the rhombohedral structure R-3 above Tgyy3 = 79 eV K to a monoclinic phase
below the transition temperature (C. Huang et al., 2020).

Both Crlz and VI3 are extremely vulnerable to contamination in ambient conditions
and intense photon exposure, in particular in presence of moisture (Kratochvilova et al.,
2022).

Concerning the electronic structure, the expected crystal field splitting and related
electronic filling for Cr3* and V3* are reported for reference in fig. 6.2c-d. In particular,
we note a key difference between VI3 and Crls: the latter shows a standard tpg-eg crystal
field splitting, while the former displays an additional splitting of the ty; levels into
e’g and ajg. The trigonal distortion in this system is small and thus not able alone to
significantly split the tyg into €’g and ajg; an energy gap is opened by an additional
on-site Coulomb interaction contribution.

For VI3, two different descriptions were proposed in literature: (i) a metallic ground
state, in which the aj, orbital state is fully occupied, and the doubly degenerate e’y
orbital state is half occupied (He et al., 2016; Kong et al., 2019; K. Yang et al., 2020); (ii) a
Mott-insulating ground state, in which the e’y state is fully occupied, while the a;¢ state
is unoccupied (Nguyen et al., 2021; Zhou, Pandey and Feng, 2021).

This last picture appears to be consistent with a previous experimental measure of
the optical band gap in VI3 (Kong et al., 2019; Son et al., 2019) and a recent spectroscopic
investigation (Kundu et al., 2020): indeed, no density of states at the Fermi level has
been detected. However, a firm characterization of the ground state of VI3 has not been
reached yet.
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As for Crl3, it has been proposed that a surface structural relaxation may explain the
onset of bulk ferromagnetism vs few-layers antiferromagnetism (Z. Wang et al., 2018);
conversely, it has also been argued that parallel spin states are energetically favoured
in both stacking configurations, and anyway the result strongly depends on the on-site
Coulomb energy employed in the calculations (Nguyen et al., 2021).

The above considerations demonstrate that a fair share of debate has been dealing
with the ground state properties of Crlz and VI3. A better understanding of the or-
bital occupation/arrangement would be helpful to reveal its influence on the electronic
ground state configuration; furthermore, additional insight is needed to determine to
what extent interlayer interactions affect and determine the electron configuration and
magnetic behaviour.

6.2 Sample preparation

Commercially available VI3 and Crlj crystals were mounted on sample holders in an Nj
glovebox environment; in order not to expose them to air, they were transferred in Np
atmosphere to the ultrahigh-vacuum (UHV) chamber system by means of a specifically
designed suitcase, prior to be cleaved at p = 5 x 107" mbar.

6.3 Results

The samples were measured at the APE-LE beamline of the synchrotron radiation source
Elettra (Trieste, Italy). The ARPES experiments were performed at a base pressure bet-
ter than 5 x 10719 mbar using p-polarized light (45° incidence, normal emission), unless
otherwise specified. Samples were grounded and measurements of the Fermi edge from
a polycrystalline Au foil have been used to estimate the position of the Fermi level and
help in compensating charging effects, as explained in the eponymous section.

The sample is oriented such that the analyser slit, and thus the probed momentum,
lies along the T' — K symmetry direction. In our experimental geometry, s-polarised
photons have only an in-plane component parallel to the analyser slit and hence in the
mirror plane; p-polarised photons instead have an in-plane orthogonal to the analyser
slit and hence to the mirror plane, but they also possess an out-of-plane component
which by definition lies in the mirror plane. This implies that both light polarisation
vectors have one component (in-plane for s-polarisation, out-of-plane for p-polarisation)
which is symmetric with respect to the mirror plane, so that non-zero matrix elements
are expected.

XAS measurements have been performed at the APE-HE beamline of the synchro-
tron radiation source Elettra (Trieste, Italy), in total electron yield (TEY) mode, at a base
pressure better than 5 x 10719 mbar. p-polarized light was used at 45° incidence.

6.4 Charging effects

MI; vdW crystals are semiconductors: due to the sizeable bandgap, samples exhibit
charging upon photon flux exposure. Measurements have been performed with decreas-
ing photon flux, in order to assess the charging effect on the band structure (Fig. fig. 6.3):
the resulting spectra show that, if the sample temperature is not too low, charging does
not influence the lineshape but rigidly shifts the curve towards higher BEs.

We set the minimum temperature for our measurement by noticing when charging
effects start becoming more problematic, i.e. when spectral deformation takes place.
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Figure 6.3: Angle-integrated spectra of Crl3 (hv = 80eV, T = 300K) as a
function of the aperture of the beamline slit, regulating the photon flux
impinging on the sample. Charging effects are manifest at higher fluxes
as a rigid shift of the spectrum towards lower kinetic energies. From (De
Vita et al., 2022).

Measuring at any lower temperature than 150K for VI3 and 300K for Crlz foils any
attempt of reproducibility in our case.

Since a small sample charging only affects the position of the spectrum in kinetic
energy and not its lineshape, this affects the estimation of the position of the Fermi level.
We reduced the photon fluence of the measurement until no shift is observed, as shown
in Fig. fig. 6.3. We set this experimental condition as representative of a non-charging
spectrum.

At the same time, we acquired the spectrum from a polycrystalline Au foil across the
Fermi edge: the correspondence between these two independent measurements allowed
us to properly rescale the kinetic energy scale to binding energy on the non-charging
spectrum. This acted as a reference for the evaluation of any charging effect shift of the
other spectra.

6.5 Bulk and surface bands and orbital filling

In order to assess the valence of the metal centres in the two compounds, XAS meas-
urements across the V and Cr L, 3 edges have been carried out; results are shown in
fig. 6.4.

For VI3, there are no XAS spectra in literature that we are currently aware of, so no
direct term of comparison is available; anyway, V L, 3 edges closely resemble those of
other V-based compounds with a 3+ valence state, such as V,03 (Caputo et al., 2022;
Groot et al., 1990), including the characteristic V 2p to V 3d transitions to the empty #5,
states, visible in the near-edge regions at 514eV and 522eV (fig. 6.4a). On the other
hand, the lineshape and photon energy of L3 and L, edges of Crl3 are fully consistent
with previous measurements on the same compound (Groot et al., 1990; D.-H. Kim et
al., 2019), where comparisons with theoretical simulations of Cr>* L, 3 absorption edges
based on crystal field theory show excellent agreement with experiments. The above
thus confirms the 3+ valence state of bulk VI3 and Crls.
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Figure 6.4: XAS spectrum of VI3 (a) over the V L; 3 edge (T = 150K), and
Crl3 (b) over the Cr L 3 edge (T = 300 K).

ARPES isoenergetic ky-ky maps of VI3 (T = 150K, hv = 32eV) at(c) 1.15eV
and (e) 2eV, and Crl; (T = 300K, hv = 41eV) at (d) 2.3eV and (f) 1.8¢V,
highlight the threefold symmetry of V/Cr d states and the sixfold sym-
metry of I p states. The energy in red in the top-right corner of each map
pinpoints the binding energy of the isoenergetic cut. DFT calculation of
the total energy map with contours shown as black lines for specific en-
ergies of VI3; (g) 1.15eV, (i) 2eV, and Crl3; (h) 2.3eV, (j) 1.8eV. Dashed
lines in each image represent the 2D hexagonal first Brillouin zone. The
energy in red in the top right corner of each map is the binding energy of
the isoenergetic cut.

ARPES spectra of (k) VI3 (T = 150K, hv = 32eV) and (1) Crl3 (T = 300K,
hv = 32eV) along the I'-K direction. Theoretical band structures with
FM configuration and SOC for VI3 (GGA+U, U = 2eV) and Crl3 (bare
GGA) monolayers are superimposed on experimental data. The colours
highlighting the bands represent the following components: for V/Cr d
orbital, red denotes d3,5.12, green denotes dxz and dyz, yellow denotes dxy
and dya.y2. For I p orbital, gray denotes px, magenta denotes py, blue de-
notes pz. From (De Vita et al., 2022).
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XAS spectra are intrinsically integrated over a thickness from 4 nm to 6 nm of material
(Frazer etal., 2003), and as such they do not retain information coming from the very first
layer of Crl3 and VI;3.

For this reason, the direct surface analysis and investigation of the energy and the
overall symmetry of the electronic states of VI3 and Crl3 was addressed by collecting k-
ky photoemission intensity maps at constant energy (see fig. 6.4c-f) and E vs k spectra (see
fig. 6.4k-1). Experimental results were compared to DFT calculated electronic structures,l
where the U value was changed in the range from 0eV to 3eV (De Vita et al., 2022) for
both materials, seeking the best agreement with ARPES data.

Calculations were performed for the FM configuration, i.e. the magnetic ground state
in monolayer form for VI3 and Crls, both with and without SOC. The magnetisation
direction, when SOC was included, was out-of-plane, consistently with the orientation
of the magnetic moments. We note that our ARPES data were measured above the Curie
temperature; nevertheless, a much better agreement is found with spin-polarized DFT,
rather than with non-magnetic DFT calculations. The latter would in fact result in a
metallic ground state, inconsistent with experimental results on these materials. Local
magnetic correlations may actually occur even above the Curie temperature and this is
implied by the good agreement of experimental data and spin-polarized DFT, even in
the absence of long-range magnetic ordering.

Our experimental data show the existence of a sizeable bandgap for both systems,
and allow us to evaluate the bandgap energies to be larger than 0.9 eV for VI3 and 1.35eV
for Crl3. These values have been obtained by comparing ARPES data, and in particular
the valence band maximum, to the experimentally determined Fermi level.

It is important to underline that the experimental bandgap values are lower limits
for the full bandgap, as ARPES detects occupied electron density of states (DOS) only; in
addition, the presence of small charging effects of cleaved surfaces (J. Engelhardt, Dab-
ringhaus and Wandelt, 2000; Harris and Fiasson, 1985; Wintle, 1997) cannot be excluded.
The latter are common and well-understood in ARPES measurements of insulating com-
pounds and can determine an artifactual rigid shift of the Fermi level of a few hundreds
of millielectronvolts, without further changes in the band structure. As we already men-
tioned in section 6.4, sample charging due to excessive photon fluxes can be controlled
and mitigated when necessary, so in this case it does not represent an issue.

We note that in this line of reasoning we cannot use DFT calculations for quantitative
comparison, as the underestimate of band gaps is a well-known DFT problem in treat-
ing excited states (Giuliani and Vignale, 2005b). Nevertheless, a good agreement with
previous experimental results is found, yielding a similar value obtained from optical
measurements for Crl; (J. Dillon and C. Olson, 1965) and also both from optical (Son
et al., 2019) and spectroscopic (Kundu et al., 2020) measurements for VIs.

From fig. 6.4, we note that the overall electronic structures of VI3 and Crlz show
several similarities. In fact, the 3d electronic states originating from V or Cr give rise
to similar nearly-dispersionless features in the VB, whose intensity is prominent in the
collected spectra (fig. 6.4k-1). On the other hand, the I-derived 5p orbitals are very dis-
persive and the orbital-mixing is strong for both VI3 and Crl3. The orbital character
of these bands, as inferred from DFT, shows that the SOC is crucial for explaining the
observed energy-momentum spectra.

The effect of SOC modulates the band structure involving the V/Cr d5-3;0 and I py-

ISince vdW crystals are quasi-two-dimensional systems with weak interaction along the c-axis layer stack-
ing direction, comparing experiments with theory for a single Ml3 layer is justified; therefore, calculations
have been performed on a monolayer slab under a 20 A vacuum layer. For further details on DFT methods,
see (De Vita et al., 2022).
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py orbitals at binding energies of ~ 1eV in VI3 and around 2.5eV in Crl3. Moreover, the
inclusion of SOC is relevant in closing the gap between V a;g and I p bands at I' (De Vita
etal., 2022).

Despite I p bands being fairly similar, our results show that VI3 and Crl3 behave in
a different way from the electronic point of view. To emphasize this point, we carried
out polarisation-dependent measurements on both compounds. p-polarised light has
both in-plane and out-of-plane components of the wavevector with respect to the sample
surface, whereas s-polarised light has only the in-plane component. By exploiting the
light polarisation dependence we are thus selectively sensitive to in- and out-of- plane
orbitals, as seen in fig. 6.5.
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Figure 6.5: (a) VI3 (left) and Crl;3 (right) spectra as a function of light polar-
ization (p- polarization, s-polarization, difference p-s). p-polarized light
has an out-of-plane component, while s-polarized light is completely in-
plane. The “theory” panel displays the DFT band structure; a blue colour
indicates bands with out-of-plane component, while a red colour emphas-
izes in-plane bands. (b) Angle-integrated spectra of VI3 (left) and Crl3
(right) evidencing polarization-dependent intensity of specific band fea-
tures. From (De Vita et al., 2022).

For VI3, we clearly see in fig. 6.5a that the orbitals contributing to the spectroscopic
signal at ~ 1eV are mostly out of plane, i.e. those with a, character. A value of U =2eV
is thus found to best simulate our data. Higher values o? U would shift the V aj, states
up towards the Fermi level, opening a gap between them and the I bands which is not
observed in the experiment (De Vita et al., 2022). Lower values of U, instead, would
place V dy; and dyZ orbitals at an energy of ~ 1eV, which is inconsistent with the data.

ARPES results for Crlj are in striking difference with those shown above for VIs.
First, from fig. 6.5a we deduce that bands at 2.5eV BE are ascribed to the out-of-plane
dz,oo orbitals. Second, we observe that, as soon as U values different from zero are
introduced in the DFT calculations, those orbitals move to higher BEs (De Vita et al.,
2022), a feature that is not observed by ARPES. This can be interpreted as follows. Crlj
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exhibits tpg — eg crystal-field splitting of d states; the different orbital filling of Cr3* ions
compared to V" results in a tpg level completely filled by majority electrons. The or-
bital splitting between eg and ty orbital states is sufficiently large in this case to stabilize
a fully-insulating state, even in the absence of a finite U-value within the DFT+U ap-
proach.

Another relevant difference between the two compounds is that DFT calculations
compare well with ARPES spectra, with the exception of the ajg orbital filling of VI3.
The ajq are clearly revealed as filled states by ARPES, whilst are predicted to be empty
by DFT consistently with a V3* ionic charge. On top of this, XAS results also indicate a
V3* valency of the bulk.

This peculiar behaviour is nevertheless clearly revealed by ARPES, which probes just
the topmost layer of the material, therefore including intrinsic and extrinsic surface ef-
fects like relaxation and defect-doping effects that can be responsible of the local electron
filling of the a;; band. We thus suggest that a different ground state, characterized by
a V2* orbital filling, stabilizes at the surface: it turns out that the gap between filled
and empty states observed in ARPES measurements is opened by the octahedral crystal
field, rather than that by the bulk trigonal crystal field splitting of alg and eg’ levels.
On the other hand, Crl3 does not show any evidence of a different surface electronic
environment.

In fig. 6.4c-f, we note that the constant energy AR-

PES maps for VI3 and Crls display a different sym-
metry in connection with the orbital character of the
electronic states. I 5p states display an apparent sixfold .~
symmetry, while V and Cr 3d states show a threefold <
symmetric pattern, differently from DFT results (repor-
ted in fig. 6.4g-j). The threefold symmetry of V 34 states
is highlighted also in fig. 6.6. .06 0.0 0.6

Indeed, the expected trigonal symmetry is not ne- k(A7)
cessarily reproduced in our single-layer calculations,
since the primitive cell encompasses two layers. In pre- Figure 6.6: ARPES kx —ky isoener-
vious works, it has been suggested that such a pattern ~getic map on VI3 at (hv = 80eV,
could be connected with the onset of the ferromagnetic T = 150K) at 1.15eV BE. The
ground state (Kundu et al., 2020), that breaks time- red arrows highlight the threefold

. symmetry of the V band.
reversal symmetry when VI3 undergoes the magnetic
transition. At the surface, this combines with the loss
of inversion symmetry, giving rise to a P-T symmetry-breaking system.

Our ARPES data (150K for VI3, 300K for Crl3) were collected at sample temperat-
ures well above the Curie point (Crl3: Tc o3 = 61K, VI3: T yiz = 50K), and suggest a
different interpretation with respect to the one given in (Kundu et al., 2020).

The reduction of symmetry of ARPES constant energy maps with respect to DFT res-
ults may be ascribed to surface effects, that are not accounted for in the DFT simulations
of VI3 and Crlj single-layers (i.e. not for semi-infinite crystals). However, we cannot
rule out the existence of magnetic fluctuations and their role in breaking time-reversal
symmetry.

The relevance of short-range magnetic interactions in vdW magnetic materials, in-
cluding VI3, has been pointed out by numerous studies (McGuire, Clark et al., 2017; M.
Suzuki et al., 2019; Tian et al., 2019; Zeisner, Alfonsov et al., 2019; Zeisner, Mehlawat
et al.,, 2020). Well above the Curie temperature, thermal fluctuations randomly orient
the electron spins in the valence band, but the nonmagnetic ground state can be locally
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described in terms of orbital filling of the TM states by majority electrons.

The occurrence of magnetic fluctuations above the Curie point in the absence of long-
range order is well-documented for correlated materials [39-41]; the observed narrow
bandwidth of V- and Cr-derived 3d bands hints at the importance of electron-electron
interactions as well. Furthermore, V- and Cr- projected states would be more affected by
short-range correlation effects, whilst the I contribution to the magnetic moment is neg-
ligible (He et al., 2016), leaving the symmetry of I 5p states as dictated by the structure.

The intra-layer atomic arrangement does not change even at the structural transition
that both crystals undergo at Tg cyy3 = 220 K and Tg y13 = 78 K, involving only layer stack-
ing. The comparison of calculations and surface-sensitive experimental data allows us
to conclude that the band structure is largely unaffected across the structural transitions.

6.6 Probing orbital character and dimensionality with ResPES

The use of ResPES allows to exploit the selective abrupt changes of photoionization cross
sections in order to identify the orbital contributions to the spectra. V 3d orbitals contrib-
uting to the bands at 1eV BE, and similarly Cr 34 orbitals contributing to the bands at
2.5eV BE, are resonantly enhanced when the photon energy reaches the photoionization
threshold of the V and Cr 3p core levels, respectively. In this way we experimentally
probe the atomic character of the wavefunctions contributing to ARPES intensities.

The large signal enhancement of the non-dispersing bands when the photon energy
coincides with the 3p edges (fig. 6.7a,c) is a direct signature of their V/Cr orbital nature,
and can be mapped onto the DFT orbital projection of the DOS (fig. 6.7b,d).

Photon energy dependent ARPES, such as ResPES, intrinsically also probes the k,
dispersion. The absence of dispersion of both V and Cr projected bands, highlighted by
the EDC spectra (fig. 6.7a-c, right panel), indicates that those states are “2D-like” with
negligible interlayer interaction (assuming no artifacts are introduced by rescaling the
spectra to compensate charging effects). The consistency of ARPES results with single-
layer calculations appears therefore strengthened.

The claim that electronic states in VI3 mostly show a two-dimensional nature can be
further supported by directly showing the k, band dispersion. Figure fig. 6.8 exemplifies
this point for VI3: bands are mostly flat across the probed k, range. We chose to display
the cut at k, = 0.33 A~1 in order to clearly separate the two I-derived bands around 2 eV
BE: notably, we see how the topmost band is slightly dispersing in k,, whereas the lower
one is totally flat.

Across this photon energy interval, almost the entirety of the Brillouin zone is scanned
(Fig. fig. 6.8b).

6.7 Magnetic character of VI3 by XMCD

In its ground state at low temperatures, VI3 is ferromagnetic, with magnetic moments
perpendicular to the atomic planes (Gati et al., 2019; Son et al., 2019; Tian et al., 2019).
The ferromagnetic behaviour is expected to be found even down to the monolayer limit,
similarly to what has been observed for other halides.

A legit question would be asking what is the universality class of the ferromagnetic
ordering in VI3. The ordered arrangement between neighbouring magnetic moments at
low temperature is gradually destroyed by the increasing temperature: long-range fluc-
tuations, created with a certain energy cost, are increasingly favoured by the increase
in entropy. The circumstances in which the competition between energy and entropy
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Figure 6.7: (a) ResPES in the first BZ for VI3: the colour map - left panels —
displays the momentum-integrated photoemission intensity; the resonant
EDCs — right panels — emphasise the band dispersion (or lack of) along the
measured photon energy. (b) d-orbital projection DOS of VI3; the colour
scale represents d orbital characters as follows: filled red: m = 0, filled
green: m = 1, orange: m = 3. (c-d) Same as (a-b), but for Crl;. From
(De Vita et al., 2022).
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Figure 6.8: (a) k, dispersion of the valence band structure of VI3 (kx =
0.33eV, in order to clearly discern the I-derived bands around 2eV BE).
(b) Calculated k; as a function of the photon energy scanned in our ex-
periments on VI3. Thick red lines represent the borders of Brillouin zones
along kz. We considered an inner potential of Vy = 15eV. From (De Vita
etal., 2022).
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determines the qualitative nature of the critical behaviour are determined by the dimen-
sionality of the lattice and the degrees of freedom of the spin system. Identifying in the
V magnetic moment the order parameter (and in the external magnetic field Heyt the
ordering field), it is possible to study the criticality of the material in the neighbourhood
of Tc.

At low temperatures, we were not able to directly access photoelectrons and using
Spin-ARPES to assess the spin polarisation of the electronic bands, due to sample char-
ging effects becoming too extreme below 100K. However, we can access the average
spin magnetic moment of the 3d states via XMCD.

6.7.1 Data acquisition and analysis

The measurements were performed at the XMCD endstation of the ID32 soft X-ray beam-
line at the European Synchrotron Radiation Facility (ESRF) in Grenoble. A commercial
(HQGraphene) bulk VI3 crystal was mounted on the copper ID32 special holder using
carbon tape and then cleaved in the load-lock chamber under N; pressure before being
transferred in UHYV, to expose a clean surface.

As for ARPES, since the material is extremely hygroscopic the whole sample prepar-
ation and transfer to the end-station were carried out under nitrogen inert atmosphere,
i.e. the first inside a Ny glovebox, the second using an air-tight transfer box. Meas-
urements have been performed in the 4 K-100K range in a background pressure lower
than 3 x 10719 mbar, using circular (right-hand, CR, and left-hand, CL) polarised light,
depending on the specific technique. The beam has a degree of linear polarisation of
almost 100 % and the setup has resolving power better than 5000. The signal was meas-
ured in total electron yield (TEY) mode and normalised by the intensity collected by a
gold mesh placed before the sample stage. All measurements have been performed with
an applied field Hext = 2 T unless specified otherwise (e.g. in a histeresis cycle).

Since a drift in the background is generally unavoidable, we performed XMCD meas-
urements alternating light polarisation. We acquired sets of XAS spectra at opposite po-
larisations along the scheme “CR-CL-CL-CR”, and then averaged over measurements
with the same polarisation: potential drifts are therefore cancelled out. Each set com-
prised 16 acquisitions, i.e. 4 for each light polarisation.

We calculated the XMCD by dividing spectra by the maximum of the sum of both
polarisations, and then computing the difference between CR and CL polarisations. Ex-
perimental errors on XMCD are determined by the repeatability of XAS spectra during
an experimental run. To estimate the error on the evaluation of the XMCD, we singled
out pairs of XAS curves at opposite polarisations, calculated the XMCD and obtained a
set of XMCD curves at each temperature; we then evaluated the variance of the dichro-
ism and we used that value as error of the XMCD calculated from the averaged curves.

6.7.2 Results

The VI3 XAS spectra have already discussed in previous sections: two main peaks at
515.4eV and 522.2eV are measured, corresponding to the L3 and L, edges, and the
lineshape is characterised by a multiplet structure due to crystal field and other inter-
actions, with the characteristic t2g3 transitions in the pre-edge region.

Right and left circularly polarised light generate different XAS white lines below the
Curie temperature Tc = 50K, as seen in fig. 6.9a-b, giving rise to a sizeable dichroism (in
the order of 15-20 % at the main peak of the L3 edge). The lineshape of the dichroism is
consistent with other examples in (Maganas et al., 2020; Schmitz et al., 2020; Vinai et al.,
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2020) and references therein. The dichroism decreases when the temperature increases,
and is reduced to negligible magnitude at 70K (fig. 6.9c); a small residual signal may
be expected due to the presence of Hext forcing a small magnetic moment even in the

paramagnetic phase.
/i
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Figure 6.9: Experimental XAS spectra and corresponding XMCD curves
of VI3 at the V L, 3 edges measured in the ferromagnetic (a-b) and para-
magnetic (c) phases. XAS spectra taken with left-hand and right-hand
circular polarisation are respectively in black and red, while the XMCD
signal is in blue.

We may note that the dichroism at 4 K and 40K do not display major dissimilarities.
(Gati et al., 2019) found a second ferromagnetic transition at Tc , = 36K, attributed by
NMR to the ordering of two different V sites (compared to a single V site with ordered
magnetic moments above Tc 7).

Our XMCD data do not suggest the onset of such a variance in the ferromagnetic
ordering, as the lineshape of the dichroic signal shows no qualitative difference in a
comparison between fig. 6.9a-b. Interestingly, the separation between the two trans-
itions studied in (Gati et al., 2019) disappears when an external pressure above 0.6 GPa
is applied. We conclude that the presence of a strong external magnetic field in our meas-
urements forces the system in a region of the phase space where the two transitions are
not distinct; this is also consistent with the magnetometry measurements of (Tian et al.,
2019), where a kink in the magnetisation curve disappears at Hext = 5T. We may hypo-
thesise that this correspondence between external pressure and external magnetic field
in the VI3 phase diagram emerges due to strong coupling of structural and magnetic
degrees of freedom in this material.

We also performed element-sensitive hysteresis loop at 4K at the same V edges, by
selecting the L3 edge and scanning the magnitude of the magnetic field in the range from
-3T to 3T, as shown in fig. 6.10.

At this temperature, VI3 presents a coercive field of ~ 0.6 T and a ratio of remanence
magnetisation over saturation magnetisation of ~ 90 %: this clearly indicates ferromag-
netic behaviour and ensures that a Hext = 2T field completely saturates the magnetic
moments.

As already mentioned, the XAS lineshape suggests a V3* valence state. The absolute
value of the spin magnetic moment is expected to be given by pus = g+/s(s + 1)up; the
prefactor of the Bohr magneton, determined by the Hund’s rules, is determined by the
V3* high spin s = 1 configuration, and the resulting expected value of the magnetic
moment is g = 2.84up.

The extraction of the spin magnetic moment via sum rules in light transition metals
is known to warrant additional care. The application of sum rules requires L3 and L,
edges to be pure in their 2p3/, and 2p; ,, nature, without mixing by multiplet effects,
and clearly separable (De Groot and Kotani, 2008); in general, vanadium is not an ideal
system in this regard, due to the small spin-orbit splitting and the resulting mixture of
2p3/2 and 2pq s, characters. In any case, by considering data at 4K, we obtain fig off =~
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XMCD (arb. units)

Hext (T)

Figure 6.10: Hysteresis loop of the XMCD signal on VI3 at the V Ly3

edges, at T =4K.

2.9(2)up, which is in line with theoretical predictions of a fully saturated saturated spin

magnetic moment.

The behaviour of the V spin magnetic moment as a function of the temperature across
the ferromagnetic transition may thus be computed in units of pyg, as in fig. 6.11. In the
graph, three additional curves have been drawn to represent the temperature behaviour
of the magnetisation following mean field theory (MFT), the 2D XY model and the 2D

Ising model.
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Figure 6.11: Temperature dependence of the average V3* magnetic mo-
ment in VI3 (Hext = 2T). Expected behaviour of the magnetic moment
in case of 2D Ising, 2D XY and 3D MFT universality classes are also dis-

played.

The permanence of a dichroic signal above T¢ is again attributable to the external
magnetic field, as testified also in (Tian et al., 2019), because of the additional energy
supplied to the spin system opposing the spin fluctuations induced by entropy. Be-
low T¢, where VIj is ferromagnetic, the paramagnetic contribution should be relatively

small.
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We can immediately notice that the behaviour near the critical point conflicts with
both classical mean field theory (8 = 0.5) and 2D Ising-type interaction (3 = 0.125).
A fitting of experimental data below T finds the critical exponent 8 = 0.21(2), which is
close to the 2D XY model (S. Bramwell and P. Holdsworth, 1993): VI3 seems incompatible
with isotropic 3D ferromagnetism (represented by the MFT curve) and with strict 2D
ferromagnetism with out-of-plane spins (represented by the Ising-type curve), exhibiting
instead a “hybrid” behaviour, indicative of a crossover between 2D and 3D properties.

If we compare this result with other halides, we see that a vast phenomenology in
the effect of dimensionality has been discovered.

CrBrj displays 8 = 0.37 (M. Kim et al., 2019); this means that a 2D Ising model de-
scribes this system rather poorly, whereas the anisotropic Heisenberg model (XXZ) is
much more suited. Interestingly, Tc only weakly depends on the number of layers, and
the value of 3 for a monolayer is compatible with the value obtained for bulk CrBrz (Ho
and Litster, 1969). The XXZ model has been proposed also for Crl; and CrGeTes: the
physical origin of this behaviour has been ascribed to the strength of SOC in the heavy
ligands, giving rise to a superexchange mechanism between metallic centres mediated
by I or Te (C. Xu et al., 2018). These materials thus show a more pronounced 3D beha-
viour, which has also been demonstrated by a relatively high exfoliation energy for the
standard of van der Waals crystals (Yan et al., 2019).

Conversely, FesGeTe, exhibits a strong dependence on the thickness: the critical ex-
ponent § in the range from 0.25 to 0.27 above 5nm thickness rapidly decreases and ap-
proaches 0.14(2) for a monolayer (Zaiyao et al., 2018). Another case is the XMCD study
on a CrCl3 monolayer in (Bedoya-Pinto et al., 2021), where 5 = 0.227(21) indicates that
this material can be described by the 2D XY model. VI3 seems to lay within this second
category: magnetometry measurements have also revealed that bulk VI3 approaches
criticality with 8 = 0.244(2) (Y. Liu, Abeykoon and Petrovic, 2020).

The distribution of the critical exponent 3 for 2D systems has been proven to be in
the range of 0.1 < § < 0.25 (Taroni, S. T. Bramwell and P. C. W. Holdsworth, 2008).
Given this context, we may ascertain that VI3 displays strong 2D character; VI3 belongs
therefore to the universality class of 2D systems with easy-plane anisotropy (spin di-
mensionality n = 2), and in particular a strong out-of-plane anisotropy giving rise to a
magnetic moment along the c axis, exemplified by a 2D XY model. The strong electron
confinement on 2D planes even in the bulk crystal is already suggested by the presence
of an on-site Coulomb energy correction in DFT calculations (section 6.5), hinting at rel-
evant electronic correlations within layers.

6.8 Closing remarks

In the previous sections, we characterised the ground state electronic structure of Crl3
and VI3: based on the excellent agreement between photoemission data (angle-resolved,
light polarisation-dependent and resonant) and DFT-calculated band dispersion and
orbital-resolved density of states, we give evidence of how substantially different can
be the orbital configuration of magnetic trihalides for different TM ions.

We observe that Crlz shows a three-fold tyg orbital degeneracy with a wide bandgap
opening between majority spin eg and tp, states, whilst VI3 shows a Mott-insulator-like
ground state with (filled) e’g - (empty) aj¢ orbital splitting and a narrower bandgap.

Single-layer band structure calculations compare well with ARPES spectra, suggest-
ing a reduced importance of interlayer electronic interactions in determining the stable
ground state configuration, including between the surface layer and the bulk. Moreover,



comparison of surface-sensitive (ARPES) and bulk-sensitive (XAS) measurements in VI3
supports the occupancy of the ajq state at the surface of VIs.

This fact is interpreted in view of the stabilisation of a different ground state at the
surface, characterised by an unconventional V2* valence state and an occupied ajg band,
at variance with the V°* bulk valency. This suggests that that ground state electronic
properties, and orbital filling in particular, are strongly influenced by dimensionality
effects.

Said dimensionality effects clearly emerge also when looking at the magnetic degrees
of freedom. Element-sensitive XMCD reveal ferromagnetic order on V up to the Curie
temperature, without evidence of a second ferromagnetic transition due to the constraint
of Hext; the behaviour near criticality, suggestive of a universality class with n = 2 char-
acter, points at a crossover from 3D to 2D properties, differently from Crl3. We may
suggest this variation comes from a higher orbital confinement, resulting in increased
on-site electron-electron correlations as postulated by DFT calculations.

Future research in ultrathin films or nanoparticles of MI; van der Waals materials,
with variable surface to bulk ratios, should carefully explore the effective ionic configur-
ations that determine their electronic properties. Pushing towards the monolayer limit
may attain a crossover to Ising-type (uniaxial anisotropy) behaviour, which would be
crucial for heterostructure engineering and related potential functionalities.



Conclusions and future directions

Objectives

In this thesis I explored the properties of systems exhibiting ferromagnetic behaviour
and ideally aimed at novel functionalities to enhance speed and efficiency of modern
devices. I focused on the characterisation of their electronic properties with resolution to
the spin degree of freedom, in order to access the information retained by band electrons.

Case studies and results

The systems of choice were Fe(001)-p(1x1)O/MgO , EuSnyP; and MI3 (M = Cr,V), by
virtue of their differences in dimensionality. I employed a wide number of experimental
techniques to directly access electron states and investigate their spin. The main spectro-
scopic method that I adopted was ARPES, a powerful technique to assess the dispersion
of the valence band. Combining ARPES with other spectroscopies based on core-level
absorption (XAS, XMCD) and/or spin (Spin-ARPES) or time (TR-polarimetry) resolu-
tion allowed for a diversified characterisation, always grounded on the structure of elec-
tronic bands.

ARPES measurements determined the structure of the near-Fermi region of the va-
lence band in Fe(001)-p(1x1)O/MgO . This information has been used to identify the
electronic states that are accessed by threshold photons (hv = 4.8 eV), which revealed
a high (57(5) %) spin polarisation. I was able to access the in-band spin polarisation of
bulk states, unaffected by the surface: indeed, threshold photoemission selects very low
energy photoelectrons with long mean free path and low scattering probability from a
specific region in the Brillouin zone.

Employing the same threshold photons as probe, I studied the ultrashort response of
this spin polarisation signal when the system is brought out of equilibrium by an 800 nm
ultrashort laser pulse: I found that the quenching of the spin polarisation is driven by the
energy exchange between the electron and spin reservoirs leading to phonon-mediated
electron scattering, whereas carriers redistribution and superdiffusive spin currents play
aminor role. The low pump fluence allowed to study a regime where there is no collapse
of the exchange splitting, and the dynamics of the spin polarisation is instead dominated
by Elliot-Yafet-type spin-flip scattering; by means of a microscopic model, I extracted the
quantities governing this process and found good consistency with expected results.

ARPES spectra were also the first ingredient in revealing the termination-dependent
behaviour of electronic states in EuSn,P; : I found that only the P-terminated surface
hosts linearly-dispersing bands, which are well-separated from the localised Eu 4f elec-
trons. The magnetic ordering in EuSn,P, below the Néel temperature is completely
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Eu-derived, with in-plane magnetic moments and antiferromagnetic coupling between
layers, as revealed by XMCD and Spin-ARPES. A direct assessment of the spin polar-
isation of the P-derived surface states finds opposite sign of the spin polarisation at op-
posite k-space points; this behaviour is independent of the temperature, confirming their
topological nature due to spin-momentum locking arguments.

In MI3 , the characterisation of the valence band by ARPES pinpoints the key dif-
ferences in band ordering and correlation degree between the transition metals (V or
Cr): Crlj tyg states are threefold-degenerate with a wide bandgap, whereas VI3 shows
a Mott insulating state with an e’g-aj, orbital splitting. I also located an unorthodox
V2* valence state at the surface of VI3, thanks to resonant photoemission confirming the
orbital character of the valence band maximum. A further inquiry on the V magnetic
moment in VI3 by XMCD below the Curie temperature and near criticality suggests that
this material belongs to the universality class n = 2, i.e. displays a strong 2D character, at
variance with Crls.

Significance

Environments with reduced dimensionality are a thriving and ever-expanding topic due
to their potential in technological applications. Modern devices based on CMOS logic
have reached a degree of miniaturisation to the point that effects of surface and dimen-
sionality on stability, efficiency and energy consumption cannot be ignored.

Rather than trying to mitigate these effects, an exploration of the role of electron spa-
tial confinement marks a change in paradigm. As a matter of fact, research is pushing to-
wards alternative solutions; new quantum phenomena are already being exploited (see
the Introduction and the literature therein cited); magnetism in its more unconventional
forms is being harnessed for giving rise to novel properties.

For these reasons, the focus of any work that aims at a buildup of a new standard
in magnetic storage and computation should fully embrace the shift away from pure 3D
properties by deliberately tackling systems with D < 3. My research fits well in the need
for an in-depth investigation of materials with different degree of spatial confinement,
thanks to their potential technological relevance. The renowned motto “There’s plenty
of room at the bottom” by Richard Feynman can easily be adapted in view of the search
for applications not only at a reduced size, but also at reduced dimensionality.

Outlook

What can we imagine about future advances in this field of research, starting from the
work of this thesis?

The exciting perspective of axion physics in solid state physics should trigger the
passage of materials such as EuSn, P, to the testing ground of device fabrication. Within
thir peculiar name is hidden the true strength of these systems. The name axion, from a
popular detergent in the US during the 1950s, has been given by E. Wilczek to the hypo-
thetical particle “since they clean up a problem with axial current.?” Much like modern
commercial detergents, axion insulators exhibit “3 in 1” functionalities, thanks to the in-
terplay between magnetism, topology and spin-orbit coupling. The key challenge in this
case would be twofold, to achieve control on these properties and discern their different
contributions to e.g. spin-to-charge current conversion or magnetoelectric effects.

In terms of applications of van der Waals materials, the drive towards the monolayer
limit implies many future possibilities offered to technological applications. Not only

2F. A. Wilczek, Asymptotic Freedom: From Paradox to Paradigm (2004).
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in 2D can we induce a phenomenology unheard of in the 3D world; the combination
of different 2D layers with different properties may create unique physical effects. 2D
materials are effectively powerful building blocks whose versatility calls for channel-
ing their properties for heterostructures. Curiously enough, the fop-down approach in
characterising 2D materials should be replaced with a bottom-up method back to 3D-like
structures, but with engineered properties directly inherited from the 2D nature of their
constituent “Lego bricks”.

Lastly, we can certainly forecast a fruitful development in the time-resolved depart-
ment. Any study looking for solutions in magnetic storage should emphasise the role
of electron dynamics and the interactions of energy reservoirs in determining transient
states and the following relaxation to the ground state. Studying the ultrafast response
to excitations in a pump-probe framework constituted a part of my work on Fe(001)-
p(1x1)O/MgO ; this characterisation should hopefully be extended to the other systems
presented here, as well as to those parent compounds that exhibit increased dimension-
ality effects.

All in all, many technical and conceptual challenges are waiting in line before the
full integration in a device of the systems and physical phenomena presented in this
thesis. However, the countless possibilities that are offered by moving towards the 2D
limit will at some point permit us to circumvent those obstacles; in the end, the desire
for exploring the plethora of novel effects and functionalities is the only true limit posed
ahead of us.
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