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Abstract
Purpose  This study evaluates the efficacy of two advanced Large Language Models (LLMs), OpenAI’s ChatGPT 4 and 
Google’s Gemini Advanced, in providing treatment recommendations for head and neck oncology cases. The aim is to assess 
their utility in supporting multidisciplinary oncological evaluations and decision-making processes.
Methods  This comparative analysis examined the responses of ChatGPT 4 and Gemini Advanced to five hypothetical cases 
of head and neck cancer, each representing a different anatomical subsite. The responses were evaluated against the latest 
National Comprehensive Cancer Network (NCCN) guidelines by two blinded panels using the total disagreement score (TDS) 
and the artificial intelligence performance instrument (AIPI). Statistical assessments were performed using the Wilcoxon 
signed-rank test and the Friedman test.
Results  Both LLMs produced relevant treatment recommendations with ChatGPT 4 generally outperforming Gemini 
Advanced regarding adherence to guidelines and comprehensive treatment planning. ChatGPT 4 showed higher AIPI scores 
(median 3 [2–4]) compared to Gemini Advanced (median 2 [2–3]), indicating better overall performance. Notably, incon-
sistencies were observed in the management of induction chemotherapy and surgical decisions, such as neck dissection.
Conclusions  While both LLMs demonstrated the potential to aid in the multidisciplinary management of head and neck 
oncology, discrepancies in certain critical areas highlight the need for further refinement. The study supports the growing 
role of AI in enhancing clinical decision-making but also emphasizes the necessity for continuous updates and validation 
against current clinical standards to integrate AI into healthcare practices fully.
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carcinoma · Nasopharyngeal carcinoma · Parotid carcinoma · Oncological diagnosis · Computer-assisted diagnosis · 
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Introduction

Artificial intelligence is in a continual state of flux. Large 
language models, or LLMs, represent some of the pioneer-
ing technologies designed to change how we interact with 
information from different domains [1]. OpenAI’s ChatGPT 

4 and Google’s Gemini Advanced are two LLMs that dem-
onstrate enormous progress in the area of understanding and 
generating human-like text and are at the focus of this com-
parative study, which aims to evaluate these LLMs’ potential 
as proxies for a multi-domain evaluation in head and neck 
oncology [2, 3]. Head and neck cancer represents different 
entities with unique classification and diagnostic criteria. 
Due to the anatomic diversity, a multi-disciplinary approach 
to treatment is essential for all patients. Such an approach 
implies that the experts in various fields work together on a 
given case. However, the integration of LLMs like ChatGPT 
4 and Gemini Advanced gives a new, unexplored avenue 
of how AI can be used to simplify the integration pro-
cess, potentially enhancing diagnostic accuracy, treatment 
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planning, and patient outcomes [4–6]. In this context, the 
recent appearance of a third LLM, Gemini, showcases grow-
ing researchers’ interest in how different training routines 
can impact the quality of LLMs results during medical case 
analysis. Considering the various factors that may affect 
the outcomes, it is important to determine whether LLMs 
are alike or vice versa worse for certain cases, including 
difficult-to-diagnose oncological cases. The principal aim 
of the study is to evaluate the accuracy and relevance of the 
information obtained from LLMs deployment in multidis-
ciplinary oncology cases. By providing them with five dif-
ferent oncology cases from various head and neck subsites 
for a study and comparing their results with the most recent 
subsites guidelines, it is possible to understand the LLM’s 
limitations and opportunities. It is expected that this inter-
vention will help to understand the benefits and drawbacks 
of LLMs deployment in multidisciplinary oncology cases 
and improve the patient treatments in this field.

Methods

Setting

This study was conceived as a multidisciplinary special-
ist evaluation of two different LLM treatment suggestions 
for five different anatomical locations of locoregionally 
advanced head and neck epithelial malignancies.

This study did not involve human participants, clinical 
data, or biological material. Therefore, it did not require 
institutional research ethics committee evaluation.

Two authors (AL and GP) prepared five textual clinical 
cases. These five Clinical Vignettes were redacted based 
on real-world cases, though demographics were altered to 
ensure anonymity. Each case provided an exhaustive clinical 
narrative, including patient history, surgical pathology diag-
nosis, clinical evaluation, imaging examination description, 
and clinical tumor staging. The five cases were designed to 
provide a general overview of LLM knowledge in different 
anatomical head and neck subsites (oral cavity, larynx, oro-
pharynx, nasopharynx, salivary glands) presenting advanced 
epithelial malignancies (four squamous cell carcinoma, and 
one poorly differentiated carcinoma).

The five cases were submitted on February 29 to Chat-
GPT 4 (available at https://​openai.​com/​blog/​chatg​pt from 
OpenAI, San Francisco, California, US) and Gemini 
Advanced (available at https://​gemini.​google.​com/ from 
Alphabet Inc., Mountain View, California, US). Identical 
prompts (reported in Supplementary Material 1) were used 
for both chatbots, requesting them to act as the senior head 
and neck oncologist, chairing an imaginary multidisciplinary 
oncological group:

“Pretend you are the senior head and neck oncolo-
gist, chairing the multidisciplinary oncological 
group, which is deciding the best treatment for each 
patient with a new oncological diagnosis. Which 
treatment would you suggest for the patient thereafter 
described?”

Each request was entered individually, in a new dialog 
box and in incognito mode.

Analysis

The responses generated by each LLM were collected in a 
Google Documents file (Alphabet Inc., Mountain View, Cal-
ifornia, US) and sent to two different evaluation panels. Each 
panel comprised an otolaryngologist and a maxillofacial 
surgeon. Panel members were informed that the responses 
they received were AI-generated by two different LLMs, yet 
they were blinded to the specific LLM responsible for each 
response. Each panel was assigned a third member to solve 
disagreements in rating. All raters were instructed to rate 
the treatment plan proposed according to the latest guide-
lines issued by the National Comprehensive Cancer Network 
(NCCN Clinical Practice Guidelines in Oncology for Head 
and Neck Cancers, version 3.2024), avoiding any personal 
deviation from the aforementioned guidelines, whether sup-
ported or not by newer literature.

The first panel (AMS, FA, and AM for disagreements) 
was tasked to rate LLM answers via the total disagreement 
score (TDS) system for LLM medical content [4]. The TDS 
system rates LLM answers on a scale ranging from 0 (com-
plete agreement) to 12 (complete disagreement) resulting 
from the partial scores from 0 (no disagreement) to 3 (major 
disagreement) across four domains: diagnosis, medical man-
agement, surgical treatment, and other concerns.

The second panel (PBR, LAV, and JRL for disagree-
ments) was tasked to rate LLM answers via the Quality 
Assessment of Medical Artificial Intelligence (QAMAI) for 
LLM medical content [7]. This instrument requires indicat-
ing the level of agreement with the LLM answer from 1 
(strongly disagree) to 5 (strongly agree) across six domains: 
accuracy, clarity, relevance, completeness, provision of 
sources, and usefulness.

Each panel was instructed to agree on a single TDS score 
for each question and provide a single QAMAI evaluation 
for each domain and each answer. TDS and QAMAI scores 
were collected in a Google Sheets file (Alphabet Inc., Moun-
tain View, California, US) and subsequently reassigned to 
the respective LLM after evaluation for synthesis and sta-
tistical analysis.

https://openai.com/blog/chatgpt
https://gemini.google.com/
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Statistics

All statistical tests were performed using SPSS Statistics 28 
(IBM Corp., Armonk, New York, US).

TDS and domain related QAMAI scores for each domain 
and case were considered non-parametric data. Therefore, 
median and interquartile range (IQR) (reported as median 
[IQR]) were used as descriptive statistics for continuous 
data.

TDSs and QAMAI domain-specific scores from ChatGPT 
4 and Gemini for each case were compared with a Wilcoxon 
signed-rank test.

QAMAI domain-specific scores for each case (i.e., for 
each anatomical subsite) were compared separately via 
Friedman test for ChatGPT 4 and Gemini answers. Pairwise 
comparisons between anatomical subsites’ performances 
were adjusted via Bonferroni correction. p values lower than 
0.05 were considered statistically significant.

Results

The responses generated by the two LLMs were reported 
following the prompt in Online Resource 1 (prompts in bold, 
ChatGPT 4 replies in regular text, Gemini Advanced replies 
in italics).

Both LLMs responded pertinently to the prompts, often 
acknowledging their intrinsic limitations as AIs. In every 
instance, both ChatGPT and Gemini delivered a thorough 
analysis of the presented cases, considering not only the 
primary oncological treatment but also addressing patient 
support and encouraging the virtual multidisciplinary tumor 
board to address patients’ desiderata.

The TDSs and domain specific QAMAI scores for each 
case and for each LLM are reported in Table 1.

The evaluators’ notes highlighted that the most common 
critique for both LLMs was the inconsistent use of induc-
tion chemotherapy, which was inappropriately suggested for 
the oral cavity and mentioned as a potential addition for the 

oro- and nasopharynx. Additionally, the issue of neck dis-
section was frequently noted. Neither LLM recommended 
a neck dissection for the surgical treatment of locoregion-
ally advanced laryngeal squamous cell carcinoma (SCC), 
whereas ChatGPT suggested a selective neck dissection 
(SND) for a poorly differentiated carcinoma of the salivary 
glands with confirmed lymph node involvement. Conversely, 
Gemini was more likely to refrain from proposing a specific 
treatment after discussing the case (2 out of 5 instances).

Total disagreement score

The TDS showed a slightly worse agreement towards Chat-
GPT 4 answers than Gemini (TDS 3 [2, 3] vs. 2 [0–3]), 
though this difference did not reach statistical significance 
(Wilcoxon test p 0.285). The oropharynx was the sub-
site consistently associated with the lowest disagreement, 
while the larynx showed the worst results in terms of TDS. 
Remarkably, Gemini generated two responses that received 
a 0 TDS (oropharynx and salivary glands), while at the same 
time generating the worse reply (larynx). In contrast, Chat-
GPT's TDS scores were more consistent, typically ranging 
from 2 to 3 across all subsites.

Quality assessment of medical artificial intelligence

The AIPI-based comparison between the two LLM perfor-
mances showed overall better results across all domains for 
ChatGPT (QAMAI 3 [2–4] vs QAMAI 2 [2, 3] for Gemini, 
Wilcoxon test p 0.004). Using references emerged as the 
lowest-scoring domain for both LLMs, consistently achiev-
ing a score of 1. In contrast, clarity was the highest-scoring 
domain for both models, with most scores falling between 
3 and 4. Notably, the only instance of perfect agreement 
(5/5) occurred in the salivary glands case, with the response 
provided by ChatGPT.

When assessing the performances across individual ana-
tomical subsites, ChatGPT showed a higher degree of vari-
ability. It achieved high agreement for the oropharynx and 

Table 1   TDS and AIPI domain-specific scores for each LLM and answer

Acc accuracy, QAMAI Quality Assessment of Medical Artificial Intelligence, Cla clarity, Com completeness, PCD poorly differentiated carci-
noma, Rel relevance, Ref reference, SCC squamous cell carcinoma, TDS total disagreement score, Use usefulness

ChatGPT 4 Gemini Advanced

TDS QAMAI TDS QAMAI

Acc Cla Rel Com Ref Use Acc Cla Rel Com Ref Use

Case 1—oral cavity SCC 3 3 3 4 3 1 3 3 3 4 2 1 1 2
Case 2—larynx SCC 3 3 4 3 2 1 2 4 2 3 2 2 1 2
Case 3—oropharynx SCC 2 4 4 4 4 1 4 0 3 4 3 3 1 3
Case 4—nasopharynx SCC 2 2 3 2 2 1 2 2 3 4 2 2 1 2
Case 5—salivary gland PDC 3 4 5 4 4 1 4 0 3 4 3 2 1 2
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salivary glands (respectively QAMAI 4 [1–4] and QAMAI 
4 [1–5], while the nasopharynx scored the lowest (QAMAI 
2 [1–3]). In contrast, Gemini demonstrated more consistent 
outcomes, with scores consistently ranging between 2 and 3 
across all sites, and the oropharynx being its best-managed 
case. Upon conducting the Friedman test to compare AIPI 
scores across different anatomical subsites for each LLM, 
the results indicated statistically significant differences 
between ChatGPT (p 0.002) and Gemini (p 0.028). However, 
after applying the Bonferroni correction for multiple com-
parisons, the only significant pairwise difference remained 
between ChatGPT's performance on the nasopharynx and 
salivary glands cases.

Discussion

The evolving role of LLMs in the medical field has gen-
erated increasing interest within the scientific community, 
making the exploration of their potential applications and 
limitations crucial [1, 8].

Although many studies on the application of AI in the 
field of otolaryngology are already present in the literature 
[4, 9, 10], it is only recently that a limited number of articles 
have begun to emerge, comparing the capabilities of various 
LLMs in this specific medical domain [4].

To the best of the authors’ knowledge, this study repre-
sents the first endeavor in the otolaryngology field to directly 
compare the capabilities of two advanced LLMs—ChatGPT 
4 and Gemini Advanced—specifically within the special-
ized domain of head and neck oncology. The assessment of 
clinical case with Gemini is its primary strength because 
no previous study assessed Gemini in the otolaryngology 
field. Accordingly, our investigation constitutes a pioneering 
contribution to the ongoing shift in the scientific paradigm, 
which positions artificial intelligence as a key player in the 
future of medicine [11].

This study stands out due to its comparative analysis of 
the LLMs and as one of the initial attempts to employ exter-
nally validated assessment tools specifically crafted for the 
otolaryngology field [12]. The choice of using two different 
assessment quality tools to evaluate LLMs’ performances, 
was based on the subtle difference between the aspects the 
tools investigate. More specifically, while the TDS score 
focuses on the clinical approach evaluation, the QAMAI 
score gives a broader and general assessment of the sani-
tary information provided, without exploring further clinical 
aspects (i.e., diagnosis, treatment etc.).

By incorporating such validated instruments, we could 
identify subtle differences in the responses provided by 
the models. This method facilitated a detailed examination 
of the LLMs’ outputs, underlying their potential benefits 
and limitations in handling complex oncological scenarios. 

Given the rapidly increasing volume of literature on LLMs, 
using a standardized assessment tool for evaluating outcomes 
could streamline the comparison process across different stud-
ies, enhancing the consistency and reliability of findings in this 
burgeoning area of research. For instance, while Gemini showed 
a slightly better agreement in the TDS, indicating a marginal 
preference for its answers, ChatGPT outperformed Gemini in 
the AIPI scores across several domains. This discrepancy under-
scores the complexity of evaluating AI in healthcare, where dif-
ferent metrics can reveal varied aspects of performance.

The results of our investigation indicate that the LLMs 
demonstrated commendable performance overall; how-
ever, neither achieved optimal outcomes. This shortfall was 
particularly pronounced in their management of induction 
chemotherapy—a therapeutic modality that is both contro-
versial and complex. Notably, both LLMs exhibited incon-
sistencies in the application of this treatment. Specifically, 
ChatGPT incorrectly recommended induction chemother-
apy for cases involving the oral cavity, while Gemini occa-
sionally failed to include specific treatment recommenda-
tions. Moreover, the failure to recommend SND in cases of 
advanced laryngeal SCC highlights a significant deficiency 
in adherence to established clinical guidelines. This sug-
gests that although these models possess access to exten-
sive data repositories, their capability to apply this infor-
mation in specialized clinical scenarios precisely remains 
underdeveloped.

Nevertheless, the models excelled in prioritizing the prin-
ciples of multidisciplinary team discussions and aligning 
treatment plans with patient preferences. They skillfully 
incorporated considerations for patient support, endorsing 
a holistic approach to treatment planning that mirrors the 
patient-centric model increasingly advocated in contem-
porary clinical practice. This adept integration of diverse 
therapeutic aspects into their recommendations is notable 
and demonstrates the potential utility of LLMs in facilitating 
comprehensive care strategies.

Furthermore, the models maintained a robust perfor-
mance in analyzing patient risk factors, elucidating tumor 
staging and its implications, thereby providing an objec-
tive general assessment of the clinical cases presented. The 
clinical management and therapeutic strategies suggested 
were largely pertinent and following the NCCN guidelines. 
Comparatively, the performance on these oncological topics 
was superior to that on more specialized subjects—such as 
odontogenic sinusitis—where the LLM responses revealed a 
broader spectrum of weaknesses, highlighting several limita-
tions and discrepancies in their outputs [4].

This underscores the critical importance of context, spe-
cialization, and the presence of updated and explicit guide-
lines when evaluating the efficacy of AI in medicine. The 
observed limitations, such as the consistent error regard-
ing induction chemotherapy and the nuanced oversight 
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concerning specialized procedures like neck dissection, 
delineate specific areas where LLMs necessitate further 
refinement. These discrepancies likely arise from the rapidly 
evolving landscape of medical protocols and the inherent 
complexities within the field of oncology, where nuanced 
judgments are frequently essential. The particularity of 
oncology, characterized by its detailed protocols and swiftly 
changing guidelines, poses a substantial challenge for LLMs. 
This highlights the imperative need for continual updates 
and rigorous validation of these models against the prevail-
ing clinical standards to ensure their relevance and reliability 
in clinical decision-making.

This preliminary study is subject to certain limitations, 
primarily associated with the small scale of the analysis, 
which included only a limited number of cases selected 
based on uniformity criteria. An examination of a broader 
range of clinical scenarios and a larger dataset would poten-
tially provide a more comprehensive understanding of the 
response patterns exhibited by the LLMs. Focusing future 
research on a single anatomical region within the head and 
neck may enable the models to handle more cases involv-
ing the same oncological pathology, despite variations in 
clinical presentation and staging. This approach could help 
elucidate the underlying reasons for the models' weaknesses 
and illuminate their strengths more effectively.

Another limitation pertains to the evaluation methodolo-
gies employed to assess AI responses. The assessment tools 
used in this research have not been formally validated as 
a benchmark for comparison. This introduces significant 
uncertainties in their effectiveness and reliability as instru-
ments for measuring AI performance in medical contexts. 
As the integration of AI into healthcare progresses, the 
development and validation of standardized tools that can 
accurately and reliably assess AI outputs become critical. 
Moreover, the absence of validated methods means results 
could vary significantly with different evaluation tools, lead-
ing to inconsistencies in how AI technologies are evaluated. 
This variability could influence the adoption and trust in 
AI systems within the medical community. Thus, further 
research is needed to establish standardized, reproducible 
methods for AI evaluation, ensuring that these technologies 
can be reliably integrated into clinical practice to improve 
patient care outcomes.

A further limitation of this study is the methodology 
employed in the interaction with AI models, specifically regard-
ing submitting prompts and evaluating responses. In our analy-
sis, each prompt was submitted to each AI model, and only the 
initial response was considered for evaluation. This approach 
may not adequately capture the variability and adaptability 
inherent in AI responses. AI systems, especially those under-
pinned by machine learning technologies, can produce divergent 
outputs contingent upon minor variations in input or changes 
in their internal state over time. Evaluating multiple responses 

to the same prompt could yield a more thorough appraisal of 
an AI's consistency and reliability. This method would enable 
researchers to more accurately gauge the spectrum of possible 
responses an AI might generate and the likelihood of it yielding 
an optimal or suboptimal outcome.

Furthermore, it would facilitate the identification of pat-
terns of consistency or randomness in AI responses, which 
are pivotal for establishing trust in AI within clinical deci-
sion-making processes. It may also prove advantageous to 
investigate how variations in the phrasing of identical medi-
cal scenarios affect AI performance. In this regard, the lack 
of information about hyper parameter of Gemini and GPT 
is an additional limitation because they work as black box. 
Such inquiry could elucidate the sensitivity of AI models to 
specific keywords or linguistic structures, a factor of para-
mount importance in medical settings where precise termi-
nology and detail are essential. Incorporating these meth-
odologies into future studies could markedly enhance our 
comprehension of AI behavior in clinical contexts, thereby 
fostering a more robust integration of AI tools in medical 
practice. These studies would assess the reproducibility of 
AI responses and aid in developing guidelines for the effi-
cacious utilization of AI in healthcare, ensuring that AI-
supported decisions are reliable and clinically pertinent.

Conclusion

In conclusion, the study highlights to the vital but intri-
cate role of large language models such as ChatGPT 4 
and Gemini Advanced in otolaryngology, particularly in 
head and neck oncology. Despite their robust capability 
to enable the integration of multidisciplinary care aspects 
and adhere to the treatment principles of patient-centered 
care, both models have substantial weaknesses regarding 
absolute adherence to the clinical guidelines. These weak-
nesses are evident in the induction chemotherapy and neck 
dissection cases, and they prove the importance of relentless 
updating and thorough validation of LLMs to parallel the 
ever-changing practicability standards. On this note, LLMs 
appear promising in the improvement of decision-making 
in healthcare practice, and although their use is warranted, 
it must be approached with caution because they lack some 
key competencies, and as earlier suggested, it must be under 
the guidance of conventional clinical expertise.
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