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Abstract

In this perspective we show that semiclassical methods provide a rigorous hierar-

chical way to study the vibrational spectroscopy and kinetics of complex molecular

systems. The time averaged approach to spectroscopy and the semiclassical transition

state theory for kinetics, which have been first adopted and then further developed in

our group, provide accurate quantum results on rigorous physical grounds and can be

applied even when dealing with a large number of degrees of freedom. In spectroscopy,

the multiple coherent, divide-and-conquer, and adiabatically switched semiclassical ap-

proaches have practically permitted to overcome issues related to the convergence of

results. In this perspective we demonstrate the possibility to study the semiclassical

vibrational spectroscopy of a molecule adsorbed on an anatase (101) surface, a sys-

tem made of 51 atoms. In kinetics, the semiclassical transition state theory is able to
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account for anharmonicity and the coupling between the reactive and bound modes.

Our group has developed this technique for practical applications involving the study of

phenomena like kinetic isotope effect, heavy atom tunneling, and elusive conformer life-

times. Here, we show that our multidimensional anharmonic quantum approach is able

to tackle on-the-fly the thermal kinetic rate constant of a 135 degree-of-freedom system.

Overall, semiclassical methods open up the possibility to describe at the quantum me-

chanical level systems characterized by hundreds of degrees of freedom leading to the

accurate spectroscopic and kinetic description of biomolecules and complex molecular

systems.

Trying to summarize one of the key points reported by William H. Miller in his 2005 PNAS

perspective “Quantum dynamics of complex molecular systems”,1 the ultimate goal of semi-

classical (SC) dynamics is to get a quantum mechanical description of large dimensional (or

complex) systems by exploiting the large-scale feasibilty of classical molecular dynamics sim-

ulations. The need for SC dynamics methods was invoked because pure quantum simulations

were (and still are) computationally affordable only for small molecules. However, there are

instances in which quantum effects are expected to be sizable also for large molecular systems

including materials and biochemicals. In his perspective, Miller also suggested that the way

to reach the goal was to make SC theory and calculations practical to be interfaced with

classical molecular dynamics. In the wake of such a suggestion, in the last 20 years semi-

classical dynamics has been developed both theoretically2–11 and practically12–18 to make it

suitable to tackle different kinds of research topics including spectroscopy of gas-phase and

solvated systems,19–25 kinetics,26–30 and wavefunction calculations.31–33

In this perspective we describe semiclassical spectroscopy and kinetics giving an overview

of recent accomplishments in our group. We point out the advances achieved with reference

to Miller’s perspective, and demonstrate the effectiveness of semiclassical techniques. We

also suggest a few steps we think should be taken next in the field.

We start our perspective from spectroscopy, and, specifically, we focus on vibrational spec-
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troscopy. Vibrational spectroscopy is a quantum mechanical topic related to light-induced

or light-stimulated transitions between vibrational energy levels. Several quantum mechan-

ical approaches have been developed to perform spectroscopy simulations. They can be

divided into two groups, depending on if they rely on a time-independent approach or a time-

dependent one. Without expectation of being exhaustive and with no aim of giving a review

of the many studies in theoretical vibrational spectroscopy, we mention the vibrational config-

uration interaction (VCI) method34–36 and the second-order vibrational perturbation theory

(VPT2)37,38 as examples of time-independent approaches. A time-dependent approach to

spectroscopy relies on appropriate correlation functions, as described by Heller discussing

semiclassical spectroscopy.39 Besides semiclassical spectroscopy, other time-dependent ap-

proaches include the multi configuration time dependent Hartree method (MCTDH),40,41

ring-polymer (RPMD)42 and centroid (CMD)43 molecular dynamics, quasi-classical (trajec-

tory) molecular dynamics (QCT)44 and classical molecular dynamics,45,46 even though the

last two are classical in nature, and they are not able to account for quantum dynamical

effects.

The quantity which is straightforward to calculate by means of semiclassical spectroscopy

is the quantum density of vibrational states (I(E), E being the vibrational energy). This

is obtained as the Fourier transform of the survival amplitude of an arbitrary quantum

wavepacket |Ψ⟩

I(E) =
1

2πℏ

∫
eiEt/ℏ⟨Ψ(0)|Ψ(t)⟩ dt. (1)

Eq.(1) defines the power spectrum, which provides the set of all vibrational eigenvalues on

an absolute scale. The quantum propagation in Eq.(1) can be approximated semiclassically

by means of the Herman-Kluk propagator leading to well-known convergence issues (i.e. the

so-called sign problem). The problem was largely overcome by means of the time average

technique introduced by Kaledin and Miller in 200347 owing to the positive-definite integrand

in their formulation, i.e.
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I(E) =
1

(2πℏ)F

∫
dp0dq0

1

2πℏT

∣∣∣∣∫ T

0

dt ei[St(p0,q0)+Et+ϕ(p0,q0)]/ℏ⟨Ψ|pt,qt⟩
∣∣∣∣2 . (2)

In Eq.2 all quantities are obtained from classical trajectory dynamics started with initial

momenta p0 and positions q0. Specifically, F indicates the number of vibrational degrees of

freedom, S(p0,q0) is the classical action, ϕ(p0,q0) is the phase of the Herman-Kluk prefactor,

and |pt,qt⟩ is a coherent state evaluated at time t. The phase of the Herman-Kluk prefactor

ϕ(p0,q0) is related to the classical stability matrix and defined as

ϕ(p0,q0) = phase

[√∣∣∣∣12
(
∂qt

∂q0

+ Γ−1 ∂pt

∂p0

Γ− iℏ
∂qt

∂p0

Γ+
i

ℏ
Γ−1 ∂pt

∂q0

)∣∣∣∣
]
, (3)

where Γ is commonly a diagonal width matrix with elements equal to the harmonic fre-

quencies of vibration. Kaledin and Miller were able to calculate the vibrational levels and

power spectra of small molecules, like water and methane, by means of Eq.(2). Despite the

advances obtained with such an approach, further progress was needed to deal with more

complex systems. There were three major issues to be faced: i) a spectroscopically accurate

analytical potential energy surface (PES) on which to perform the dynamics is generally

not available for large molecular systems, so one has to employ the more computationally

intensive ab initio molecular dynamics. The consequence is that just a handful of trajecto-

ries can be evolved and they should be tailored in a way to reproduce the results of a fully

converged calculation as accurately as possible; ii) The ⟨Ψ|pt,qt⟩ term, which appears in

Eq.(2), is less and less likely to return a sizeable signal along the entire trajectory as the

dimensionality of the system increases; iii) classical dynamics is generally chaotic leading to

numerical instability of the calculation.

The first issue is related to the need to employ as few trajectories as possible. This is

because semiclassical methods require to compute also the Hessian matrix along the trajec-

tory and, when operating with ab initio “on-the-fly” dynamics, the computational overhead

is huge even when adopting schemes to reduce the number of necessary Hessian calcula-
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tions.16,48,49 The problem has been solved by means of the multiple coherent semiclassical

initial value representation (MC SCIVR).12 The assumption at the heart of the MC-SCIVR

method is that vibrational eigenvalues can be obtained from a single trajectory provided it

is run at an energy in the neighborhood of the true (but unknown) quantum one. This was

also previously demonstrated for low dimensional systems by De Leon and Heller employing

a trajectory of energy exactly equal to the quantum vibrational energy under study.50 In

MC SCIVR the initial phase space conditions (i.e. p0,q0) are chosen to be the equilibrium

molecular geometry (qeq) and momentum components derived from the harmonic approxi-

mation of the vibrational frequency that one wants to simulate, i.e. pi,eq =
√

(2n+ 1)ℏωi,

where ωi is the harmonic frequency of the i-th normal mode and n is determined by the

vibrational state of interest. In addition, one chooses a reference state |ψ⟩ as an appropriate

combination of coherent states based on peq,qeq in a way to enhance the Fourier transform

signal of the vibrational peak of interest.

It is worth noticing that the possibility to employ a single trajectory is also typical of a

different semiclassical approach known as thawed Gaussian wavepacket dynamics (TGWD).

In TGWD a Gaussian ansatz is inserted in the time-dependent Schroedinger equation and

equations of motion for the wavepacket are derived, including one for the width matrix. Once

the time evolution of the wavepacket has been integrated, correlation functions can be cal-

culated. TGWD is still actively being advanced theoretically and employed in cutting-edge

applications for instance to vibronic spectroscopy.21,51,52

The second issue is related to the possibility to get a sensible spectroscopic signal when

the dimensionality of the system increases beyond 20-30 degrees of freedom. To overcome this

problem, our group has developed the divide-and-conquer semiclassical initial value represen-

tation (DC SCIVR) method.6,53 Starting from the MC-SCIVR single-trajectory approach,

Eq.(2) can be projected onto subspaces and written down, for each subspace, as

Ĩ(E) =

(
1

2πℏ

)F
1

2πℏT

∣∣∣∣∫ T

0

dt⟨p̃eq, q̃eq|p̃t, q̃t⟩ei[S̃t(p̃eq ,q̃eq)+Et+ϕ̃t]/ℏ
∣∣∣∣2 , (4)
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where the tilde symbol (∼) indicates a subspace-projected quantity and the reference state

|p̃eq, q̃eq⟩ has been chosen according to the MC-SCIVR recipe. All projected terms are

straightforward to obtain from the dynamics, with the exception of S̃ which needs calcu-

lation of a projected potential. In practice, the modes of vibration are partitioned into

subspaces in which the semiclassical calculation is performed by means of Eq. (4). The

instantaneous projected potential is defined as ṼS = V (q̃Ñ ; qF−Ñ) − V (q̃Ñ,eq; qF−Ñ), where

the Ñ configurations in the subspace under investigation are considered once instantaneously

and once at equilibrium, while the remaining F − Ñ degrees of freedom act as parameters

at their instantaneous configuration. The coupling between modes belonging to different

subspaces is still accounted for (in an approximate way) by means of the full-dimensional

dynamics.

Classical trajectories are not problematic when the number of degrees of freedom in-

creases, since classical evolutions are computationally affordable even for very large systems.

However, classical mechanics is chaotic and this leads to numerical instability of the Herman

Kluk pre-factor. To alleviate this problem we have developed the adiabatically switched

semiclassical initial value representation (AS SCIVR).8,54,55 The approach is based on two

consecutive dynamics runs. The first run is the adiabatic switching one: one or more trajec-

tories (depending on whether the potential is calculated on-the-fly and ab initio or not) are

started from the usual harmonically-quantized initial conditions of MC SCIVR, and the true

vibrational Hamiltonian is switched on very slowly. In this way, based on the adiabatic theo-

rem, quantization is (approximately) maintained for the actual system. The final geometries

and momenta of this first run serve as initial conditions for the second run. The second

run is simply an SCIVR simulation, with possibility to employ the DC-SCIVR technique.

Adoption of the AS-SCIVR method allows to increase the number of degrees of freedom

which can be treated in full dimensionality.

Over the years, a hierarchical development of semiclassical spectroscopy methods has

been undertaken.Thanks to these advances, almost 20 years after Miller’s PNAS perspec-
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tive, the ground has been set for studying the spectroscopy of complex systems like those

involved in microsolvation, solvation, and materials chemistry. We have already contributed

to some pioneering applications of semiclassical methods to glycine microsolvation and liquid

water.24,56 Furthermore, very recently, our group performed a vibrational study of thymidine

in explicit bulk water by implementing our DC-SCIVR method in a QM/MM potential en-

ergy surface calculation approach.25 As a demonstration of future routes that semiclassical

spectroscopy will be able to take routinely, in the following we report an application to a

complex system concerning the vibrational spectroscopy of a molecule interacting with the

surface of a material.

We performed an on-the-fly DC-SCIVR calculation for N2O adsorbed on the TiO2 anatase

(101) surface based on DFT-PBE level of theory for the potential energy. Calculations

were undertaken using a plane-wave and pseudopotential approach as implemented in the

Quantum-Espresso suite of codes57,58. In the calculations we adopted ultrasoft pseudopo-

tentials with an energy cutoff of 60 Ry for the wavefunctions and 480 Ry for the electronic

density, while the Brillouin zone was sampled adopting only the Γ-point. The (101) surface

was generated starting from the theoretical TiO2 lattice parameters. It was made of 4 Ti

atomic layers with the two deepest ones fixed at the bulk position and exposing 4 potential

adsorption sites (Ti5C atoms) to the surface. A vacuum separation of 9 Å was inserted be-

tween periodic slab replicas. A total of 51 atoms (48 for the surface plus 3 for the interacting

molecule) were employed in the simulation.

For the present discussion, we report the frequencies obtained at the harmonic level

through a Density Functional Perturbation Theory (DFPT) calculation, and anharmonic fre-

quency estimates from QCT and DC-SCIVR calculations based on a NVE Born-Oppenheimer

molecular dynamics. The calculated single trajectory was made of 2500 steps of 10 a.u. each

(for a total evolution of about 0.6 ps), and it was integrated by means of a velocity-Verlet

algorithm. To determine the subspace partition for the DC-SCIVR calculation we adopted

the procedure reported in Ref. 59,60 using 20 full dimensional Hessians along the trajectory.
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A 4-dimensional subspace including the bending and stretch modes of the adsorbed N2O was

selected and, consequently, the Hessians along the trajectory (computed by finite difference

of the forces in normal mode coordinates) and the projected potentials were determined

for these 4 vibrational modes. Similarly, for the gas-phase molecule we performed a full

(4-) dimensional calculation using the same procedure employed for adsorbed molecules to

determine the Hessians along the trajectory.
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Figure 1: Comparison of QCT and SC power spectra for N2O in gas phase and upon ad-
sorption on the TiO2 anatase (101) surface. Harmonic values are reported for reference as
dashed lines. Blue spectra are focused on the symmetric stretch, while red spectra on the
asymmetric stretch. For the sake of comparison, for the SC spectra the ZPE has been shifted
to 0.

Fig. 1 shows a comparison between harmonic, QCT and SC calculations for both gas-

phase and adsorbed N2O. QCT results obtained on longer trajectories were employed for
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comparison to experimental results in a previous paper by two of us.61 It is evident and

noteworthy that the SC calculations are able to point out a number of additional features

compared to the QCT ones, allowing one to best understand the underlying physics of the

system. Spectra presented in Fig. 1 focus on the two stretching modes of N2O. Therefore,

they mainly point out spectral features related to the stretches and modes coupled to them.

The bending modes have frequencies comparable to those of the anatase surface: They

are degenerate at about 590 cm-1 for the gas phase, and nearly degenerate for the adsorbed

molecule (579 cm-1 e 587 cm-1). Table 1 reports a comparison of the fundamental frequencies

of the two stretching modes estimated with different approaches.

Table 1: Comparison of fundamental vibrational frequencies of N2O in gas phase and upon
adsorption on the TiO2 anatase (101) surface computed with different approaches. All the
frequencies are in cm−1.

Asymmetric Stretch Symmetric Stretch
Gas phase

Harmonic 2305 1309
QCT 2265 1300
DC SCIVR 2264 1298

Adsorbed
Harmonic 2352 1341
QCT 2302 1331
DC SCIVR 2302 1330

By looking at the SC spectrum for the gas-phase molecule, one can assign a set of spec-

tral features. The bending overtone is estimated at 1166 cm-1, involved in a Fermi resonance

with the fundamental frequency of the symmetric stretch, which explains the absence of a

neat red shift of the latter compared to the harmonic estimate (1298 vs 1309 cm-1). The

fundamental transition for the asymmetric stretch is dominating at 2264 cm-1, while a cou-

ple of interesting features appears at 2476 cm-1 and 2594 cm-1. These are assigned to the

combination of the symmetric stretch with the bending overtone and to the overtone of the

symmetric stretch, respectively. Finally, at 3444 cm-1and 3560 cm-1the combination of asym-

metric stretch with the bending overtone and the combination of symmetric and asymmetric
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stretches are located.

Moving to the SC spectrum for the adsorbed molecule, we notice that some new features

are present, while others that were present in the gas-phase spectrum are quenched in the

adsorbed one. Specifically, at around 1124 cm-1 the bending overtone is found. The funda-

mental transition for the symmetric and asymmetric stretches are located at 1330 cm-1and

2302 cm-1, respectively. Remarkably, both of them are associated with a series of close peaks

which reflect the low-frequency modes of the surface coupled with the molecule. Combination

of symmetric stretch and bending overtone is at 2468 cm-1, and combination of asymmet-

ric stretch and bending overtone is at 3438 cm-1. Semiclassical results are summarized in

Table2, where one can appreciate how the adsorption process is not simply inducing red

shifts compared to the gas phase vibrational frequencies but also less intuitive blue shifts.

Table 2: SC energy levels for N2O in gas phase and adsorbed on TiO2 anatase. The ground
state (ZPE) energy has been set to 0. Mode notation is taken from the harmonic description
of the isolated molecule, i.e. (ns,nb,na), where ns is the quantum number for the symmetric
stretch, nb for the bending, and na for the asymmetric stretch. Values are in cm-1.

mode SC gas-phase SC adsorbed Adsorption shift
(0,2,0) 1166 1124 -42
(1,0,0) 1298 1330 +32
(0,0,1) 2264 2302 +38
(1,2,0) 2476 2468 -8
(2,0,0) 2594 - -
(0,2,1) 3444 3438 -6
(1,0,1) 3560 - -

As a final perspective of semiclassical vibrational spectroscopy, we notice that there is a

theoretical aspect that can be still developed. It is represented by the possibility to simu-

late actual IR spectra by calculating accurately the intensity of the vibrational transitions

in addition to their frequency. To this end, two possible semiclassical approaches have al-

ready been presented by our group, one starting from calculations of semiclassical vibrational

wavefunctions and another one taking advantage of the power spectrum lineshape.31,62 Even
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if both of them originate from power spectrum calculations, it would be more straighfor-

ward and portable to different systems to work out an expression for IR absorption directly

related to the time averaged version of SC spectroscopy. In this regard, the absorption line-

shape (σ(ω)) at temperature T can be calculated as the Fourier transform of a dipole dipole

correlation function. In quantum mechanical terms this is the Fourier transform of a trace

σ(ω) =
1

2π

∫ +∞

−∞
e−iωtTr

[
e−βĤ

Q
µ̂eiĤt/ℏµ̂e−iĤt/ℏ

]
dt, (5)

where Q is the quantum partition function of the system, β = 1/T is the Boltzmann con-

stant, µ̂ is the electric dipole operator, and Ĥ is the vibrational Hamiltonian operator. The

corresponding IR absorption spectrum (α(ω)) at temperature T is obtained as

α(ω) = ω(1− e−βℏω)σ(ω). (6)

Demonstration of how to work out a time averaged expression for σ(ω), and therefore α(ω),

with some relevant applications to some molecules is the object of a recent paper.63 What

is important to notice in this Perspective is that this new approach opens up the possibility

to adopt the same techniques developed for SC power spectra (i.e. MC SCIVR, DC SCIVR,

and AS SCIVR) for calculation of IR spectra. In this way, semiclassical IR spectra are

potentially envisioned to be available in the near future for biomolecules, solvated systems,

and materials at the same level of accuracy already demonstrated for power spectra. We think

this advance will be fundamental for a better interpretation of spectroscopy experiments of

complex molecular systems.

Fig. 2 presents a summary of the different techniques developed for semiclassical spec-

troscopy and their main associated features. Specifically, we want to stress how the Herman-

Kluk SC IVR approximation can present several levels of approximation and computational

demands, and that both power and IR spectra can be simulated. Within the SC IVR ap-

proach, one always knows the hierarchical level of the semiclassical method employed.
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Figure 2: Scheme of different techniques for semiclassical spectroscopy

Beyond spectroscopy, another field in which SC methods have been widely developed and

adopted is the kinetic one, with focus on the calculation of thermal rate constants. There are

basically two semiclassical approaches to the calculation of reaction rates. One is based on the

semiclassically approximate simulation of the quantum dynamics of the reaction4,64–67 and

the other one on zero-time or Transition State Theory-like approximations.27,68–76 The first

approach is still nowadays a challenging task in theoretical chemistry usually applicable only

to model systems, while the second one is more practical. Among the techniques included

in the second group, there is the semiclassical transition state theory (SCTST) introduced

by Miller in the early 1970s77 and later revised by Miller and Hernandez in the 1990s.78,79

This approach is attractive because it requires only local information about the Transition

State (TS) on the PES, as well as basic input quantities that are routinely calculated by

standard quantum chemistry codes, such as the harmonic vibrational frequencies, VPT2

anharmonic coupling constants between modes, and the height of the reaction barrier. In
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the past years, in our group, SCTST has been implemented in a way that it can now be

conveniently applied to high dimensional systems and it is possible to reach coupled cluster

ab initio accuracy for smaller systems, as explained below. Therefore, in a similar way to

spectroscopy, also in the kinetic field SC methods have recently moved to the investigation of

large systems as foreseen in Miller’s perspective. Recently, applicability of SCTST to large

systems has attracted the interest of other research groups too, who have been involved in

the development of reduced-dimensionality approaches.80

One could think that a classical dynamics time-dependent flux calculation across a divid-

ing surface between reactants and products associated to a Monte Carlo phase space sampling

would be often enough for rate calculations. However, a proper multidimensional treatment

of quantum effects is necessary for a successful comparison with experimental results, some-

times even at room temperatures.74 Furthermore, as we will report below, quantum effects

are not limited to light atom transfer. Consequently, it is vital to have a method, SCTST,

that can recover quantum effects, such as tunneling and zero point energy contributions, in

a non-empirical fashion and without requiring separability of the degrees of freedom along

any multidimensional reaction path.81 SCTST is by far more accurate than standard TST

corrections, such as Wigner or Eckart corrections,82 which are based on one-dimensional

tunneling corrections along the reaction path and cannot get, for example, corner-cutting

tunneling effects. Instead, in SCTST all degrees of freedom are equally accounted for as

demonstrated by the excellent agreement to experimental results or exact (when available)

quantum mechanical calculations for a series of small size reactive systems.83

To appreciate the semiclassical flavor of the SCTST method and the effectiveness of

the most recent advances, we start from the exact quantum mechanical kinetic rate con-

stant68,77,84

k(T ) =
1

2πℏQr

∫
NQM(E)e−βEdE, (7)

where NQM(E) is the amount of reactant density converted into products at a given E value,

i.e. the exact quantum Cumulative Reaction Probability (CRP), β = 1/ (kBT ) where T and
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kB are respectively the temperature and the Boltzmann constant. The SCTST approxima-

tion consists in taking the following multidimensional Wentzel–Kramers–Brillouin (WKB)

CRP approximation85

NQM(E) =
∑
n=0

Pn (E) ≈
∑
n=0

[
1 + e2Θ(E,n)

]−1
= N(E), (8)

where
∑

n=0 =
∑

n1=0

∑
n2=0 . . .

∑
nN−1=0 is the sum over all vibrational quantum numbers

of the N-1 bound modes and Θ(E,n) is the multidimensional barrier penetration integral.

E depends on all quantum numbers (the ones for the bound modes n and the one for the

reactive mode nN). Since the action variable for the reactive mode is imaginary and can

be assumed in a Bohr-Sommerfeld fashion to be
(
nN + 1

2

)
= iΘ

π
,86 the total energy can

be written also as a function of the penetration integral E(n,Θ). To obtain an explicit

expression for Θ, Miller and Hernandez assumed a standard perturbative expression for the

vibrational energy levels also at the stationary TST point78

E(n1, . . . , nN) = V0 +
N∑
k=1

ℏωk(nk +
1

2
) +

N∑
k≤k′

χkk′(nk +
1

2
)(nk′ +

1

2
), (9)

where V0 is the potential energy at the stationary point, ωk are the harmonic frequencies,

and χkk′ are the anharmonic constants. In this way, the penetration integral Θ is obtained

by inverting Eq. 9 after assuming the Bohr-Sommerfeld relation for nN

Θ(n1, ..., nN−1, E) =
π∆E

ℏΩN

2

1 + [1 + 4χNN∆E/(ℏΩN)2]
1
2

(10)

where

∆E = V0 − E +
N−1∑
k=1

ℏωk(nk +
1

2
) +

N−1∑
k≤k′

χkk′(nk +
1

2
)(nk′ +

1

2
)

ℏΩN = ℏω̃N −
N−1∑
k=1

χ̃kN(nk +
1

2
).

(11)

15



For the reactive mode we have that ωN = iω̃N and χkN = −iχ̃kN . Eq. 10 allows to evaluate

the sum in Eq 8 and to get the reaction rate from Eq.7 in the semiclassical approximation.

More specifically, the SCTST expression we employ for the thermal rate constant is

k(T ) =
1

h

Qtra
TS

Qtra
R

Qrot
TS

Qrot
R

∫ +∞
0

N(E)e−βEdE

Qvib
R

, (12)

where we consider the overall translation and rotations as separable. Qrot is the rotational

partition function and Qtra is the translational one, approximated to

Qrot =

√
π

s

∏
α

(√
8π2Iα

kbT

h2

)

Qtra =

(
2πMkbT

h2

) 3
2

, (13)

respectively, where s is the rotational symmetry number, Iα is the moment of inertia along

the α axis and M is the mass. Furthermore, the reactant vibrational partition function is

calculated by including anharmonic effects and fully coupling all the degrees of freedom by

employing the Density Of vibrational States (DOS) ρ(Ev):

Qvib
R (T ) =

∫ +∞

0

ρ(Ev)e
−βEvdEv. (14)

A practical way to calculate N (E) in Eq.12 is

N (E) =

E/δE∑
j=1

δEρ† (Ej) ⟨P (Ej)⟩ , (15)

where the energy range has been discretized into bins of width δE.87 δEρ† (Ej) is the number

of states in the j-th energy bin, and

⟨P (Ej)⟩ =
∑

n Pn (Ej)

#j

(16)

16



is the average reaction probability in the j-th energy bin which contains a number #j of

energy levels identified by a suitable combination of quantum numbers n. Each Pn (Ej) is

calculated from the Θ corresponding to each n. In Eq. 15 ρ† (Ej) is the vibrational density

of states (DOS) of the bound states at the TS.

The two more computationally intensive tasks, which have hampered application of

SCTST to complex systems in the past, are the calculation of the vibrational state den-

sity at reactant and TS geometry in Eqs. 14 and 15, and the calculation of the anharmonic

constants χkk′ in the energy expansion 9. In recent years, our group focused on drastically

reducing the computational cost of SCTST calculations by exploiting computational parallel

architectures.30,88–90

The vibrational density of states can be calculated using the Wang-Landau (WL) algo-

rithm.87,91,92 According to the WL algorithm, a random walk is performed in the space of

quantum number combinations n over an energy range (relative to the bound state ZPE)

sufficiently large to account for the infinite limit of integration in Eq. 12. The energy range

is discretized into energy bins and a histogram of visits of each energy bin is recorded during

the random walk. According to the WL prescription for the probability of accepting a new

move,92 if the histogram is flat, then the probability of visiting each energy bin is propor-

tional to 1/ρ (Ej). Thus, our parallelization strategy consist in taking advantage of the MPI

(Message Passing Interface) API (Application Programming Interface) and dividing the en-

ergy range into windows. Calculations of the density of states are processed independently

on a single CPU processor for each random walker in each window. Furthermore, calcula-

tions of the density of states are processed independently for each energy window. When

convergence is achieved within each window, the overall density of states on the complete

energy range is recovered by matching the estimates obtained in each window. The partial

density of states is renormalized in a cascade starting from the lowest energy window (where

it is assumed that the first energy bin contains just the ZPE state) by means of an overlap

between subsequent windows.89,93
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Thanks to this implementation we have been able to speed up the calculation of the vibra-

tional density of states of the HOCO radical, N-methylmethanimine (CH2NCH3), naphtalene

(C10H8), triethylphosphine (P − (CH3CH2)3), and anthracene (C4H10).89 These species are

characterized by a number of vibrational degrees of freedom equal to 6, 18, 48, 60, and

66 respectively. Overall, we observed an almost linear scaling, and we concluded that our

parallelization resulted to be absolutely advantageous compared to other codes commonly

employed for these type of calculations. Then, we implemented this parallelization in Mul-

tiWell,94,95 a suite of codes originally developed by Barker, which includes SCTST for rate

constant calculations. Two of us contributed to Multiwell with paradensum and parsctst

programs.

As a demonstration, here we report a re-elaboration of a previous application of our

codes to the calculation of the rate constant of the isomerization reaction of the 2,4,6-tri-

tert-butylphenyl to 3,5-di-tert-butylneophyl, a system made of 135 vibrational DOFs.88 This

intermolecular proton transfer reaction is known to experience quantum tunneling at low

temperature. Furthermore, electron paramagnetic resonance spectroscopy (EPR) experi-

ments detected a significant tunneling contribution already at 247K. Experimental data are

reported in Fig. 3 down to 28 K.96 In addition, the experiments demonstrated that the

type of solvent employed does not affect the reaction rate. We reproduced the strong non-

Arrhenius behaviour with a gas phase computational set-up employing UB3LYP/6-311G**

+ D3 in Gaussian 1697 for all calculations but the barrier height, i.e. the energy difference

between reactants and products, which was refined at MP2/6- 311G** level of theory using

the NWChem suite of codes.98 We observed that, along the minimum energy path, a methyl

group rotates around its C-C bond to donate a proton to the phenyl ring before relaxing

back by rotating again around the same bond. We found that our parallelization set with

uneven energy windows distribution and narrower windows at lower energy was able to reach

an almost ideal parallel performance.

In Fig. 3 we report the DFT SCTST results with (blue continuous line) and without
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Figure 3: 2,4,6-tri-tert-butylphenyl SCTST rate constant simulations at different level of
theory.

(blue dash-dotted line) anharmonic corrections, together with their DFT TST approximation

(black continuous line). It is interesting to observe that the inclusion of anharmonic constants

is important not only in the tunneling region but also at high temperatures, where high

accuracy in the partition function calculation is mandatory. In Fig. 3 the results with

the MP2 barrier value (red continuous line) are the most accurate ones. From the results

reported in Fig. 3 one can assess that agreement to the experimental results obtained with

our semiclassical method, even if still on qualitative grounds, is by far better than the

one provided by a traditional TST approach. This better agreement is reached thanks to

inclusion of (i) tunneling, (ii) anharmonicity, and (iii) vibrational coupling in the SCTST

approach.

We now focus on the significant difference between the DFT results and those corrected

by the MP2 barrier. This difference shows the importance of the ab initio level of calculation

which is probably the reason why we are not able to provide a quantitative agreement in this

135-dimensional example (at least in the shallow tunneling regime). The main bottleneck

to the adoption of higher levels of ab initio electronic theory is given at this stage by the
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anharmonic constants χkk′ appearing in Eq. 11. Approaches for χkk′ parallel evaluation were

already documented in the literature for spectroscopy applications,99 and a specific imple-

mentation for the coupled cluster level (CC) is given in the Cfour code.100 We introduced

in MultiWell an implementation, named fdacc, suitable for multi-node architectures to cal-

culate the derivatives necessary to reproduce each χkk′ for both mininum and TS structures

using finite difference formulas typical of Fornberg schemes.101 The hallmark of our fdacc

implementation90 is that it can be interfaced to any ab initio quantum chemistry software

at any level of electronic structure theory. It can be employed also for purposes other than

rate calculations, such as VPT2 vibrational energy level estimate. In this way we were able

to employ CCSD and CCSD(T) ab initio methods for the full dimensional rate calculations

with an aug-cc-pVDZ basis set up to 16-atom systems.

More specifically, we looked at the cyclobutene ring opening reaction, the cis-1,3,5-

hexatriene electrocyclic ring closing reaction, and the [1,5]-Cope rearrangement of the 1,5-

hexadiene molecule. These reactions involve 10, 14, and 16 atoms, respectively and are ex-

amples of heavy atom tunneling (HAT) processes.102–105 In this case SCTST results, which

show a significant deviation from the Arrhenius linear behavior, were able to support the

hypothesis that indeed there are tunneling contributions even at room temperature for re-

actions involving mainly heavy atom rearrangements. The interested reader can find the

details of this study in Ref. 90

Finally, we want to point out that the SCTST method allows us not only to calculate

rate constants accurately, but also to gain physical insights into reaction rates. Specifi-

cally, by comparing reactions characterized by HAT tunneling, the 2,4,6-tri-tert-butylphenyl

reaction mentioned above, and other reactions for which SCTST calculations are doable,

we can remark that, in our experience, tunneling contributions are dominant even at room

temperature.

Eventually, the advantage of SCTST is that it is an ideal tool for application due to

its user-friendly setup. It only requires the knowledge of the local PES region around the
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TS location necessary for calculating sufficiently accurate derivatives up to the fourth order.

This is in principle attainable with a finite differences approach also at high level of electronic

structure theory without the need to evaluate a large portion of the PES. The tools we have

developed in our group and distributed open source with the Multiwell program suite make

SCTST accessible even to non-specialized users and push its applicability at accurate levels of

electronic structure theory for large molecules. As far as the theory is concerned, SCTST has

the advantage over other methods to be able to recover the exact leading order term of the ℏ2

expansion of the tunneling transmission coefficient at high temperature. Many other theories

for tunneling calculations can just recover its parabolic barrier approximation.106,107SCTST is

indeed specifically targeted to the inclusion of anharmonic coupling of the reaction coordinate

with the orthogonal modes anharmonically described and thus it is accurate in the shallow

tunneling and high temperature regime. In comparison with other semiclassical methods like

the semiclassical instanton (SCI),68,108 SCTST does not suffer from the divergence above a

crossover temperature. However, SCTST is known to loose accuracy in the deep tunneling

regime for asymmetric barriers.109 Therefore, a future theoretical advance for SCTST will

concern the improvement of the method in the regime of deep tunneling. For instance, it has

recently been proposed to connect SCTST with SCI, which is accurate in the deep tunneling

regime, i.e. at low temperatures, but conversely accounts only for harmonic quantization

of the orthogonal modes.107 As for applications, our next goal is to employ SCTST for

large systems like molecules in gas matrices and solvated systems where we can study the

importance of the coupling of the reaction coordinate to the environment modes.

We conclude affirming that the semiclassical methods here described, which are unbiased

“democratic” ways to add quantum effects to all degrees of freedom, have the potential to

be routinely employed for spectroscopy and kinetics (in gas-phase or solution) of complex

chemical systems in the near future. This was the main long-term goal that characterized

early-day semiclassical dynamics. After several decades, that goal is now much closer to be

achieved. If we had to anticipate the main theoretical challenge to be faced in the future
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by these methods we would certainly point to their extension to non-adiabatic dynamics.

This is a fast growing field, very challenging from both the electronic structure and nuclear

dynamics point of view.
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