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ABSTRACT The electron density distribution of the complex mono-anion Cu(CF3)4 has been 

studied by high-resolution X-ray single crystal diffraction and augmented with theoretical 

calculations. The study finds that the central copper bears an atomic charge of close to +1, while 

the occupancy of 𝑑𝑥2−𝑦2 is only 1.26. Using a topological analysis and combined with theoretical 

analysis, the depopulation of 𝑑𝑥2−𝑦2 is shown to be due to significant covalency in the Cu-C bonds. 
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The combination of the mono-valent picture and the covalency is interpreted as a confirmation of 

an inverted ligand field.  

 

Introduction 

The mono-anionic complex ion [Cu(CF3)4]
- has recently been used as a test case for the 

investigation of the concept of oxidation states of metal ions and inverted ligand fields in 

coordination complexes. The history told here takes its beginnings with Snyder1 reporting in 1995 

that according to theoretical calculations, the five d-orbitals on Cu in [Cu(CF3)4]
- are nearly 

completely filled, surprisingly also the central 𝑑𝑥2−𝑦2 -orbital, which is the energetically most 

disfavored one in this distorted square-planar ion, at least according to ligand field theory. This 

observation led Snyder to the controversial2-3 claim that the oxidation state of the central Cu was 

+I, not +III, as was previously taken for granted. Snyder found support for this proposition by 

calculation of the NPA charge for Cu, which he found to be +0.71e at the MP2 level of theory. At 

first, such mono-valent description of Cu is difficult to reconcile with the presence of four 

equivalent ligands, as they can then no longer be identical. However, Snyder found an electronic 

population for the CF3-group of 33.5e-, which corresponds nicely to that of CF3
-0.5, suggesting that 

we may more appropriately view the ligands as a whole as (CF3)4
2-, with three CF3

1- and one CF3
1+, 

rapidly interchanging such that the crystal structure shows four identical geometries. 

Recently, an improved and much more straightforward synthesis of this ion was developed by 

Grushin et al.4 Perhaps the improved access to this simple, yet electronically complex, compound 

provided the incentive for new investigations into the concept of inverted ligand fields. Obviously, 

theoretical possibilities have developed incredibly since the Snyder study in 1995, and recently 
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Lancaster5 et al. combined new high level calculations with several advanced experimental 

techniques to show that the compound is best described as having an inverted ligand field and 

adopting a 3d104s0 electronic configuration. In particular, they used resonance inelastic x-ray 

scattering (RIXS) near the Cu K-edge to rule out the presence of a d8 ion. In their analysis, they 

accentuate the recent dismissal by Wieghardt et al.6 of previous common conceptions that the 

observed pre-edge features are clear indicators for Cu(III). 

Most recent is the quite philosophical contribution by Hoffmann et al.,7 which was an important 

catalyst for the present experimental electron density study. Their work is devoted to several other 

systems than the one presented here, all falling under the umbrella of having potential inverted 

ligand fields. The authors put this question in a different context, while providing diverse and very 

relevant theoretical considerations.  

Considering that the oxidation state of Cu and the associated valence electron count of the CF3 

ligands is strongly related to the electron density distribution (EDD), it is surprising that the latter 

has not seized a more prominent role in the many experimental and theoretical contributions. The 

fact is that the EDD is obtainable from accurate single crystal X-ray diffraction experiments8 using 

a multipole model and it has been used in numerous studies to provide insight into the question of 

molecular reactivity, bonding analysis, aromaticity, etc.9-12 The core of the approach is the fitting 

of population parameters related to atom-centered spherical harmonic function, as proposed by 

Hansen and Coppens,13 and this advanced modeling requires data of the utmost quality.8, 14-15 

 Related to the question raised in this study there are two particularly important methods of 

analysis that deserves mentioning. Firstly, in 1990, Bader published his seminal book on the topic 

of Atoms In Molecules.16 This theory has as its fundamental entity the concept of the atomic basins 

sub-dividing the physical space of a molecule into well-defined volumes containing one atom each, 
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and the electrons within the basin uniquely belong to that atom. This provides access to atomic 

volumes, and – thus – atomic charges by integration of the electron density within the volume. 

There exists alternative definitions of atomic charges in molecules,17-18 since there is no 

unambiguous definition of atoms in molecules. However, as chemists seek simplification in order 

to reach usable insight, the atom as a notion when embedded in a molecule remains very much 

alive. This does not change the fact that the question of recovering oxidation states from ambiguous 

atomic charges is debatable. Certainly, charge decomposition methods often fail to recover the 

integral numbers used to represent formal oxidation states in chemistry textbooks, regardless of 

the scheme used. 

The second point where a closer look at the EDD is sensible is the question of the occupation of 

the d-orbitals on Cu. The multipole model is constructed from atom-centered spherical harmonic 

functions, and there is a direct conversion of the refined population parameters to d-orbital 

populations.19 The result is a list of d-orbital occupancies that would generate the EDD around the 

Cu-ion. This methodology has found application in diverse studies of magnetic properties and 

chemical bonding.20-26 Critical is of course the occupancy of the 𝑑𝑥2−𝑦2 orbital. 

In addition to the experimental approaches, we implement two theoretical tools, the 

Delocalization Index (DI) and the Electron Localization Function (ELF). The DI is calculated from 

the integration of Fermi-hole density, and is essentially a measure of the number of shared 

electrons between two basins.27-28 It is highly related with bond order, and can also be used to 

analyze weak interactions.29 The features of chemical bonding can also be analyzed using the 

ELF,30 defined as 𝜂(𝑟) = 1/[1 + 𝜒(𝑟)2]. The kernel of ELF, χ(r), shows relatively the Pauli 

repulsion between two same-spin electrons. The higher χ(r) is, the higher Pauli repulsion there is, 

and thus the higher delocalization will be at that point. The ELF is scaled to range from 0 to 1, and 
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since χ(r) is in the denominator, it means high values of 𝜂(𝑟)  represents high localization. 

Although ELF is only a relative measure of the electron localization, the basins of ELF show the 

space that electrons are localized in with respect to the homogeneous electron gas distribution, 

which refer to lone pairs, local bonds, etc.31 

In this contribution, we have therefore collected high-resolution single crystal X-ray data on a 

specimen of (Bu4N)[Cu(CF3)4] (1), derived the experimental EDD and analyzed it using local and 

non-local tools, and compared these results to those obtained from theoretical calculations.  

Experimental Section 

Synthesis 

Crystals of compound 1 were synthesized according to literature instructions.4 

X-ray diffraction 

A colorless, transparent single crystal was used in the experiment. Single crystal X-ray 

diffraction data were collected on an Oxford Diffraction Supernova diffractometer equipped with 

an Atlas CCD detector and MoKα-radiation at Aarhus University. The crystal was cooled to a 

temperature of 100(1) K using an Oxford Cryosystems Cryostream 700. The maximum achievable 

resolution was limited (sinθ/λ < 0.93 Å-1) due to the thermal motion of the large cations in the 

crystal structure. Within that resolution range, a complete data set with an average redundancy of 

8.6 was collected. The data was integrated using CrysalisPro (version 39.46) and frame scale 

factors as well as absorption correction were applied using SCALEPACK. The integrated 

intensities were merged in the Laue group 2/m using SORTAV.32-33 A correction for low energy 

contamination is applied to all (3h3k3l) reflections, which led to a significant improvement of the 

fit.34-35 The structure was solved by direct methods encoded in SHELXT36 and an independent 

atom model (IAM) refinement was performed with SHELXL37 in Olex238 to obtain the molecular 
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structure. Relevant crystallographic information is listed in Table 1, and an ORTEP drawing shown 

in Figure 1. 

Table 1 Crystallographic details for 1 

 1 

Formula CuC20H36F12N 

Molecular Mass 582.04 

Crystal size (m) 255130110 

Temperature (K) 100(1) 

Crystal system Monoclinic 

Space group P21/n 

a (Å) 9.15435(15) 

b (Å) 16.8820(3) 

c (Å) 17.3303(3) 

 (o) 90 

 (o) 99.2229(15) 

 (o) 90 

Volume (Å3) 2643.67(8) 

Z 4 

No. of reflections collected 158980 

No. unique 18577 

Rint 0.0481 

Completeness (%) 99.97 

No. reflections used 14127 

c (gcm-1) 1.462 

F(000) 1200 



 7 

 (mm-1) 0.92 

sin /max 0.93 

 range for data collection () 2.381-42.105 

Index ranges 

-17<h<17 

-31<k<31 

-32<l<32 

IAM Refinement  

Final R(F), wR2(F2) 0.0403, 0.0926 

Goodness of fit 1.069 

Max/min residual density (eÅ-3) 0.58, -0.50 

Multipole Refinement  

Nobs/Nvar 15.995 

R(F), R(F2) > 2(F) 0.0290, 0.0289 

R(F), R(F2), all data 0.0492, 0.0329 

Rw(F), Rw(F2) > 2(F) 0.0216, 0.0403 

Goodness of fit 1.6942 

Max/min residual density (eÅ-3) 0.41, -0.39 
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Figure 1. ORTEP39 drawing of 1 shown with 50% probability ellipsoids. 

Multipole Modeling 

Aspherical electron density features were modeled based on the Hansen-Coppens multipole 

formalism13 using the XD2016 package.40 Radial functions of core and valence were taken from 

the accompanying bank file, which is based on Clementi and Roetti’s results. The structure from 

IAM refinement is used as input for XD2016. The general procedure adhered to in the refinement 

was: initially, the positions and anisotropic displacement parameters (ADPs) of non-hydrogen 

atoms were refined based on high angle reflections (sinθ/λ > 0.6 Å-1). Secondly, the parameters 

refined in the first step are fixed, positions and isotropic displacement parameters of hydrogen 

atoms are refined based on low angle reflections (sinθ/λ < 0.6 Å-1). After the refinement, the C-H 

bond lengths are reset according to tabulated neutron diffraction literature values.41 Anisotropic 

thermal parameters for the hydrogen atoms were then calculated using SHADE3.42 After the 

refinement of the structural parameters, multipole parameters are included gradually.  and Pv for 

all the atoms was refined with the constraint that the crystal structure remained charge neutral. The 
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charge of the different ions, Cu(CF3)4
- and (nBu)4N

+, are constrained to -1 and +1, respectively. 

For all atoms,  and ′ parameters are constrained to be the same. Independent -parameters were 

defined for carbon atoms based on the chemical environment in the molecule, which means that 

all carbon atoms are categorized as belonging to either a CF3 group (coordinating atoms), a CH2 

group or a CH3. Higher order population parameters were then gradually included in the 

refinement. Neutral scattering factors were applied for all atoms except for Cu. For the radial 

function of the valence shell of Cu, we tested both 3d104s0 and 3d104s1. In order to limit the number 

of employed parameter, we introduced symmetry constraints on some of the atoms: all CH2 

carbons are constrained to exhibit C2v symmetry and CH3 to C3v symmetry. All alkane chains on 

the counter ion, except for the C13-C16 chain, were constrained to be the same. For the hydrogens, 

only dipoles in the bond direction are used. The - and ′-parameters of hydrogen atoms are fixed 

to a value of 1.2. Crystallographic output and a detailed evaluation of the fit14 is given in the SI 

(fig. S1 – S4).  

Computational Details 

Density functional theory (DFT) calculation of the anion Cu(CF3)4
- was performed in ORCA 

4.0.1 software package.43 Single point energy was calculated based on crystallographic coordinates 

after the multipole refinement from single crystal X-ray diffraction. Hybrid functionals B3LYP 

were used in the calculation. ZORA-def2-TZVP basis set was used for all the atoms, while scalar 

relativistic effect ZORA calculation was also performed. RIJCOSX approximation was applied to 

speed up the calculation of coulomb integral and Hartree-Fock exchange, with the help of auxiliary 

basis set SARC/J. QTAIM analysis, ELF calculation and analysis based DFT wavefunctions were 

performed using Multiwfn software.44 All basin integrations (electron population and source 

function in AIM basins, electron population in ELF basins) are done with a mesh size of 0.04 bohr. 
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Results and Discussion 

The four CF3 ligands form a pseudo square-planar coordination geometry around Cu, with a 

mean deviation of C-atoms of 0.235(2) Å from the least squares CuC4-plane. Generally, a four-

coordinate ion with a d10 electron configuration should exhibit tetrahedral and not square planar 

geometry, but previous results have shown that in the presence of an inverted ligand field,5, 7 it will 

result in unfilled ligand σ orbitals, whose splitting cause the square-planar geometry to be 

energetically favored. 

Atomic charges and d-orbital populations 

According to Snyder (Figure 2, remade from Figure 1 in reference 1), the four ligand orbitals 

based primarily on the carbon atoms of the CF3
0.5- ligands pointing towards Cu combine to give 

four molecular orbitals, of which two are symmetric and the other two are anti-symmetric.  

 

Figure 2. Idealized MO correlation diagram for the Cu-C bonding. Adapted from reference 1. 

The symmetric orbital, SS2, with the same symmetry as 𝑑𝑥2−𝑦2 on Cu has the highest energy 

and is thus empty in the configuration shown if Figure 2. The interaction of 𝑑𝑥2−𝑦2  with SS2 
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results in a transfer of electrons from the metal to the ligand, while electrons are back-donated 

from the fully occupied and symmetrical SS1 to the empty 4s. Because the ligand molecular 

orbitals are linear combinations of the four ligand -orbitals, the result of these considerations is 

a depletion of 𝑑𝑥2−𝑦2, the possibility for non-zero population in the formally empty 4s and SS2 

orbitals.  

In order to experimentally examine the presence of 4s population, we attempted a separate 

description of the 4s electrons. This is particularly difficult, as these are rather diffuse in space and 

with low population, equivalent to a quite small additional spherical component of electron density 

in the valence region. As mentioned in the experimental section, we refined models with and 

without 4s electrons, and they are equally good with slightly larger residuals when 4s is included, 

and the final model used below is therefore not including 4s electrons. 

Contrary to the problematic determination of 4s electrons, it is much less complicated to examine 

the population in the 𝑑𝑥2−𝑦2 orbital. Qualitatively, the static deformation density map (Figure 3) 

indicates clearly that this orbital is less populated than the expected two electrons it holds in a 

neutral, isolated Cu-atom having a 3d10 configuration. Quantitatively, the refined multipoles can 

be converted into d orbital population using a simple transformation.19 The result (see Table 2) is 

very clearly four fully occupied orbitals and then 𝑑𝑥2−𝑦2 which is only slightly more than singly 

occupied.  
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Figure 3. Deformation density map of Cu(CF3)4
- in the C(1)-Cu(1)-C(2) plane. Positive (blue line) 

and negative (red dash) contours are shown at intervals of 0.1eÅ-3. 

Table 2. 3d orbital population of Cu in Cu(CF3)4
-. The local coordinate systems is defined by the 

midpoint C(1) and C(3) 

orbital population percentage 

𝑑𝑧2 2.29 23.3% 

𝑑𝑥𝑧 2.06 21.0% 

𝑑𝑦𝑧 2.20 22.4% 

𝑑𝑥2−𝑦2 1.26 12.8% 

𝑑𝑥𝑦 2.01 20.4% 

Total d population 9.82 100 
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In contrast to d-orbitals, it is not possible to extract the population of the SS2 molecular orbital 

directly from the multipole model. In order to answer that we need to resort to another spatial 

decomposition scheme, namely the ELF (vide infra). However, before resuming the analysis of 

the SS2 population, we use the EDD to examine the question of oxidation state for Cu. Table 3 

shows the atomic and group charges that result from integration according to QTAIM space 

partitioning. Conspicuously, the integrated charge of Cu (+1.03) supports its classification as 

Cu(I), as we observe a valence shell configuration of 3d9.82 (see Table 3) instead of 3d8 expected 

for the Cu(III)-ion. As mentioned above, it is possible that there is a small population in the 4s-

orbital that we cannot determine experimentally due to its diffuse and isotropic nature. The 

experimental AIM charges are similar to those found from the theoretical wavefunction, and both 

convey a picture of Cu(I) surrounded by four (CF3)
0.5- ligands. The total valence shell population 

(9.82(3), see Table 2) as obtained from the refined monopole parameter gives Cu a charge of 

+1.18(3) which is in complete accord with the AIM charges. 

Table 3. AIM charges of Cu(CF3)4
- 

 Experiment Theory 

〈𝒒𝛀〉, 𝑪 +2.06(6) +1.44 

〈𝒒𝛀〉, 𝑭 0.86(4) 0.64 

𝟒 ∗ 〈𝒒𝛀〉, 𝑪𝑭𝟑 2.08(5) 1.88 

𝒒𝛀, 𝑪𝒖 +1.03 +0.87 

∑𝒒𝛀,𝐚𝐧𝐢𝐨𝐧 1.04 1.00 

 

 

Chemical bonding in the Cu(CF3)4-anion 
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In order to estimate the population of the SS2 orbital, we combine the AIM analysis with the 

ELF. Figure 4 shows the ELF in the C(1)-Cu(1)-C(2) plane. From a topological analysis using the 

gradient of the ELF, separate basins can be distinguished and their electronic populations 

integrated (see Table 5).  Specifically, we locate four disynaptic basins, each with an electronic 

population of 2.04, on the bond paths of the Cu-C bonds near the C-atoms. The AIM bond critical 

points of the Cu-C bonds lie within these ELF basins, meaning that a fraction of the valence 

electrons of Cu are located inside these ELF bond basins. To estimate the size of this fraction, we 

can use the Raub-Jansen Index (RJI), which uses the contribution from different AIM basins to the 

ELF bond basins to estimate the bond polarity.45 Atoms with large electronegativity have larger 

contributions to the ELF bond basin electron populations, meaning that most of the ELF bond 

basins belong to the AIM atomic basin of the electronegative atom.46 For a non-polar homo-nuclear 

covalent bond, RJI is 50%, while for a classical dative bond RJI is above 95%.47-48 In the case of 

1, the RJI is only 81%, clearly showing an increased electron sharing between Cu and its ligands, 

relative to that of a dative bond. If we divide the electronic population of 2.04 of the ELF bond 

basin into atomic parts based on the RIJ, we obtain 1.65 electrons on carbon. In addition, about 

0.04 electrons belong to the fluorine atoms, the basins of which also penetrate the ELF Cu-C bond 

basin. In total, this gives 1.4 electrons that can be ascribed to Cu, meaning that 0.6 electrons are 

transferred from a filled 𝑑𝑥2−𝑦2 orbital to the SS2 orbital, and which matches very well with the 

experimentally determined d-orbital population of 1.26.  
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Figure 4. Left: ELF map on C(1)-Cu-C(2) plane. Right: ELF Basin border of the coordination 

bond Cu-C(1), note that the bcp is inside the basin. 

Table 5. ELF basin electron populations. 

 Average populations 

Cu valence lone pairs 4.08(7) 

Cu-C bonds 2.04 

Cu Core 10.43 

 

As a final note, let us take a look at the extent of direct interaction between the ligands, which is 

relevant in the context of Figure 2, where we view the bonding between the central Cu and the 

four combined -orbitals of the ligands. This may be quantified by an evaluation of the DI.49 The 

DIs between neighboring carbon atoms (given as (C,C)) are low (0.057 for neighbors and 0.047 

for opposite carbons), meaning that only 0.057/0.047 electron pairs are shared between the 

corresponding AIM basins. It may be more appropriate to look at the DI between fluorine atoms 

in one ligand and the carbon in its neighboring ligand: (F,C) is 0.0214, which is smaller but 
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comparable to (C,C). Summing up all inter-ligand DIs gives values of 0.204 and 0.111 for the 

neighboring and opposite groups, respectively. 

In order to evaluate the delocalization among ligands in more detail, we carried out a calculation 

with the central Cu(I) removed. In the resulting wavefunction for this model (1a), we find four 

molecular orbitals created by the lone pairs on the four C-atoms. Among these four orbitals (Figure 

S5), the one having the same symmetry as a Cu 𝑑𝑥2−𝑦2 (similar to SS2) is completely empty. For 

this hypothetical molecule, we find (C,C)-values of 0.17 (neighbor) and 0.13 (opposite), which 

suggests that the bonding in this tetrameric anion enables the sharing of electrons through space. 

If we add two electrons to the system this gives us (1b), corresponding to the case where we 

remove a Cu(III), we find that all four σ-type molecular orbitals are fully occupied, and (C,C)-

values decrease to 0.10 (neighbor) and 0.015 (opposite). Thus, by adding two electrons the electron 

sharing between carbons decreases, especially for the opposite carbons. The reason for this is that 

the HOMO in 1b is the anti-bonding version of the HOMO-4 in 1 (see Figure 2). If we compare 

(C,C) between neighboring ligands relative to that between opposite ligands, it is conspicuous 

that these are rather similar in 1 and 1a, while highly different in 1b. We may interpret this as 

supporting the view of 1 as being Cu(I). 

Table 4. Selected delocalization indices of Cu(CF3)4
- 

 Cu(CF3)4
- 4(CF3)0.5- 4(CF3)1- 

(F,C) (different ligands) 0.0214 0.0437 0.243 

(C,C)(neighbor) 0.057 0.17 0.10 

(C,C)(opposite) 0.047 0.13 0.015 

(F,C) (same ligand) 0. 705 0.745 0.747 

(Cu,C) 0. 646 -- -- 
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Conclusions 

We have collected high resolution, high redundancy single crystal X-ray diffraction data of the 

compound (Bu4N)[Cu(CF3)4] and used multipole modeling to study the electron density 

distribution. Using Bader’s decomposition of Atoms In Molecules, we find an electron population 

on Cu by integration of the basin corresponding to an atomic charge close to +1. This is 

corroborated by the total electron count of the d-orbitals, which is near 9.8. The experimentally 

derived occupancy of the important 𝑑𝑥2−𝑦2 orbital is 1.26. This value compares very well with the 

expected orbital occupancy after transfer to the SS2 molecular orbital formed by the ligand -

orbitals, as obtained by a Raub-Jansen Index decomposition of the ELF-based bond basin into 

atomic components. The Raub-Jansen index shows a significant decrease in bond polarity 

compared to common coordination bonds, suggesting some extent of covalency. This is supported 

by the topological analysis of the electron density, which provides clearly negative energy 

densities at the Cu-C bond critical points as a sign of strong covalent contributions. The behavior 

of the charge distributions in this anion supports the existence of an inverted ligand field, leading 

to large electronic population on Cu. 
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