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difficult. Historical data lost its value and forecasting has become even more complex, as 25 

demands are changing quickly and unpredictably (Kourentzes et al., 2021). 26 

Several scholars have explored different forecasting methods for tourism and hotel 27 

demand, but research on hotel demand forecasting is not as abundant as those in tourism 28 

demand forecasting (Wu et al., 2017; Zhang & Lu, 2022) and research on demand forecasting 29 

method in the midst of uncertainty is rare. Furthermore, a few revenue management solutions 30 

(RMS) in the market claim that machine learning has been applied to their system, but the 31 

forecasting models of most RMS are still mainly based on combined forecasting models which 32 

use historical booking records and advanced booking data (e.g., pickup models). Therefore, 33 

this study aims to propose a new approach for daily hotel room demand forecasting by using 34 

clusters of stay dates generated from historical booking data. This new approach is 35 

fundamentally different from traditional forecasting approaches for hotels that assume the 36 

booking curves and patterns tend to be similar during the trailing period approach. In this study 37 

we follow a two-step approach. First, historical booking curves are clustered by a machine 38 

learning algorithm using an auto-regressive manner. Second, clustered booking curves are used 39 

in the additive pickup model to forecast daily occupancy in the near future (up to 8 weeks). 40 

The efficacy of a new forecasting approach is tested using real hotel booking data of 41 

three hotels. To the best of our knowledge, forecasting daily hotel room demand based on 42 

clustered booking curves by machine learning has not been adopted for short-term forecasting 43 

for hotels nor is used in connection with advanced booking models so far. Therefore, this study 44 

will contribute to the literature on hotel demand forecasting. In addition, the findings of this 45 

study will be useful for industry practitioners such as hoteliers and hotel RMS providers by 46 

providing a new approach to forecast demand when they face high demand uncertainty.  47 

 48 

2. Literature review 49 



3 
 

2.1. Tourism demand forecasting 50 

Tourism demand forecasting has been a popular topic among tourism scholars (e.g., see 51 

Athiyaman &Robertson,1992; Song & Li,2008; Frechtling,2012; Peng et al., 2014; Wu et al. 52 

(2017) and the papers cited therein) because tourism planning and destination management rely 53 

on accurate tourist arrival forecasting. Several studies that summarized the state of the art of 54 

tourism demand forecasting across the time (e.g., Witt & Witt, 1995; Song & Li, 2008; 55 

Frechtling, 2012; Wu et al., 2017) showed that most of the published studies to forecast tourism 56 

demand used quantitative methods dominated by time-series models and econometric 57 

approaches. They also concluded that the tourist arrivals variable is the most popular measure 58 

of tourism demand, although predictor variables included in the tourism demand econometric 59 

models vary with study objectives (Song & Li, 2008). Time-series models focus on predicting 60 

the future path of an interest variable regarding its own historical and a random disturbance 61 

term, while the econometric models try to identify causal relationships between the tourism 62 

demand variable and its influencing factors in order to accurately forecast tourism demand (Li, 63 

Song & Witt, 2005). However, since the beginning of this century new machine learning-based 64 

methods start to be used to forecast tourism demand (e.g. Song & Li, 2008; Peng et al., 2014).  65 

Traditional time-series models that have been used for tourism demand forecasting 66 

accommodate a wide range of approaches belonging to the exponential smoothing and the 67 

Autoregressive Integrated Moving Average (ARIMA) families of models (Song & Li, 2008; 68 

Frechtling, 2012; Peng et al., 2014). The first family of models have been widely used during 69 

decades, by both academics, most of the times as a benchmark for performance evaluation, and 70 

industry practitioners, due to its simplicity of implementation and relatively good performance. 71 

The double exponential smoothing, the Holt exponential smoothing and the Holt-Winters 72 

exponential smoothing are some well-known examples of approaches of the exponential 73 

smoothing family of models (Peng et al., 2014). The ARIMA family of models has been most 74 
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Many studies on hotel demand forecasting have followed the approaches used for 125 

tourism demand forecasting, such as time-series and econometric models (Wu et al., 2017). 126 

Forecasts of aggregated market demand of a hotel (e.g., at weekly or monthly levels), based on 127 

a time-series approach, helps hoteliers to understand seasonal patterns of demand in order to 128 

define strategic policies for the variables of the marketing mix. However, in the hospitality 129 

industry, forecasts of short-term demand, and on a daily basis, have a more critical impact on 130 

hotel revenue management operations decisions, such as pricing decisions and inventory 131 

control (Pereira, 2016; Lee, 2018; Fiori & Foroni, 2020). While annual, quarterly, or monthly 132 

data are often used in tourism demand forecasting, such data is not sufficient for short-term 133 

hotel demand forecasting to support decision-making at that operational level (Huang & Zheng, 134 

2021). This is the key reason why the majority of the literature on demand forecasting use daily 135 

data (e.g., see Koupriouchina et al. (2014) and Weatherford (2016) and the papers cited therein, 136 

as well as more recent papers, such us Lee (2018) and Fiori & Foroni (2020)). In the hotel 137 

demand forecasting literature, we can find models based on historical transaction data and on 138 

advanced booking data (Pereira, 2016). For example, Bandalouski et al. (2021) used historical 139 

data to forecast disaggregated hotel demand, for short- and long-term horizons, using time-140 

series models. Then, they used these forecasts of hotel demand in each category to feed 141 

dynamic pricing models. For short-term hotel demand forecasts, advanced booking data (i.e., 142 

reservations on hand) is the most important type, because it reflects the most recent demand 143 

changes (Zakhary, Gayar, & Atiya, 2008). Therefore, advanced booking models (e.g., pickup 144 

models, econometric advanced booking models), which are based on the information of 145 

reservations on hand, are mostly used for short-term revenue management-oriented forecasting 146 

(e.g., Weatherford & Kimes, 2003; Tse & Poon, 2015; Lee, 2018; Fiori & Foroni, 2020). While 147 

econometric models try to recognize the quantitative relationship between final bookings data 148 

and reservations on hand, pickup models identify the unique features of reservation data and 149 
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estimate the reservations to receive in the future by aggregating the possible additional 150 

reservations. As pickup models use the historical reservation data corresponding to each arrival 151 

date, the selection of those data is critical in the hotel demand forecasting (Ma et al, 2014). 152 

While no consensus on the best forecasting model for hotel daily room demand is 153 

reached, some scholars have pointed out the limitations of traditional forecasting models (e.g. 154 

Webb et al., 2020; Huang & Zheng, 2021) As a result, a growing body of literature has focused 155 

on new approaches for hotel demand forecasting by taking different perspectives, whether 156 

including new data sources (e.g., Pan, Wu & Song, 2012) or using AI-based models (e.g., 157 

Sánchez, Sánchez-Medina & Pellejero, 2021), but it is still limited when compared with the 158 

literature dealing with new quantitative approaches of tourism demand forecasting. On one 159 

hand, Pan, Wu and Song (2012) included search query volume data, from Google specifically 160 

categorized as travel queries, in econometric forecasting models for hotel occupancy 161 

forecasting. Similarly, Wu, Hu and Chen (2021) suggested mixed data sampling models for 162 

hotel occupancy rate and compared it with competitive models such as times series and 163 

econometric models. The results of their analysis showed that combining big data sources, such 164 

as daily visitor arrival and search query data, can improve forecasting accuracy especially when 165 

demand variation is high. On the other hand, Webb et al. (2020) assessed the forecasting 166 

performance of neural networks with advanced booking data. They concluded that neural 167 

networks are suitable for forecasting hotel demand within a context of dynamic booking 168 

windows. Wang and Duggasani (2020) forecasted constrained hotel daily demand using 169 

LSTM-based recurrent neural networks. Using real time series from four hotels located in USA, 170 

they concluded that two deep learning LSTM models (a time-based and a time-rate-based 171 

model) outperform a set of machine learning algorithms in the majority of the cases. In the 172 

same line of research, Huang and Zheng (2021) proposed a spatiotemporal deep learning 173 

LSTM model. This study revealed that the deep learning model with spatial and temporal 174 
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3.2.3. Forecasting models: Forecasting with advanced booking data 273 

Alternative forecasting models have been used to forecast short-term hotel demand. 274 

Forecasting models fall into one of three categories: historical booking models, advanced 275 

booking models and combined models (Lee, 1990; Weatherford & Kimes, 2003). Historical 276 

booking models concern only the final number of rooms occupied or arrivals for each stay day 277 

in the past, while advanced booking models reflect the pattern of reservations over a booking 278 

horizon for a target stay day in the future. Finally, combined models utilize both the historical 279 

and advanced booking models, applying either a weighted average or regression, to produce 280 

forecasts. The focus of this research is on advanced booking models due to the reasons 281 

indicated by Fiori and Foroni (2020). Since we are using real data from independent hotels, 282 

from which one hotel closes during the low season, these models are preferred to historical 283 

models because they do not rely on complete daily time series and are easy to implement in 284 

practice. In addition, Weatherford and Kimes (2003) concluded that pickup methods and 285 

regression produce the lowest error, while the booking curve and combination forecasts 286 

produced fairly inaccurate results. 287 

Advanced booking models use a two-step approach to generate forecasts of the number 288 

of rooms occupied in future stay dates. First, these models forecast daily reservations yet to 289 

come until a future point in time (stay day) based on a daily known pattern of reservations that 290 

occurred over the recent past in each lead time (Zakhary et al., 2008; Fiori & Foroni, 2020). 291 

Second, a forecast of the number of rooms occupied for each future date until the stay day, 292 

made on a specific reading day, is therefore obtained by adding the number of rooms occupied 293 

based on reservations on hand until the current reading day with those daily forecasts of 294 

reservations to come. Additive pickup methods assume that the number of on-hand reservations 295 

is independent of the number of rooms that will be booked later on, while multiplicative pickup 296 
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of hotels 1 and 2; clusters F of hotels 1 and 2 and cluster E of hotel 3). This result supports the 370 

idea that this methodology might be applied in different types of SME hotels. 371 

(Please insert Table 2 here) 372 

(Please insert Figure 2 here) 373 

 374 

4.2. Time correlations in the data 375 

A relevant question concerning the possibility of predicting the number of rooms 376 

occupied at a given date in advance is whether the time series contains or not such information, 377 

independently of the specific algorithm that will be used to extract it. One can quantify the 378 

possibility of knowing the occupancy of a hotel t days in advance with the correlation function 379 

g(t) defined in Equation (1). When g(t) assumes values close to 1 it means that at that time it is 380 

possible to predict with high confidence the occupancy at time 0 (i.e., at present time); when 381 

g(t) is close to 0 it means that at that time there is no information available to predict the 382 

occupancy at time 0. Of course, g(t) starts at 1 at small t and drops to 0 at long times. 383 

As plotted in Figure 3, different clusters display very different correlation functions. 384 

Some of them maintain values close to 1 several months in advance, while the fastest-decaying 385 

ones drop after approximately one month. This fact suggests that it is possible to make accurate 386 

forecasts for all dates in all clusters at least one month in advance, but for some clusters this 387 

possibility extends to much longer forecasting horizons. 388 

(Please insert Figure 3 here) 389 

4.3. Forecasting accuracy 390 

Table 3 summarizes results of two accuracy measures per forecasting method and per 391 

hotel for a selected set of forecasting horizons (7, 14, 30 and 50 days before arrival). Results 392 

clearly show that forecasts of hotel demand are more accurate when they are generated at 393 

cluster-level, whatever the accuracy measure used, both for all forecasting horizons and for all 394 
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belongs each stay day, in an early stage of the booking curve of each day, is an appealing line 445 

of research because it would be possible to improve the forecasting accuracy as well as to 446 

explore regression models to forecast hotel demand. 447 

 448 

  449 
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Table 3: Accuracy measures per forecasting method and per hotel 576 

  
7 Days before 14 Days before 30 Days before 50 Days before 

MAPE RMSE MAPE RMSE MAPE RMSE MAPE RMSE 

Hotel 1 

Cluster 
Pick-up 11.48% 1.55 17.05% 2.32 21.48% 3.08 21.32% 2.90 

Classic 
Pick-up 16.92% 2.13 25.51% 3.92 32.98% 5.37 54.01% 7.86 

Hotel 2 

Cluster 
Pick-up 16.32% 3.31 22.06% 4.32 27.46% 5.01 28.09% 4.96 

Classic 
Pick-up 17.69% 3.87 28.29% 5.65 49.39% 9.25 85.67% 11.25 

Hotel 3 

Cluster 
Pick-up 22.80% 2.13 32.25% 2.39 62.00% 3.68 77.01% 3.91 

Classic 
Pick-up 27.09% 2.28 44.45% 2.85 66.25% 3.89 81.02% 4.15 

 577 
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 580 
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Figure 1: Dendrograms and booking curves of each cluster per hotel 
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Figure 2: Calendars based on clusters (Hotel 1) 
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Figure 3: Time correlations 
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