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Abstract The Bengali language is based on a set of symbols
for basic characters, modifiers, compound characters, and
numerals. The recognition rates of handwritten basic char-
acters and numerals are very high. However, the recognition
rates of compound characters and modifiers are still poor.
This might be due to their large class size with huge writing
styles, much similarity, and unavailability of sufficient data
for deep learning. In fact, there are some compound char-
acters which appear very rare in practice. A proper selec-
tion of frequently used characters may reduce class size, and
hence improving the accuracy. In this study, we performed a
statistics on the frequency of compound characters, we de-
veloped two datasets for modifiers and compound charac-
ters, and finally we proposed a heterogeneous deep learn-
ing model (RATNet) for characters recognition. A statistics
was performed on two daily Bengali newspapers, and char-
acters with frequency ≥ 5% were selected. The handwrit-
ing of selected characters was collected from 130 writers of
different ages and professions. The performance of RATNet
model was evaluated on the proposed datasets and also three
other existing datasets (i.e., ISI, CMATERdb, BanglaLekha-
Isolated). In addition, the performance of RATNet was
also compared with LeNet-5, VGG-16, ResNet-50, and
DenseNet-121 models. We selected 87 out of 107 compound
characters. The proposed RATNet model outperforms other
models providing 99.66%, 99.27%, 98.78%, and 97.70%
accuracy, respectively for the recognition of numerals, ba-

� Md Aktaruzzaman (Corresponding Author)
aktaruzzaman@iu.ac.bd
1 Department of Computer Science and Engineering, The People’s Uni-
versity of Bangladesh, Dhaka-1207, Bangladesh.
2 Department of Electrical and Electronics Engineering, Islamic Uni-
versity, Kushtia-7003, Bangladesh.
3 Dipartimento di Informatica, Università degli Studi di Milano, Italy.
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sic characters, modifiers, and compound characters on the
CMATERdb dataset while keeping the number of parame-
ters relatively low likely due to layer heterogeneity.
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1 Introduction

The development of optical character recognition (OCR)
systems for handwritten characters (HCR) of some lan-
guages recently achieved human-level error rates, especially
after the introduction of deep learning (DL) techniques
[3, 6, 13]. In particular, the performance for recognizing
handwritten characters in European scripts (based on the
Roman alphabet) [39] and several Asian languages like Chi-
nese [48], Japanese [44] and Korean [32], achieved accura-
cies > 95%. However, HCR systems for languages of the
Indian subcontinent presents additional challenges, mainly
due to the large amount of characters and variability in the
writing styles among individuals [18].

Bengali is the second mostly spoken language in the In-
dian subcontinent and the official language of Bangladesh
[14]. It is also ranked fifth based on the number of peo-
ple who speak Bengali worldwide [46]. In Bengali, there
are 10 basic symbols in its decimal number system and 50
basic characters (11 vowels, 39 consonants). Also, 12 dif-
ferent modifiers may change the shape of a vowel or some
consonants, and might appear on the top, bottom, left, or
right of each single character. In addition to this already
large set of different characters, there are also between 160
and 334 compound characters currently in use [17], which
are formed by combining two or more consonants together.
Another complication is that the shape of such combined
character is different from the shape of its members simply
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aligned. Therefore, in a survey [17], considering all possi-
ble characters, the development of a complete Bengali HCR
system led to a classification problem of 232 classes.

The research in Bengali HCR has been improved re-
cently for recognition of basic characters and numerals us-
ing DL-based methods [2, 4, 35, 36]. A few works reported
promising results (although with comparatively low accu-
racy) for the recognition of compound characters [5, 38].
This limited amount of research might be due to the un-
availability of sufficient data of compound characters. The
major reasons for the unavailability of datasets of compound
characters are the large variety of classes and very rare oc-
currences of some compound characters. Furthermore, these
studies suffer from one major limitation, i.e., the use of a
subset of Bengali alphabet. To the best of our knowledge,
no research is found in the literature that has considered the
complete set of Bengali alphabet. As a consequence, there
are many works, but no work to adopt in practice. Moreover,
the free datasets of compound characters and modifiers are
very rare, thus limiting the use of DL techniques.

The objectives of this study are: i) to develop a dataset
of handwritten Bengali compound characters and modifiers
based on an extensive survey of the comparative rate of oc-
currence of the compound characters; ii) to develop a DL
architecture with the aim of improving the recognition ac-
curacy of existing recognition methods; iii) to develop a
complete recognition system of handwritten Bengali ba-
sic characters, compound characters, modifiers, numerals;
and finally iv) to compare the performance of the proposed
method with well-established DL architectures adapted for
Bengali HCR.

2 Related Works

Convolutional neural networks (CNNs) have been found
outperforming feature-based classifiers for Bengali HCR
of both numeral and basic characters (e.g., [33, 35] vs
[11, 18, 30]). By this time, a few researchers [1, 2, 4, 41]
have explored the power of CNNs for Bengali HCR. In
2015, Rahman et al. [35] proposed the use of CNN for
handwritten Bengali characters recognition. They proposed
a CNN model that normalizes the handwritten character im-
ages which are fed to a CNN to classify individual charac-
ters of their own generated database. They reported about
85.35% recognition accuracy on a dataset of 20,000 sam-
ples. Sazal et al. [40] proposed a DL approach for Bengali
handwritten characters recognition. Their proposed deep be-
lief network (DBN) takes the input images, and the network
is trained in two steps. Differently from other models, DBN
can generate samples which can be used for data augmen-
tation for other classification problems. They used Bengali
numerals [9] and other basic characters [10] datasets col-
lected from Indian Statistical Institute. The average clas-

sification accuracy for DBN was around 90%. Shopon et
al. [41] used autoencoders and deep CNNs. The deep net-
work was trained with 19,313 samples of the ISI training
dataset [9] and tested with images of the CMATERdb3.1.1
dataset [8], and which led to an accuracy of 99.50%. Akhand
et al. [1] employed CNNs for handwritten Bengali isolated
numerals recognition on a self-generated dataset of 17,000
numeral images. They used 13,000 samples for training the
CNNs and the remaining 4,000 to assess the model perfor-
mance. They reported 99.40% and 97.93% recognition ac-
curacies on the train and test sets, respectively. Later, Ak-
hand et al. [2] has proposed a different CNNs based method
for handwritten Bengali numerals recognition. In their study,
three different CNNs with the same architecture were used
for the experiments. Each CNN was trained with a differ-
ent training set prepared from the samples of handwritten
images, and the final decision was made by combining the
decisions of the CNNs. One CNN was trained with the or-
dinary images of the handwritten numerals. A simple rota-
tion based approach was used to generate training sets for
the other two CNNs. A set of 18,000 images (out of the
19,392) of the ISI numeral dataset was considered for train-
ing one CNN. The performance of the developed system was
tested on the separated test set, of 4,000 samples, of the ISI
database. Their method with multiple CNNs reported accu-
racy of 98.80% and 99.51% on the test and training sets, re-
spectively, and currently, it is the best performance available
in the literature on Bengali HCR. It is a great achievement
that seems closer to human perception. However, the test set
comprised of only 4,000 samples. Alom et al. [5] published
a work where they have implemented a set of CNNs for Ben-
gali handwritten characters (including digits, alphabets, and
special characters) recognition. Very recently, Modhej et al.
[29] proposed an intelligent model for handwritten charac-
ter recognition of five languages based on the computational
function of the dentate gyrus of the brain’s hippocampus.
The proposed model uses two excitation and inhibition steps
which play vital roles in increasing character recognition ac-
curacy. They evaluated the model with six datasets from five
languages, and reported an accuracy of 99.65% and 99.60%,
which is the highest accuracy till found for handwritten Tel-
ugu and Devanagari numerals recognition on CMATERdb
datasets.

3 Properties of Bengali Scripts

The Bengali alphabet was originated from an ancient
Brahmi alphabet and it got its present form through vari-
ous transformations. It is enriched with 11 vowels and 39
consonants. Unlike in the Roman alphabet, there is no case
style (uppercase and lowercase) in Bengali, but it is read and
written from left to right likewise. The set of vowels and
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Fig. 1: Example of printed basic characters including all
Bengali vowels and consonants (a). Some samples of com-
pound characters and modifiers of IUBCCdb and IUBMCdb
dataset. The first seven rows represent compound characters
and the last row indicates modifiers (b). Example of the dif-
ferent parts of a Bengali sentence (c).

consonants is called together the basic characters. The set of
basic characters is shown in Fig. 1a.

All vowels (except the letter A is shown in Fig. 1a) fol-
lowing a consonant and several consonants may take mod-
ifiers (Fig. 1b). Some vowels, e.g., “U,” and “R.”, may also
take different shapes when used with consonants. In addi-
tion, two or more basic characters can be compounded to-
gether to construct a compound character (Fig. 1b).

Figure 1c showed that the shape of Bengali alphabet
could be divided into three parts: i) upper part: the part above
an upper horizontal line called “matra” (although matra does
not exist for all characters); ii) lower part: the bottom-most
part where modifiers are attached to the vowels and conso-
nants; and iii) middle part: the part between upper and lower
parts. Interestingly, modifiers do not deform the shapes of
the middle part of a consonant while the shape of the middle
part is deformed in the compound characters.

The matra is an important characteristic that is used
to segment a character from the script and classify it.
Some characters have an extended part above the matra,
which makes it different from other similar characters. Even
though matra has been reported as one of the most important
features for character segmentation and recognition from
printed texts [37], it results less reliable for HCR due to its
inappropriate/partial presence in the scripts.

Another important property of some Bengali alphabet
characters is that there are vertical lines at left or right side
of the character. Some characters have double vertical lines
as well. Similar to the matra, vertical lines were identified
as important features for printed character recognition [15]
but reduced their efficacy for HCR due to the variability of
people’s handwriting styles.

4 Data Description

In this study, we proposed two datasets, e.g., i) set of modi-
fiers and ii) set of compound characters, respectively. In ad-
dition, for the training of the classifiers, we considered three
other datasets. The description of all datasets are given in
the sections below.

4.1 Proposed Datasets

As we stated above, the frequency of usage of compound
characters differs between each other. In this study, we in-
tended to quantify the frequency of usage, as well as creat-
ing a dataset suitable for training an automatic classifier. We
collected a total of 9,140 samples of compound characters
and 7,909 samples of the modifiers from the handwriting of
a convenience sample comprising of 130 individuals. The
subjects involved in the handwriting were chosen from dif-
ferent professions of both males and females aged between
13 to 55 years.

Data were collected as follows. First, we considered the
text scripts of two popular Bengali newspapers, i.e., The
Daily Prothom-Alo and The Daily Ittefaq in Bangladesh,
for 15 days. Second, the news were segmented into different
sections based on the news headings. The paper cuttings
were distributed among 30 volunteers selected from both
undergraduate and graduate programs of the Department
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of Computer Science and Engineering, Islamic University,
Kushtia, Bangladesh. Third, the volunteers prepared a
list of compound characters and modifiers found in the
news cutting, and asked the writers to write the selected
characters on a plain A4 white paper. The writers were
selected from students of schools, colleges and university,
shopkeepers, and officials of private and public offices.
Fourth, these handwritten characters were scanned by a
flatbed scanner at resolution 300 × 300 dpi at the De-
partment of Computer Science and Engineering, Islamic
University, Bangladesh. Finally, the individual characters
were automatically segmented from the scanned images
by a program written in Matlab 2015b, and saved as 256
color bmp file. We called these set of modifiers and com-
pound characters as IUBMCdb (Islamic University Bengali
Modifier Characters) and IUBCCdb (Islamic University
Bengali Compound Characters), respectively. Writers
wrote an average of 130 characters each. The datasets are
available at: https://github.com/Aktaruzzaman78/

Handwritten-Bengali-Compound-Characters-and-Modifiers-Datasets.

4.2 Other Datasets

In addition to the proposed IUBMCdb and IUBCCdb
dataset, we considered three other datasets of Bengali hand-
writings: i) the ISI Bengali handwritten dataset [9, 10]; ii)
the CMATERdb dataset (we used the CMATERdb 3.1.1,
CMATERdb 3.1.2, CMATERdb 3.1.3.3.7z and CMATERdb
3.1.4) [8, 16, 19] ; and iii) the BanglaLekha-Isolated dataset
[12]. The ISI dataset consisted of about 23,392 samples
of Bengali handwritten numerals and 37,858 basic char-
acters collected from the handwritings of 1,106 subjects.
The CMATERdb dataset consisted of approximately 67,063
samples among numerals, basic characters, modifiers, and
compound characters. In addition to the basic characters and
numerals, the CMATERdb included compound characters
and modifiers as well. The BanglaLekha-Isolated dataset
consisted of about 166,105 samples of handwritten iso-
lated numerals, basic and compound characters. The ISI and
CMATERdb datasets have been already splitted into train-
ing, validation and test sets by their curators. A brief de-
scription of the datasets has been summarized in Table 1.

5 Recognition Method

The methodological steps involved in the proposed classi-
fication (or recognition) method are described by the block
diagram in Fig. 2. The input to the classifier was a symbol
of handwritten Bengali character. The input could be a nu-
meral, a basic character, a modifier or a compound character
belong to the Bengali language. The input was an 8 bit 256

Fig. 2: Block diagram of the Bengali HCR system.

gray level image of any resolution. In this study, we have
considered two resolutions of images (32×32 and 64×64).
The rescaled image has been fed into a classification model
based on the DL architecture described in the following sec-
tions.

5.1 Model Architecture

DL architecture has become an important part of computer
vision research since the performance in an application de-
pends on how well a network is designed. A wide range
of network architectures has been proposed since the suc-
cessful implementation of a CNN. For example, a Residual
Network (ResNet) [23] makes possible to train up to hun-
dreds or even more layers and provides compelling perfor-
mance in many computer vision applications, object detec-
tion, and face recognition [21]. Increasing the depth of a
network does not always work by simply stacking the lay-
ers together, and are hard to train due to vanishing gradient
problem. The main idea behind ResNet is introducing iden-
tity shortcut connection between layers and skip one or more
layers without sacrificing the network performance.

Most of the DL architectures target on three factors:
depth, width, and cardinality. However, some researchers
[31, 45, 47] have also recently investigated on another im-
portant concept called “attention mechanism” to further en-
hance the performance of CNNs, while reducing the com-
plexity of the model. The importance of attention mecha-
nism has been already described in several previous studies
[7, 28] for object recognition. It does not only tell where is
the focusing points of an image but also improves the region
of interests. Inspired by this attention mechanism and recent
advances in DL, we have proposed an architecture of CNN
that employs both residual unit and attention mechanisms in
this study. Here, we have termed the proposed model as a

https://github.com/Aktaruzzaman78/Handwritten-Bengali-Compound-Characters-and-Modifiers-Datasets
https://github.com/Aktaruzzaman78/Handwritten-Bengali-Compound-Characters-and-Modifiers-Datasets
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Table 1: Statistics of the different datasets used in our study. The symbol − means information was not available.

Dataset Category Training
samples

Validation
samples

Testing
samples

Total
samples

Number of
classes

ISI Numeral 19,392 — 4,000 23,392 10
Basic character 18,000 7,000 12,858 37,858 50

CMATERdb

Numeral 6,000 — — 6,000 10
Basic character 12,000 — 3,000 15,000 50

Modifier 2,927 — 729 3,656 13
Compound 34,439 — 8,520 42,959 171

BanglaLekha-Isolated
Numeral 19,748 — — 19,748 10

Basic character 98,950 — — 98,950 50
Compound 47,407 — — 47,407 24

IUBMCdb Modifier 7,909 — — 7,909 13
IUBCCdb Compound 9,140 — — 9,140 87

residual attention network (RATNet). It is a Residual CNN
with an attention mechanism that adopts a spatial attention
mechanism in a very deep structure. The architecture of the
model is shown in Fig. 3. A brief description of each com-
ponent of the proposed RATNet model is given here:

5.1.1 Convolutional Block and Dense Block

We designed two blocks, i.e., the convolutional and dense
blocks, both of them are comprised of a set of layers. Each
convolutional block comprised single convolutional layers
with a kernel size of 3× 3 and a different number of fil-
ters, batch normalization layer and ReLU activation func-
tions. The dense block is defined as a trio of operations:
fully connected layer (FC), batch normalization, and ReLU
activation. Figure 3 shows the number of filters used in the

Fig. 3: The architecture of our proposed RATNet model.

convolutional layers and the dense blocks along with a 50%
dropout layer.

5.1.2 Spatial Attention Module

The spatial attention module (SAM) mainly focuses on
the dependence between spatial neighboring pixels and the
noteworthy features on the input data. In other words, the
SAM focuses on “where” is an informative part and “which”
information is most relevant to an information part. In our
network, we implemented a modified version of a specific
spatial attention module called Convolutional Block Atten-
tion Module (CBAM) [47]. Briefly, CBAM is composed by
two submodules, i.e., the channel attention module and spa-
tial attention module. In this study, we utilized only the spa-
tial module to further reduce the complexity of the proposed
model. The spatial attention module of CBAM worked as
follows. First, the input tensor X ∈ RH×W×C was manipu-
lated along the channel dimension by computing the average
and max-pooling operations, thus obtaining the two tensors
Xavg and Xmax ∈ RH×W×1. Second, these two tensors have
been concatenated to obtain the tensor Xconc ∈ RH×W×2.
Third, a standard convolutional layer with a mask 7×7 was
applied to Xconc and a sigmoid function σ applied element-
wise. Finally, the output tensor SAM(X) was ∈ RH×W×1.
The equation was as follows:

SAM(X) = σ( f 7×7([AvgPool(X);MaxPool(X)]) (1)

A schematic diagram of the SAM is shown in Fig. 4a.

5.1.3 Residual Block

In our work, we implemented residual blocks and skip con-
nections as follows:

R(x) = LeakyReLU(x+ f (x)) (2)

where x is the input tensor, f (x) is the residual component,
and R(x) is the output of the residual block. In this block,
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(a) (b)

Fig. 4: Schematic diagrams of both spatial attention module (a) and residual block (b), respectively.

f (x) was defined as two consecutive copies of a trio of oper-
ations: convolution with a filter of size 3×3, batch normal-
ization and a LeakyReLU activation function (LeakyReLU
activation was not used in second copy). Then, the fea-
ture map from f (x) was added to the input x. Finally, the
LeakyReLU activation function is performed on concate-
nated features. The whole block of R(x) is referred to as a
residual block. The schematic diagram of the residual block
is shown in Fig. 4b.

5.1.4 Hypercolumn Technique and Global Average Pooling

The typical network architecture using CNN involves the
use of a FC layer dedicated to the classification task. How-
ever, due to sequences of max-pooling, the information in
the last FC layer may be too coarse spatially to allow pre-
cise localization. Besides, the first layers may be spatially
precise, but these include a lack of semantic information. To
trade-off between spatial precision and amount of seman-
tic information, the Hypercolumn Technique (HT) has been
implemented [22]. HT comprises of upsampling with bilin-
ear interpolation and concatenation layers. The bilinear up-
sampling determines the values of new neighboring pixels
by using all nearby pixel values. In order to select impor-
tant features, hypercolumn features feed to a global average
pooling (GAP) layer. The usage of GAP gives better robust-
ness to the network while maintaining high sensitivity to tex-
ture information in images [34]. Besides, the GAP summing
out the activations of every feature make the network learn
to be invariant to those spatial transformations. We feed the
spatial pooling of features maps to the dense block.

5.2 Training, evaluation and experiments

The training and evaluation of the model performance were
performed by means of a hold-out strategy. Depending on
the dataset, we employed the training and test sets already in
place (see Table 1), or in case on no split, we partitioned the
entire dataset into train and test sets by the random selection
of samples at the ratio of 70/30.

After defining the model hyperparameters (see sec. 5.4),
the model was trained using the training data of a dataset.
Then, its performance was evaluated on the test data of that
dataset. The performance of the model was evaluated for
each type of sample of each dataset, i.e., digit, basic charac-
ters, modifiers and compound characters, respectively, here-
after called individual performance.

The performance was also evaluated for the case when
all types of data of a specific dataset were combined to-
gether, hereafter defined as combined performance. In de-
termining combined performance, the training samples of
all categories were combined to form the train set, and the
set samples were combined to form the test set.

We performed several experiments to i) assess the per-
formance of the model; ii) to quantify the effect of the image
resolution on the performance; iii) compare performance
with those of other state-of-the-art architectures; and iv) as-
sess whether the spatial attention mechanism was relevant
for the task.

For assessing the individual performance, the output
layer of our model was adjusted based on the classification
task to perform (e.g., 10 neurons for digit recognition). The
model was trained with input images whose resolution was
32× 32 and 64× 64 pixels to assess the effect of a higher
resolution on the performance. In addition, we quantified
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the difference in performance with and without the atten-
tion mechanism in our model, hereafter called RATNet-No-
SAM-RB. The performance was quantified on each dataset
separately. In a similar manner, the combined performance
was quantified by adjusting the number output neurons. The
other network architectures we considered were: LeNet-
5 [26], VGG-16 [43], ResNet-50 [23], and DenseNet-121
[24]. Even in this case, the input and output layers of all
models were adjusted depending on the classification task.
The training for all models was performed from scratch us-
ing a random initialization of the weights.

The experiments were carried out on a desktop computer
with Intel Core i7 3.90 GHz CPU and NVIDIA Titan XP Pro
GTX1080Ti 12 GB GPU, 1TB HDD, and 8 GB RAM.

5.3 Evaluation metrics

We computed three metrics for the evaluation of the recog-
nition model. First, we considered the accuracy, computed
as the percentage of correctly classified cases among the to-
tal test cases. This metric is known to be dependent on the
distribution of the amount of samples in each class within
the dataset. Consequently, when dealing with classification
problems with unbalanced datasets (as in our case), the ac-
curacy might not be the most suitable indicator of perfor-
mance, especially for comparisons with other studies involv-
ing a different dataset. So, to account for this problem, as a
second metric, we considered the F1 score. Third, we con-
sidered the reliability metric Cohen’s Kappa (K) [27] to ac-
count for how much agreement between the actual and pre-
dicted values of a class could be occurred by chance. The
value of K ranges from 0 to 1. The closer K to 1, the more
reliable the classifier is.

5.4 Hyperparameters and Loss Function

The values of hyperparameters in machine learning are used
to control the learning process. In this study, the values of
hyperparameters were set using the training and validation
sets of the ISI dataset (see Table 1). It is worth noting that
this dataset contained only numerals and basic characters.
We took the decision of employing only this dataset to re-
duce the risk of overfitting from one side (without specializ-
ing on the entire set of characters), and on the other side, to
reduce the computational time required for their setting. The
set of hyperparameters used in the proposed model were: i)
the number of epochs n, ii) batch size b, iii) learning rate α ,
and v) optimization and loss function.

To set the values of these hyperparameters, we initialized
the number of epochs n = 200 with batch size b = 128. An
early stopping callback on the validation loss with the pa-
tience of 30 epochs was applied to halt the training process

when no improvements were detected. Initially, we used the
learning rate α = 0.001 and then it was updated to 75% of
its previous value, if our model validation accuracy did not
improve for six consecutive epochs. Finally, the values of
learning rate α and number of epochs n for which the model
provided maximum accuracy on the validation set of ISI
dataset were 0.0000422 and 142, respectively. The Adam
optimizer [25] was used for the optimization of model pa-
rameters with categorical cross entropy as loss function.

6 Results

We have developed a dataset for handwritten Bengali modi-
fiers and compound characters. There are 107 distinct com-
pound characters found in our study. They appeared with
different frequencies. Some of them have been used very
rarely (< 3%), and some are used with high frequency
(≥ 97%). There are 87 frequently used compound characters
found in our study (selected when its frequency was ≥ 5%).
The frequency of each character is reported in Fig. 5.

The performance of the proposed model has been stud-
ied at two different resolutions: 32×32, and 64×64 pixels.
The model achieved slightly more accuracy of 97.74% at
resolution of 64× 64 than 97.64% at resolution of 32× 32
when considering the ISI dataset for basic character recog-
nition. Given the very limited improvement in using a higher
resolution and considering that most of the works reported
in the literature (e.g., [5, 36]) have performed their experi-
ments at resolution of 32×32, to facilitate the comparisons,

Fig. 5: Compound characters and their individual frequency
of occurrence found in the newspapers.
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Table 2: Recognition performance of different models on
the ISI dataset. The bold faced values denote the best per-
formance.

Model Metrics (%) Digit Basic

LeNet-5
Accuracy 98.50 94.33
F1-score 98.46 93.03

Cohan’s Kappa 98.35 93.13

VGG-16
Accuracy 99.62 95.87
F1-score 99.60 95.86

Cohan’s Kappa 99.51 94.90

ResNet-50
Accuracy 99.13 95.93
F1-score 99.09 95.85

Cohan’s Kappa 98.00 95.75

DenseNet-121
Accuracy 99.55 95.80
F1-score 99.55 95.75

Cohan’s Kappa 99.41 95.70

RATNet-No-SAM-RB
Accuracy 99.02 94.94
F1-score 99.02 94.87

Cohan’s Kappa 98.90 94.64

RATNet
Accuracy 99.80 97.64
F1-score 99.80 97.63

Cohan’s Kappa 99.70 97.55

Table 3: Results on the BanglaLekha-Isolated dataset for
different models. The bold faced values denote the best per-
formance.

Model Metrics (%) Digit Basic Compound

LeNet-5
Accuracy 98.38 93.14 90.58
F1-score 98.36 93.12 90.31

Cohen’s Kappa 98.20 93.05 90.29

VGG-16
Accuracy 98.65 94.94 93.18
F1-score 98.64 94.93 93.86

Cohen’s Kappa 98.42 94.70 93.05

ResNet-50
Accuracy 98.71 95.36 93.41
F1-score 98.70 95.94 93.39

Cohen’s Kappa 98.55 95.08 93.29

DenseNet-121
Accuracy 98.72 95.60 93.52
F1-score 98.71 95.58 93.75

Cohen’s Kappa 98.61 95.42 93.70

RATNet-No-SAM-RB
Accuracy 98.24 93.80 92.24
F1-score 98.24 93.88 92.22

Cohen’s Kappa 98.05 93.74 91.90

RATNet
Accuracy 98.92 95.73 93.74
F1-score 98.92 95.60 93.72

Cohen’s Kappa 98.81 95.64 93.47

we report the results of the rest of the study considering only
images at a resolution of 32×32.

We now describe the results obtained on the selected
datasets. Table 2 reports the results achieved by all selected
models on the ISI dataset. Our model performed similarly
to the other architectures for digit recognition (all accura-
cies were > 99% but LeNet-5’s) while it outperformed for
basic character identification of approximately 2%. The in-
dividual performance of the model for recognition of numer-
als, basic and compound characters on the BanglaLekha-
Isolated dataset is reported in Table 3. All models achieved

Table 4: Results on the CMATERdb dataset for different
models. The bold faced values denote the best performance.

Model Metrics (%) Digit Basic Modifier Compound

LeNet-5
Accuracy 98.72 97.10 98.40 91.80
F1-score 98.70 97.08 98.37 91.77

Cohen’s kappa 98.20 97.00 98.20 91.25

VGG-16
Accuracy 99.16 97.56 98.63 93.10
F1-score 99.15 97.50 98.60 93.09

Cohen’s Kappa 99.05 96.62 98.50 92.85

ResNet-50
Accuracy 99.27 97.40 98.37 92.28
F1-score 99.24 97.38 98.36 92.27

Cohen’s Kappa 99.10 96.42 98.15 92.11

DenseNet-121
Accuracy 98.90 98.83 98.63 96.31
F1-score 98.88 98.81 98.62 96.29

Cohen’s Kappa 98.61 98.67 98.50 95.70

RATNet-No-SAM-RB
Accuracy 98.94 97.20 98.01 95.75
F1-score 98.91 97.15 97.75 95.05

Cohen’s Kappa 98.82 97.00 97.85 95.72

RATNet
Accuracy 99.66 99.27 98.78 97.70
F1-score 99.61 98.94 98.71 97.67

Cohen’s Kappa 99.60 98.86 98.50 97.61

Table 5: Results on the IUBMCdb and IUBCCdb dataset
for different models. The bold faced values denote the best
performance.

Model Metrics (%) Modifier Compound

LeNet-5
Accuracy 96.21 81.47
F1-score 96.19 81.44

Cohen’s kappa 96.13 81.26

VGG-16
Accuracy 96.15 93.27
F1-score 96.12 93.25

Cohen’s Kappa 96.02 90.10

ResNet-50
Accuracy 97.10 90.83
F1-score 97.06 90.72

Cohen’s Kappa 96.95 90.52

DenseNet-121
Accuracy 96.63 92.91
F1-score 96.61 92.90

Cohen’s Kappa 96.54 92.72

RATNet-No-SAM-RB
Accuracy 96.89 90.83
F1-score 96.95 89.85

Cohen’s Kappa 96.60 90.05

RATNet
Accuracy 97.41 93.42
F1-score 97.41 93.41

Cohen’s Kappa 97.29 93.33

comparable performance for the recognition of numerals
(accuracies > 98%). The worst performance across all mod-
els was observed for the recognition of compound charac-
ters with Accuracies ranging from 90% (LeNet-5) to 93%
(DenseNet-121 and our model). In particular, our model
achieved an Accuracy of 93.74%, F1-score of 93.72%, and
Cohen’s Kappa of 93.47%. The closest performance was
achieved by the DenseNet-121, which is a more complex
model with a very large set of parameters, as reported in
Table 7. Similar results were observed in the CMATERdb
dataset and in the newly created IUBMCdb and IUBCCdb,
as reported in Table 4 and 5. The highest and lowest per-
formances were achieved for digit and compound character
recognition, respectively, across all models.

The role of the spatial attention module and residual
block on the classification performance was assessed by re-
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Table 6: Results on the combined performance achieved by
our model on each dataset.

Dataset Metrics
Accuracy F1-score Cohen’s Kappa

ISI
(Digit, Basic) 97.79 97.17 95.63

CMATERdb
(Digit, Basic, Modifiers, Compound) 96.94 96.74 94.70

BanglaLekha-Isolated
(Digit, Basic, Compound) 95.10 94.90 93.10

IUBMCdb and IUBCCdb
(Modifier, Compound) 92.91 92.49 91.17

Table 7: Number of parameters of each model.

Model Trainable
parameters

Non-trainable
parameters

Total
parameters

LeNet-5 2,645,791 0 2,645,791
VGG-16 40,588,779 640 40,589,419
ResNet-50 4,145,579 14,464 4,160,043
DenseNet-121 7,122,859 83,648 7,206,507
RATNet-No-SAM-RB 844,011 1,728 845,739
RATNet 2,889,203 5,056 2,894,259

moving these two components and repeating the training
phase. The removal of these two blocks was sensible on ba-
sic character, modifier and compound character recognition,
with a performance consistently lower than 2−3% with re-
spect to the original model, across all datasets.

Finally, the performances achieved by our model using
the combined setting are reported in 6. As expected, the low-
est performance was obtained on the proposed datasets, i.e.,
IUBMCdb and IUBCCdb, containing only modifiers and
compound characters, while the best ones were achieved on
the ISI dataset.

7 Discussions

The close observation of the performance achieved by dif-
ferent models presented from Tables 2 to 5 on different
datasets reveals that every model provided similar perfor-
mance for the recognition of numerals and modifiers on each
dataset (Table 8). The range of maximum difference in ac-
curacy across all datasets and models was 0.5− 1.3% for
numerals and 0.4− 1.3% for modifiers, suggesting that all
models were equally good in these recognition tasks. On
the other hand, such ranges varied for the recognition of
basic and compound characters. In particular, ranges were
2.2− 3.3% and 3.2− 12% for basic character and com-
pound character recognition (Table 8), respectively. In this
case, models did not perform equally for these two recogni-
tion tasks. For example, on the proposed dataset (Table 5),
the lowest accuracy was 81.47% and achieved by LeNet-5,
while the best accuracy was 93.42% by our model, obtaining
a gap of 12%.

Table 8: Range of accuracy in percentage for each dataset
and character type. Non-available information is marked
with −.

Dataset Digit Basic Modifier Compound

ISI 1.3 3.3 − −
CMATERdb 0.9 2.2 0.4 5.9
BanglaLekha-Isolated 0.5 2.6 − 3.2
IUBMCdb/IUBCCdb − − 1.3 12

The model that consistently reported the lowest accuracy
across all datasets was LeNet-5. The lower performance ob-
tained with respect to the other models was visible for both
basic and compound character recognition. Two possible ex-
planations might be possible. First, the number of param-
eters of the model was the lowest among all models (ex-
cluding RATNet-No-SAM-RB). Second, the heterogeneity
of the layers composing the network was also very scarce
in this model. These two factors might have compromised
LeNet-5 in achieving similar model performance, lacking
in capturing the variability of the characters within these
two sets. On the other hand, the proposed model ranked
first in all datasets and character type, with a few excep-
tions depending on the metric considered. Given the fact
that the model had a low number of parameters (second-
last), we believe that the good performance was due, on a
certain extent, to the high heterogeneity of the layers within
the model. In other words, the opposite reason behind the
compromised performance of LeNet-5 was likely the one
that made achieved the best. In fact, RATNet is composed
by a CNN, spatial attention module, residual block and hy-
percolumn technique. It is therefore reasonable that build-
ing a model with combinations of different mathematical
functions, rather than repeating the same layers in cascade,
may allow a better feature representations while keeping the
number of parameters relatively low.

Another crucial point for Bengali HCR is the number
of compound characters. The authors of [12] reported on
BanglaLekha-Isolated have considered only a set of 24 com-
pound characters. On the other hand, the authors of [19]
proposed an alphabet of 171 compound characters, which
is about two times the class of compound characters we pro-
posed in this study. Differently from their study, we have
neglected some cases where the same symbol is written in
different forms, e.g., (Anurup) and (rudro). In the first word,
r+u is written in – form, but the same character is written
differently in the second letter. The authors [19] have con-
sidered them as distinct classes. Besides this, the size of the
compound characters of CMATERdb is also larger than our
proposed dataset. This is because they have considered the
combination of a basic character with one or more basic
characters or modifiers as the combined characters. But in
our definition, even in other works [12], we did not consider
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Table 9: Comparative accuracy of the proposed method with the existing best methods on the same dataset.

Study Methodology Data set Accuracy (%)
Digit Basic Modifier Compound

Shopon et al. [42] DCNN ISI 99.35 — — —
Bhattacharya et al. [10] MQDF + MLP ISI — 95.84 — —

Fardous et al. [20] CNN CMATERdb — — — 95.50
Alom et al. [5] DCNN CMATERdb 99.13 98.31 98.18 —

Rabby et al. [33] CNN
CMATERdb

ISI
BanglaLekha-Isolated

—
—
—

98.00
96.81
95.71

—
—
—

—
—
—

Proposed model RATNet
CMATERdb

ISI
BanglaLekha-Isolated

99.66
99.80
98.92

99.27
97.64
95.73

98.78
—
—

97.70
—

93.74

the combination of modifiers with basic characters in the
definition of combined characters.

In real life, the characters and numerals sometimes are
used in a mixed form, e.g., the number plate of a car, postal
address, bank check, etc. Thus, the performance of the pro-
posed model was also evaluated when both characters and
numerals were combined together of each dataset. The best
combined performance was obtained by our model in the
ISI dataset (Accuracy: 97.79%, F1-score: 97.17%; Table 6).
This result is reasonable because the ISI dataset contains
only the basic characters and numerals only, and the indi-
vidual performance of the model for these symbols is also
better than those in other datasets. The worst-case was re-
ported for the proposed dataset, which also reasonable be-
cause the dataset contains only modifiers and compound
characters, and the individual performances of the model for
these modifiers and compound characters were also worse
for this dataset than other others.

Finally, the performance of the proposed RATNet model
and those of other exiting methods, determined on the same
datasets used in this study, has been summarized in Table
9. These methods reported the highest accuracy currently
available in the scientific literature for Bengali HCR. The
proposed RATNet has outperformed the accuracy of these
methods on each dataset. To the best of our knowledge, the
highest accuracy (95.50%) has been reported by Fardous et
al. [20] in their work for recognition of compound charac-
ters in the CMATERdb dataset. Our proposed method has
improved its recognition accuracy by more than 2%. How-
ever, it is worth acknowledging that without having access to
the trained models, it is difficult to derive conclusions on the
performance reported, although the performance achieved
by our model looks promising.

8 Conclusions

We have proposed a DL architecture of convolutional neural
network which includes both residual unit and spatial atten-

tion mechanism. The recognition performance of the pro-
posed model and some already existing models have been
evaluated on the existing and proposed datasets of handwrit-
ten Bengali compound characters and modifiers. The pro-
posed recognition model outperformed all existing models
for the recognition of handwritten Bengali characters (nu-
merals, basic characters, modifiers, and compound charac-
ters) with relatively low number of parameters. However, it
is worth mentioning that transfer learning may be applied
too, thus likely reducing substantially the number of param-
eters of the model while keeping the same level of perfor-
mance. We leave the comparison of the proposed algorithm
and transfer learning of other DL architectures for future in-
vestigations.

In this study, in addition, we have collected a set of com-
pound characters of 107 distinct classes, and only 87 char-
acters out of them have been selected as the most frequently
(frequency ≥ 5%) compound characters. The performance
of the proposed model has been evaluated for recognition
of isolated characters only. To develop a complete OCR, we
need an appropriate segmentation algorithm for segmenting
characters from unconstrained handwritten script. The major
challenge of dealing with unconstrained characters recogni-
tion is the segmentation of characters with overlapping. In
future, we want to propose a method for segmenting hand-
written characters from unconstrained script, and the perfor-
mance of the proposed RATNet model will be evaluated on
these characters.
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