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Abstract

The incidence and prevalence of atrial diseases, particularly atrial fibrillation (AF),
are today reaching pandemic proportions. Despite the considerable research efforts
and progress regarding the understanding of mechanisms driving AF, the ability
to treat it remains to be problematic. This thesis aims to contribute to reducing
the burden of atrial arrhythmia from the technical point of view by processing the
electrical signals coming from the heart. Specifically, the main objective of this
thesis is to investigate signal processing techniques of invasive atrial signals that
provide useful tools for helping electrophysiologists and technicians in the decision
process during ablation treatment procedures or arrhythmia studies.

First, we proposed a new algorithm, for ventricular activity cancellation in
atrial signals during AF. The methodology combines two common techniques,
average beat subtraction (ABS) and interpolation, in a unified framework. Such
framework was able to refine and improve the ventricular activity estimate, under
the stationary assumption of the atrial activity in very short time windows. Briefly,
the local atrial activity is first modeled with an autoregressive (AR) process, then
the estimate is refined by maximizing the log maximum a posteriori of the atrial
residual activity according to the fitted AR model. The new algorithm was tested
on both synthetic and real atrial signals, and the performance was compared with
the other five algorithms. The proposed algorithm outperformed all the others in
terms of average root mean square error (0.038 vs 0.045 for interpolation; p < 0.05)
on synthetic data. On real data, it outperformed two variants of ABS (p < 0.05)
and performed similarly to interpolation when considering the high power residues
left (both < 3%), and the log-likelihood with the fitted AR model.

Second, we investigated a novel approach to atrial propagation pattern analysis
based on directed networks (graphs). The networks are generated by processing
signals collected during electrophysiologic studies. Network vertices represent
the locations of the recordings and edges are determined by computing measures
between recorded signals. The algorithm automatically identifies potential targets
for treatment, such as rotational activity, spreading from electrode to electrode
creating a closed loop, or focal activity, manifesting as a divergence of excitation
from a given region. The method was tested on two subjects in sinus rhythm,
seven in an experimental model of in-silico simulations, and ten subjects diagnosed



with complex atrial tachycardia who underwent catheter ablation. The algorithm
correctly detected the electrical propagation of both sinus rhythm cases and all
in-silico simulations. Regarding the clinical cases, arrhythmia mechanisms were
identified in most of the cases (9 out of 10), i.e., cycles around the mitral valve,
tricuspid valve, and figure-of-eight macroreentries.

Third, we proposed a recommender system, built as a solution to an optimization
problem, able to suggest the optimal ablation strategy for the treatment of complex
atrial tachycardia. The problem was designed on top of directed network mapping.
The optimization problem modeled the optimal ablation strategy as that one
interrupting all reentrant mechanisms while minimizing the ablated atrial surface.
Considering the exponential complexity of finding the optimal solution to the
problem, we introduced a heuristic algorithm with polynomial complexity. The
proposed algorithm was applied to the data of i) 6 simulated scenarios including
both left and right atrial flutter; and ii) 10 subjects that underwent a clinical routine.
The recommender system suggested the optimal strategy in 4 out of 6 simulated
scenarios. On clinical data, the recommended ablation lines were found satisfactory
on 67% of the cases according to the clinician’s opinion comparing to the actual
treatment performed, while they were correctly located in 89% considering the
mechanism in place. The algorithm made use of only data collected during mapping
and was able to process them nearly real-time.
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1.1 Motivation

Cardiovascular diseases are the leading cause of death globally, accounting for 32%

of deaths worldwide, according to the World Health Organization [1]. Among

these diseases, the incidence and prevalence of atrial diseases, particularly atrial

fibrillation (AF), are today reaching pandemic proportions. AF is the most common

1



2 1.1. Motivation

sustained cardiac arrhythmia in adults and is estimated to affect between 2%

and 4% of the population, with a prevalence that increases with age, and reaches

nearly 10% in octogenarians. As an age-related arrhythmia, a 2.3-fold rise is

expected in the coming decades, largely owing to the extended longevity of the

general population and intensifying search for undiagnosed AF [2]. With more

than 11 million people affected in the European Union alone, AF represents a huge

socioeconomic burden [3]. Besides the higher mortality and impaired quality of life,

AF causes estimated healthcare costs of up to 2.6% of total healthcare expenditure

in the European Union [4]. Therefore, it is of absolute importance to have valid

therapeutic and preventive strategies for AF.

Despite the high incidence of AF, as well as the considerable research efforts and

progress regarding the understanding of mechanisms driving AF, the ability to treat

AF remains to be problematic. Patients suffering from severe atrial dysfunctions

are usually eligible for pharmacological and/or interventional treatment called

“catheter ablation”. In the last few years, long-term success rates of ablation

procedures have stood between 60% and 80% for paroxysmal AF and between

50% and 60% for persistent AF, depending on the treatment strategy [5]. Current

international consensus has established the minimal acceptable 12-month AF-free

rate off antiarrhythmic drugs after AF ablation at 40% [5]. Therefore, state-of-the-art

therapy is not effective in the long run. Moreover, the development of post-ablational

atrial flutter (AFL), which is another arrhythmia type, poses a particular problem [6].

In current clinical practice, ablation treatment of AF is mainly restricted to a

standard procedure called “pulmonary vein isolation” (PVI). During this procedure,

a certain region of atrial tissue, which has been observed to trigger AF, is destroyed

in a controlled manner. However, recognizing that AF mechanisms may vary from

patient to patient, recent progress indicates that the future treatment of AF should

be tailored to the individual patient in an attempt to achieve an optimal success

rate [7, 8]. Even though new technologies and techniques are emerging in recent

years, these findings have not been consistent and it has become apparent that such

a development will not be possible without further advancement of signal processing
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techniques [7, 8]. Therefore, novel methods which can improve the understanding

of AF mechanisms are required. Such methods could accurately guide the ablation

to the specific atrial sites at which the arrhythmia originates or which represent

arrhythmia substrates. Methods for propagation pattern analysis are of particular

interest as they have the capability to point out the ectopic foci or identify reentrant

activities, which are described as AF mechanisms. It is clear that patient-specific

signal-guided approaches to ablation are expected to gain further importance in the

future, requiring novel methods which can handle the strongly variable organization

of AF signals, as well as the increasing number of simultaneously recorded signals.

1.2 State of the art of cardiac mapping

An engineering approach to the problem makes use of information technology and

is able to deepen the understanding of AF mechanisms and provide a quantification

of AF patterns and properties. Initially, AF has been widely described as a random

phenomenon, but the arrival of more sophisticated atrial mapping techniques

at the turn of the century has revealed the presence of an underlying order

sustained by numerous factors such as cardiac muscle anatomy, electrophysiological

properties, and autonomic innervation [9–11]. Signal processing methods have

been thence applied to analyze atrial recordings, known as electrograms (EGM),

to characterize the level of organization of the fibrillating atrium [12, 13]. The

derived measures convey meaningful clinical information and can be of relevance

for electrophysiologists. Cardiac mapping refers to identifying temporal and spatial

distributions of cardiac electrical potentials during a particular heart rhythm. It

aims to clarification of the cardiac rhythm mechanism, description of the activation

propagation, and identification of a critical site of conduction to serve as a target

for catheter ablation.

Novel strategies that are able to identify atrial regions associated with AF

maintenance were reported as a result of recent developments in mapping tools and

computational methods for advanced signal processing during AF [14, 15]. These

novel tools, although mainly limited to research series, represent a significant step
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forward towards the understanding of complex patterns of propagation during AF

and the potential achievement of patient-specific AF ablation strategies for the

near future. The rest of this section summarizes the state-of-art methodologies to

map atrial activity during atrial arrhythmia, as well as the most recent ablation

approaches aimed at increasing the specificity of ablation strategies, in a quest

for a more personalized AF treatment.

1.2.1 Optical mapping

Cardiac optical mapping is a fluorescent imaging method to study electrical behavior

and calcium handling in the heart (Figure 1.1). The introduction of optical

mapping more than 2 decades ago enabled the visualization of atrial propagation

dynamics with submillimeter resolution [16]. The use of voltage-sensitive dyes

and high-resolution video imaging in isolated animal hearts has provided support

for the hypothesis that AF may be driven by a single or a few high-frequency

functional reentrant sources called rotors [17–19]. Rotors can be identified as

a wave of excitation propagating around a point of the uncertain phase called

a phase singularity (the tip of their rotational axis) [20]. Although the high

spatio-temporal resolution of optical mapping would be the ideal scenario to map

propagation dynamics during AF, current optical mapping strategies require the

use of potentially toxic voltage-sensitive dyes that preclude their use for human

in vivo studies. For this reason, in vivo optical mapping is still at the early

development stages in experimental settings, and we are still far from achieving

further technological advances for clinical application [21].

1.2.2 Sequential activation and voltage mapping

The analysis of the sequence of cardiac activation during a certain rhythm is referred

to as activation mapping. Activation mapping became one of the essential diagnostic

tools for guiding ablation procedures in cardiac arrhythmia [23]. It is performed by

inserting a mapping catheter into the cardiac chamber and recording the electrical

activity of the tissue at a given location. This process is sequentially repeated at
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Figure 1.1: Cardiac optical mapping setup, data and analysis. (A) Schematic
representation of a typical optical mapping setup for imaging a potentiometric dye
loaded cardiac preparation (left). Inset shows the fluorescent indicator embedded within
the cellular membrane. The potentiometric dye is excited by photons (green arrows)
from an illumination source. This causes the release of fluorescent photons (red arrows)
whose spectral properties depend on the transmembrane voltage. Fluorescent photons
are filtered from the illumination photons and directed to a high-density imaging detector
to produce a time series dataset. (B) Example of analyses possible from optical mapping
datasets, including activation and signal morphology mapping (left panel). Right panel
shows examples of the raw signals produced at each pixel of an optical mapping dataset,
in this case optical action potentials from mouse ventricles. Y axis denotes normalised
fractional fluorescence change (F/F0) from baseline fluorescence level (F0). Reprinted
with permission from [22].

multiple sites in order to cover the entire cardiac chamber being mapped. Activation

times are obtained from these measurements and are interpolated to construct a

complete activation map of the heart chamber (see Figure 1.2). The activation map

aids the doctors in localizing the target sites for catheter ablation. Even though

this method works well in other types of arrhythmia, there are major drawbacks
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to its application in AF. Identifying the point of local activation is significantly

more challenging during AF, where double potentials and fractionated signals

present great challenges [24]. Double potentials occur at sites of slow conduction or

conduction block, and fractionated signals result from regions with heterogeneous

conduction properties, such as fibrosis. Cardiac fibrosis is a process of pathological

extracellular matrix remodeling, and regions of fibrosis often result in a reduced

signal amplitude [25]. Therefore, fibrillatory activation maps are highly sensitive to

different types of noise, and often disagree with other optical mapping modalities.

Figure 1.2: Activation map of an atrial tachycardia depicted on a left atrial geometry.
The color-coded scale visualizes earlier activated regions (red/yellow color) in comparison
to later activated (green/blue color) areas. In this case, an atrial focus is postulated
at the roof of left atrium, adjacent to the left upper pulmonary vein. Reprinted with
permission from [26].

Voltage mapping is a complementary approach that consists of evaluating

the voltage amplitude of the recording in order to characterize areas involved

in the generation and maintenance of arrhythmia (see Figure 1.3). Low atrial

voltage amplitude is considered a marker for the presence of atrial fibrosis, which

could play a key role in maintaining AF. As such, several clinical studies have

described approaches for isolating areas of atrial low voltage, in an attempt to

reduce arrhythmia recurrence after AF ablation. However, the methodology for

defining low voltage areas has not been standardized and a clear voltage threshold

for abnormality has never been histologically validated [27].
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Figure 1.3: Two examples of high density left atrial voltage maps created during AF
ablation. In both cases, purple colour represents EGM voltage > 0.5 mV. In panel (a),
minimal/no low voltage areas are present whereas in panel (b), there are areas of low
voltage affecting the left atrial septum and posterior wall. Reprinted with permission
from [27].

1.2.3 Complex fractionated atrial electrograms

Almost two decades ago, Nademanee et al. proposed that areas with complex

fractionated atrial electrograms (CFAE) may be critical for maintaining AF and

their ablation might result in better clinical outcomes [28]. CFAEs were described as

fractionated or continuous electric activity at short cycle lengths and may colocalize

with potential drivers of AF (rotor cores) [29]. However, this method has been

proven to be highly unspecific, as multiple functional and structural irregularities

in the atria can lead to CFAEs that are irrelevant to AF mechanisms [30–32].

Such a lack of specificity has resulted in no incremental benefit when CFAEs are

ablated after conventional PVI [33]. Moreover, CFAE ablation may increase the

risk of atypical atrial flutter due to lesions that may generate the substrate for

other atrial arrhythmias [34].

The improvement to CFAE analysis using nonlinear-based waveform similarity

analysis termed similarity index has been proposed by Lin et al. [35]. The

similarity index identifies the morphological repetitiveness of waveform patterns

in fractionated signals, and the distribution of such index can be displayed on

the 3D electroanatomical mapping system in real-time. The analysis enables the

identification of different wave propagation patterns including rotational activity [36].

The authors observed that patients undergoing similarity index and phase mapping
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(see next subsection) guided ablation showed higher termination rates and lower

AF recurrences than patients receiving conventional CFAE ablation [36].

1.2.4 Spectral analysis and phase mapping

Spectral analysis is used to map the distribution of AF frequencies and localize the

atrial areas with the highest activation frequencies [37], which usually coincide with

the location of AF sources that maintain the arrhythmia [38]. The spectrum of a

signal displays its power distribution in the frequency domain, and the frequency

of the highest peak in the spectrum is called dominant frequency (DF), which

is often used as a surrogate for the average activation rate at that location [39].

The real activation rate is usually difficult to measure in the time domain during

AF, which makes spectral analysis particularly useful. However, frequency domain

mapping produces time-averaged frequency information over space, thereby losing

the ability to track temporal variations of the signal.

Phase mapping becomes a valuable tool in this regard, i.e. in detailing both

spatial and temporal information (see Figure 1.4). Phase is a measure that describes

where is a signal in its cycle of oscillation at a given point in time [40]. Analysis

of phase changes over space provides information on the patterns of organization

(repetitive activity) and helps to assess their stability in time and space. This

approach can be particularly useful during fibrillation, as phase mapping can detect

the phase singularities that organize the fibrillation, although optical mapping

provides much higher resolution and accuracy in space and time [40]. Phase

mapping forms the basis of numerous studies done in clinical electrophysiology that

aimed to identify phase singularities and rotational activity. Those studies have

adapted the Hilbert transformation as a practical way to derive the signal phase

from the voltage-time series, and to demonstrate rotational drivers underlying AF

maintenance [40–42]. Several non-invasive and invasive mapping approaches have

used phase mapping to guide driver detection and ablation [36, 43, 44].
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Figure 1.4: Top panel (A and B) shows the phase-space plot and the DF map of a
human ventricular fibrillation segment. Bottom panel (D and E) shows 2 instances of
the corresponding phase maps showing a phase singularity/rotor. Curved arrows show
the direction of rotation. Top right panel (C) shows the EGM along the path of rotating
phase pattern. Bottom right panel (F) shows the details on the migratory path of the
rotor (1 through 7). Reprinted with permission from [40].

1.2.5 Simultaneous multielectrode mapping

Over the years, many studies have used high-density multielectrode patches to record

epicardial (outer heart layer) electric activity from patients undergoing cardiac

surgery [9, 45–47]. While this approach has the advantage of not requiring the use

of toxic voltage-sensitive dyes, placing multielectrode patches on the epicardium

requires open chest surgery, which is the main disadvantage. Furthermore, it is

limited to small areas with limited spatial resolution when compared with optical

mapping, but occasionally it is possible to identify rotational activities [47].

The other side approach is accomplished using multielectrode catheters in

the form of “baskets” to obtain simultaneous endocardial (inner heart layer)

recordings from many atrial locations [44]. These recordings are used to generate

activation movies of the atrial electric activity after considerable processing and
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interpolation [48]. The main advantage of this approach is that it enables real-time

assessment of changes in driver activity during the ablation procedure. However,

many limitations need to be considered, such as artifacts, a ventricular activity

that contaminates atrial recordings, suboptimal electrode-tissue contact, poor

spatial resolution, amount of extrapolation in the presence of poor quality data,

and phase interpolation bias.

1.2.6 Focal impulse and rotor modulation

Focal Impulse and Rotor Modulation (FIRM) is a prototypical system to guide

ablation, based on the premise that AF is sustained by rotors and/or focal sources,

which were sufficiently stable in space [44, 49, 50]. FIRM maps using basket

multielectrode mapping catheters, and its workflow is shown in Figure 1.5. The

Conventional Ablation for Atrial Fibrillation With or Without Focal Impulse and

Rotor Modulation (CONFIRM) trial reported AF suppression in 82% of patients,

much higher than the control group treated by conventional ablation techniques [33].

Even though the initial results and long-term follow-up experience reported high

success as compared to conventional strategies, subsequent studies using FIRM

have demonstrated varying success rates [51].

1.2.7 Electrographic flow mapping

Electrographic flow mapping also uses recordings from panoramic basket catheter

but is analyzed using the Horn–Schunck optical flow algorithm to calculate the

average electrical flow of propagation of action potentials that is proposed to be

resistant to noise and artifacts [42]. Figure 1.6 shows a schematic description

of the individual steps to derive electrographic flow from atrial signals. Applied

retrospectively to FIRM data, the approach has been used to identify FIRM

regions that may be of higher or lower importance, including sites where targeted

ablation terminated AF [52].
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Figure 1.5: (A) Workflow for FIRM-guided ablation of AF. (B) Typical basket placement
and results from FIRM-guided ablation. Basket placed in left atrium, with resulting
FIRM map showing AF rotor at roof with surrounding spiral arms disorganizing and
fusing with the fibrillatory milieu (blocked arrows) and rotor precession within a limited
area on successive cycles (not shown). Reprinted with permission from [49].

Figure 1.6: The Principle of Electrographic Flow Mapping. A Sources of excitation
(yellow spots) induce electrographic voltage waves (orange). B EGMs recorded via 64-pole
basket catheter sampled and filtered to reduce artifacts. C Each 19 ms reconstruction
of the voltage shape with Green’s Minimal Energy algorithm. Shapes resemble optical
maps as obtained with voltage sensitive dyes. D 100 subsequent shapes are processed
to an electrographic flow map (Horn-Schunck method). E Each electrographic flow map
is automatically analyzed with respect to active sources of electrographic flow, source
characteristics (rotor, focal impulse) and passive rotors. Reprinted with permission
from [52].
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1.2.8 Spatiotemporal dispersion mapping

Another approach to atrial recordings analysis has suggested that fractionation

occurring non-simultaneously at neighboring electrode locations (time dispersion)

and organized in properly defined clusters (spatial dispersion) may indicate the

presence of an underlying source of AF [53]. After mapping with a multielectrode

catheter, sequentially positioned in various atrial regions, the data are visually

analyzed to identify atrial locations displaying spatiotemporal dispersion on signals.

Areas with dispersion have been defined as clusters of signals, either fractionated

or non-fractionated, that display inter-electrode time and space dispersion at a

minimum of three adjacent bipoles such that activation spreads over all the AF

cycle length (see Figure 1.7). Seitz et al. tested this approach in a study that

included 105 patients undergoing AF ablation. The ablation was performed only

in regions displaying dispersion criteria during AF, which terminated in 95% of

patients, but mostly with initial conversion to AFL (85%). [53].

Figure 1.7: Dispersion areas are defined and delineated via a mapping approach. A 1-2,
A 3-4, B 5-6, B 7-8,C 9-10 and C 11-12 display spatiotemporal disperiosn. Reprinted with
permission from [53].
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1.2.9 Stochastic trajectory analysis of ranked signals

Stochastic trajectory analysis of ranked signals (STAR) analyzes data from multiple

individual wavefront trajectories to identify regions of the atrium that most often

precede the activation of the neighboring areas. This is done by creating a statistical

model from many hundreds of activations, ranking the regions of the atrium by

the amount of time that their activations precede those of the adjacent regions

(Figure 1.8) [54].

Figure 1.8: Simplified method of calculating a STAR map. Five signal pairs are shown,
(a-e), and the signals derived from each electrode are shown below. Three representative
patterns which together comprise 80% of the total recording time are shown (i-iii): (i)
accounting for 50% of the time electrode a is leading all other electrodes, (ii) a different
activation sequence is illustrated, with electrode (c) leading, accounting for 20% of the
time, (iii) is another activation sequence where electrode (e) leads, 10% of the time. Each
electrode has a value associated with it based on the proportion of time that electrode is
seen as "leading" its closest associated electrode as shown in (iv). A final process combines
these data and superimposes these on a combined map, highlighting the leading electrodes.
Reprinted with permission from [54].
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1.2.10 Real-time electrogram analysis for drivers of AF

Real-Time Electrogram Analysis for Drivers of Atrial Fibrillation (RADAR) system

sorts and compiles signals from electroanatomic maps created with standard mapping

equipment, using signals from the coronary sinus as a reference [55]. This approach

bins localized recordings at several hundred locations with a similar coronary

sinus signal pattern into one global map to calculate 3D conduction vectors and

a driver density map. This is repeated for all observed coronary sinus patterns.

Multiple maps are fused probabilistically based on the repetition of rotational or

focal drivers at the border of low-voltage areas to highlight presumed AF drivers,

which are targeted for ablation.

Figure 1.9: Creation of probabilistic atrial driver assessment (PADA) map. A, High-
density EGM, voltage, and location information are collected throughout the left atrium
using standard mapping equipment. Individual conduction vector maps for each phase (B)
are combined to yield a driver density map (C). A voltage map collected during AF (D)
is incorporated with this information to output the PADA map (E). AF was successfully
terminated with ablation (red and white dots) at the highlighted driver domain on the
posterior wall in this patient. Reprinted with permission from [55].
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1.2.11 Body surface mapping and electrocardiographic
imaging

The body surface mapping (BSM) is a noninvasive methodology that has recently

gained visibility for the analysis of activation patterns during atrial arrhthmia [56,

57]. In the study by Guillem et al., a multi-electrode vest that covered the

whole patient’s torso (Figure 1.10) was used, along with simultaneously recorded

endocavitary signals at several locations. They selected segments without ventricular

activity after adenosine infusion or applied ventricular activity subtraction if such

intervals were not found. Comparing endocavitary and surface DF maps, they

demonstrated that high-frequency sources could be reflected on a small area of

the body surface close to the atrium [56]. Another study used phase mapping

and filtered the endocavitary signals with a narrow 2-Hz band-pass around the

highest DF filtering to improve the detection of stable rotors (8.3% of the time

before filtering and 73% after filtering) [57].

BSM outputs potentials on the body surface, not on the heart. In contrast, the

electrocardiographic imaging (ECGI) mapping system provides estimated epicardial

signals in relation to the heart’s anatomy (see Figure 1.10). This technology

enables to investigate non-invasively different patterns of cardiac activation that

may be relevant for the understanding of AF dynamics [58, 59]. The approach uses

hundreds of electrodes distributed throughout the patient’s torso, in combination

with computed tomography (CT) imaging. The body surface potentials recorded by

the electrodes and the geometric information provided by computed tomography are

combined using sophisticated computer back-extrapolation (electrocardiographic

inverse solution) to deduce electrical activity on the heart surface [60, 61]. Both

rotors and focal sources can be observed using ECGI [62].

1.3 Scope and aims of the thesis

The alternatives to analyzing intracardiac mapping data are practically unlimited.

This thesis aimed to contribute to the understanding of atrial arrhythmia from the

technical point of view by merging signal processing and network theory to tackle
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Figure 1.10: The ECGI procedure. Body surface potentials are recorded from several
electrodes. The patient-specific heart-torso geometry is obtained from thoracic CT or MRI
scan. The data are combined using mathematical algorithms to reconstruct epicardial
potentials and EGMs on the heart surface. Maps of epicardial activation and recovery
can be further derived from the EGMs. Reprinted with permission from [63].

the problem. Specifically, the main objective of this thesis is to provide useful tools,

based on network theory, for helping electrophysiologists and technicians in the

decision process during arrhythmia studies and ablation procedures.

In order to achieve this goal, the concept of network needs to be introduced

in the context of atrial electrical propagation. A common strategy to build a

network is to consider the atrial activity organization, i.e., the coupling between

the recordings measured at different atrial sites. The coupling can be described

in terms of various characteristics of the electrical activity of the atria, such

as the repeatability or regularity of the atrial activations, the correlation, and

synchronicity among atrial signals recorded in different locations, or the similarity

of the wave morphology. However, the performance and interpretation of all these

signal processing approaches used on atrial signals get highly degraded by far-field

ventricular activity that might be overlapped with the signal of interest, i.e., the
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atrial one. Therefore, the most important preliminary step for almost all further

analyses of atrial signals is the cancellation of the ventricular activity. Although

ventricular activity cancellation is a well researched topic in the body surface signals,

the conventional approaches to the problem still have some hefty problems when

applied to intracardiac data, especially in AF patients. Hence the first major goal of

this thesis was to improve on the current ventricular activity cancellation techniques.

This was done by exploring a novel algorithm, based on combining the two most

common approaches in a unified framework, with the goal of taking advantage

of their pros, while trying to avoid their cons.

After the improvements in signal preprocessing, the next major goal was to

construct networks (mathematical structures also known as graphs) that characterize

the cardiac propagation pattern during atrial arrhythmias. The networks were

generated by processing atrial signals (EGMs) collected in a hospital during an

electrophysiology (EP) study by catheters (with electrodes) positioned at the

different regions of the atria. Network vertices represented the locations of the

recordings and edges were determined by interrelationship measures between two

nodes, computed from the recordings. Atrial conduction paths could be identified

by examining the networks. During the analysis, the algorithms from network

theory could be employed to automatically identify potential targets for treatment,

such as rotational activity, spreading from electrode to electrode creating a closed

loop, or focal activity, manifesting as a divergence of excitation from a given point

(region). We analyzed the robustness of this approach’s potential with respect to the

existing state-of-the-art methodology used in clinics. We validated the applicability

of the network-based methodology in both in-silico and clinical settings, in various

simulated atrial models of different heart rhythms, and in various clinical cases.

The final goal of the thesis was to develop automated computer-aided technology

in planning the optimal ablation strategy. We proposed a recommender system,

built as a solution to an optimization problem, able to suggest the optimal ablation

strategy for the treatment of complex atrial arrhythmia. The approach is tailored

to the individual patient, based on the networks generated from the data collected
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during the EP study. The optimization problem modeled the optimal ablation

strategy as that one interrupting all drivers of the arrhythmia while minimizing

the ablated atrial surface. Considering the exponential complexity of finding

the optimal solution to the problem, we introduced a heuristic algorithm with

polynomial complexity.

1.4 Thesis organization

The work presented in this thesis consists of six chapters.

• Chapter 1 is the introductory chapter.

• Chapter 2 gives a brief introduction to cardiac anatomy and electrophysiology.

The atrial arrhythmias flutter and fibrillation are introduced and interventional

therapeutical approaches are presented.

• Chapter 3 provides an overview of ventricular activity cancellation, which is an

important step in preprocessing atrial signals. A novel method is introduced

and compared to state-of-the-art methods. The preliminary contributions

from this chapter were presented at the 41st Annual International Conference

of the IEEE Engineering in Medicine and Biology Society1. The initial method

was extended and compared in more detail with the most common cancellation

strategies, which presents the further contribution from this chapter, also

included in a peer-reviewed publication under preparation2.

• Chapter 4 presents and evaluates a method to characterize the atrial wave

propagation based on network theory. The main contributions from this

chapter were published in a peer-reviewed journal3. The additional application
1M. W. Rivolta, R. Sassi, M. Vila. Refined Ventricular Activity Cancellation in Electrograms

During Atrial Fibrillation by Combining Average Beat Subtraction and Interpolation. Annu Int
Conf IEEE Eng Med Biol Soc. 2019 Jul;2019:24-27.

2M. Vila, M. W. Rivolta, L. Gigli, F. Lombardi and R. Sassi. Maximum a Posteriori Estimate
of Ventricular Activity in Electrograms During Atrial Fibrillation. Manuscript in preparation.

3M. Vila, M. W. Rivolta, G. Luongo, L. A. Unger, A. Luik, L. Gigli, F. Lombardi, A. Loewe
and R. Sassi. Atrial Flutter Mechanism Detection Using Directed Network Mapping. Front
Physiol. 2021;12:749635. Published 2021 Oct 26.
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in a simulated AF scenario was presented at the 43rd Annual International

Conference of the IEEE Engineering in Medicine and Biology Society4.

• Chapter 5 presents and evaluates a method to automatically recommend a

patient-specific ablation treatment based on network theory (extending the

method from Chapter 4). The original idea was presented as proof-of-concept

at the Atrial-Signals 2021 conference5. The main contributions from this

chapter are in preparation for a peer-reviewed publication which will be

submitted shortly6.

• Chapter 6 summarizes the findings presented in this thesis.

4M. Vila, S. Rocher, M. W.Rivolta, J. Saiz, R. Sassi. Directed Network Mapping Approach
to Rotor Localization in Atrial Fibrillation Simulation. Annu Int Conf IEEE Eng Med Biol Soc.
2021 Nov;2021:730-733.

5M. Vila, M. W. Rivolta, G. Luongo, A. Loewe, R. Sassi. Directed Network Mapping Hints
the Ablation Strategy for Atrial Flutter: a Proof of Concept. Abstract. In Atrial Signals 2021,
23-25 September 2021, Karlsruhe 2021 (pp. 16-16). Karlsruher Institut für Technologie (KIT).

6M. Vila, M. W. Rivolta, C. A. Barrios Espinosa, L. A. Unger, A. Luik, A. Loewe and R. Sassi.
Recommender System for Ablation Lines to Treat Complex Atrial Tachycardia. Manuscript in
preparation.
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The basic medical fundamentals that are essential to understand and put into

context the studies presented in the thesis are presented in this chapter. Firstly, brief

descriptions of cardiac anatomy, physiology, and electrophysiology are summarized.

Then, the atrial arrhythmias flutter, and fibrillation are introduced, and state-of-

the-art interventional treatments are presented.

2.1 Cardiac anatomy and physiology

The heart is a muscular organ that continuously pumps oxygenated blood from the

lungs to the tissues throughout the body, and transports the blood with carbon

dioxide away from the tissues toward the lungs. Figure 2.1 shows the anatomy of

the heart with the major blood vessels. The heart is made up of four chambers,

21
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Figure 2.1: Anatomy of the human heart. Reprinted with permission from [64].

that are anatomically and functionally divided into the right and the left halves by

the muscular wall called the septum. Each half consists of an atrium and a ventricle

that are connected through valves controlling the blood flow. The ventricles fulfill

the pumping function of the heart by expelling blood from the heart towards the

peripheral beds within the body and lungs. Blood is carried from the heart to the

rest of the body through a complex network of arteries and capillaries. Blood is

returned to the heart through veins. The atria, which are the focus of this thesis,

collect the blood flowing from the veins and entering the heart.

Deoxygenated blood enters the right atrium (RA) through the inferior vena

cava (IVC), the superior vena cava (SVC), as well as the blood from the heart

itself through the coronary sinus (CS). The RA ejects and passes blood through

the tricuspid valve (TV) into the right ventricle. The right ventricle expels into the

lungs where the blood is oxygenated. Coming from the lungs, the blood is collected

through the (normally) four pulmonary veins (PVs) in the left atrium (LA). The LA

ejects and passes blood through the mitral valve (MV) into the left ventricle. The

left ventricle pumps blood out of the heart to the rest of the body through the aorta.

The circulatory loop is closed as the blood comes back from the body to the RA.
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2.2 Cardiac electrical system

Electrical impulses from the heart muscle (myocardium) cause the heart to contract.

The activity of the heart, described as a sequence of muscle contractions and

relaxations, corresponds to a series of electrical events. In electrical terms, the

contraction and relaxation phases are referred to as depolarization and repolarization,

respectively. When any part of the electrical conduction system of the heart is

activated, its tissue gets depolarized and it needs to be repolarized before being

activated again. Before the repolarization, the tissue is said to be refractory.

In a healthy heart, this process is coordinated by electrical impulses originating

in the sinoatrial (SA) node, located high in the RA near the SVC (see Figure 2.2).

The impulse leaves the SA node and spreads radially across both atria through the

muscle fibers, causing them to contract. After propagating throughout the atria, the

impulse reaches the atrioventricular (AV) groove, the structure to which the valve

rings are attached and that separates the atria from the ventricles. This structure

is electrically inert and acts as an insulator, thus the electrical impulse would be

prevented from reaching the ventricles if not for the specialized AV conducting

tissues: the AV node and the bundle of His (see Figure 2.2).

As the electrical impulse enters the AV node, the conduction velocity of the

impulse is slowed significantly, causing a delay. After passing through the AV node,

the conduction velocity increases again as the electrical impulse enters the His

bundle, which delivers the impulse on the ventricular side of the AV groove. Once

on the ventricular side, the electrical impulse follows the His bundle as it branches

into the right and left bundle branches. Branching of the Purkinje fiber continues

distally to the furthermost reaches of the ventricular myocardium. The electrical

impulse is thus rapidly distributed throughout both the left and the right ventricle

simultaneously. This completes the electrical cycle of one heartbeat.

Hence the heart’s electrical system is designed to organize the sequence of

myocardial contraction with each heartbeat. The heart rate is directly controlled by

the rate of impulses from the SA node, and this is referred to as normal Sinus Rhythm
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Figure 2.2: Cardiac conduction system. Reprinted with permission from [65].

(SR). The delay of the impulse in the AV node causes a sufficient time difference

between the atrial and the ventricular contractions to allow complete atrial emptying.

The cardiac cycle, as represented by the electrocardiogram (ECG), measured

on the body surface, consists of several characteristic waves which are shown in

Figure 2.3. During SR, the beginning of the cardiac cycle is denoted P wave,

which reflects the depolarization of the atria. The subsequent depolarization

of the ventricles is denoted QRS complex, which at the same time masks the

atrial repolarization. At the end of the cardiac cycle, the T wave occurs which

reflects ventricular repolarization.

2.3 Atrial flutter

Atrial flutter (AFL) is the second most prevalent heart rhythm disorder after atrial

fibrillation (AF) [67]. Instead of that every heartbeat starts with a single electrical

impulse from the SA node, this type of arrhythmia is described with a consistent

excitation pattern, perpetuated around a large central obstacle, which can be an
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Figure 2.3: The cardiac cycle in sinus rhythm as observed in the ECG. Reprinted with
permission from [66].

anatomical structure, unexcitable scar tissue, or a functional line of block [7]. With

the cycle length between 250 ms and 135 ms [68], such a fast rhythm cannot be

sustained by the ventricles, meaning a 2:1 or 3:1 conduction block at the AV node

is frequently observed. The most common type of AFL is a typical circuit located

in the RA, involving the cavotricuspid isthmus (CTI) bounded by the TV and

the IVC (Figure 2.4) [7]. Therefore, ablation at this critical portion of the path

is the first-line approach for termination [7].

However, the circuits involved in atypical AFL are highly variable and involve a

range of anatomical boundaries, possible in both RA and LA (Figure 2.5). For the

maintenance of the arrhythmia in these atypical cases, different anatomical obstacles

(e.g., the MV), scars from previous cardiac surgery, regions electrically isolated

by ablation (e.g., the PVs) and arrhythmogenic substrates can be responsible [7].

Despite the variety of mechanisms, high success rates of AFL ablation were reported

in the range of 88 to 100% [69].

There is a close interrelationship between AFL and AF. The presence of AFL

usually suggests an underlying predisposition to AF, which will eventually be

identified in most of these patients [70]. Indeed, AFL is generally initiated through

a transitional phase of AF [71]. Furthermore, studies reported an incidence rate
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Figure 2.4: Anatomical circuits of AFL in the RA. The atrioventricular valves that sit
anteriorly (in front) have been removed for clarity. A, Typical flutter involves a circuit
around the TV. B, Lower loop reentry involves a smaller circuit around the IVC. Red
arrows represent the activation path for each circuit. The blue arrows indicate the CTI
representing the crucial narrowest part in the circuits. Yellow arrows indicate passive
activation wavefronts not driving the flutter. The dark gray arrow in B indicates a zone
of slow conduction allowing to sustain the flutter along the shorter circuit compared to
A where the crista terminalis (CT) forms a line of functional block. Reprinted with
permission from [7].

Figure 2.5: Atypical flutter circuits. Red arrows indicate the activation path for each
driving circuit. Yellow arrows indicate passive activation wavefronts not driving the flutter.
Gray areas represent unexcitable scar tissue. A, Perimitral flutter involves a circuit around
the MV. B, Flutter circuits around obstacles formed by the PVs. C, Flutter circuits
around suture lines and scar tissue from previous surgery. Reprinted with permission
from [7].

of 5 to 40% of AFL following ablation for AF, with a strong dependency on the

type of ablation [72]. Pharmacological therapy is often ineffective in treating

AFL, and catheter ablation (see Section 2.8) is regarded as the most important
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therapeutic option for patients [7].

2.4 Atrial fibrillation

AF is the most common sustained arrhythmia characterized by a complete loss of

regular atrial activity, where several impulses of varying origin spread throughout

the atria and cause uncoordinated atrial contractions. It is a progressive disease

usually starting with short silent paroxysms transitioning to longer and symptomatic

episodes [73]. According to the duration of its episodes, it is classified as paroxysmal,

persistent, long-standing persistent and permanent AF [2].

The underlying mechanisms of AF are complex and not yet completely under-

stood. Numerous factors including genetic predisposition, structural modification

and fibrotic inclusions, progression of cardiac diseases, inflammation, dysfunction of

the autonomic nervous system paired with electrophysiological abnormalities of the

atria and PVs, are considered to favor the initiation and sustaining of fibrillation.

Different studies have shown evidence for several (in parts contradicting) theories.

So far, three main theories on AF mechanisms have evolved. The multiple

wavelet hypothesis was introduced by Moe et al., stating that AF is generated by

parallel existing microreentry circuits propagating on varying routes throughout

both atria, randomly activating the atrial tissue and thus leading to the complex

electrical patterns observable during AF [74]. The maze operation for therapy of

AF was generated based on this model [75]. The second theory was developed

as Haissaguerre et al. observed that AF is often triggered by focal sources [76].

Focal triggers were observed most often in the LA close to the PVs, but other

origins were also found, such as the SVC. Ablation of these focal sources terminated

AF, and this theory became the rationale for the current ablation strategy, the

PVI [7, 77]. The third theory is based on the concept of rotors, which are the

sustained high frequency functional reentrant drivers, appearing in presence of an

appropriate heterogeneous AF substrate [11]. This mechanism is more probable

when AF is maintained for relatively long time periods, which results in a more

complex arrhythmogenic substrate due to atrial remodeling, i.e., the shortening of
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action potential duration and refractory period [5]. Figure 2.6 illustrates various

hypotheses and proposals concerning the mechanisms of AF.

After identification of triggers inside the PVs, their isolation has become the

standard first line approach for any catheter ablation. It can be achieved with

both radiofrequency ablation or cryoballoon application [5, 7]. Due to limited

success rates in the treatment of patients with persistent AF, numerous additional

approaches were suggested, as previously described in Section 1.2 of Chapter 1.

Despite a large variety of ideas, the optimal treatment strategy for patients suffering

from AF still has to be found. Indeed, the detection of the mechanisms underlying

AF is one of the most challenging research topics in current electrophysiology.

Figure 2.6: Schematic drawing showing various hypotheses and proposals concerning
the mechanisms of AF. The atrioventricular valves that sit anteriorly (in front) have
been removed for clarity. A, Multiple wavelets hypothesis. B, Rapidly discharging focal
triggers. C, Single reentrant circuit with fibrillatory conduction. D, Functional reentry
resulting from rotors or spiral waves. E, AF maintenance resulting from dissociation
between epicardial and endocardial layers, with mutual interaction producing multiplying
activity that maintains the arrhythmia. Reprinted with permission from [5].
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2.5 Electroanatomic mapping systems

Electroanatomic mapping (EAM) systems have been introduced into clinical elec-

trophysiology over two decades ago [78]. They are utilized to precisely manage

the diagnostic and decision processes during ablation interventions in patients

with suspected or documented history of cardiac arrhythmias. EAM systems use

multielectrode catheters, inserted into the cardiac chambers guided through a

blood vessel, to record cardiac electrical activity and perform programmed cardiac

electrical stimulation. In principle, EAM system consists of three main parts: (i)

non-fluoroscopic catheter localization, (ii) calculation and three-dimensional (3D)

display of electrical activation sequences (activation maps) and voltage information

(voltage maps) within the cardiac anatomy, and (iii) 3D display of the anatomy of

a heart chamber from serially generated catheter localization information. EAM

systems additionally also allow to display catheter positions and stored recordings

together with anatomic information of the heart chamber generated through other

imaging modalities (e.g., computed tomography or magnetic resonance imaging) [79].

These systems minimize the patient risk by applying minimally invasive methods

instead of open-heart surgery, as well as the minimal radiation exposure required

to localize equipment in the heart.

At present, there are three major commercially available systems that rely on

magnetic-based or impedance-based localization: CARTO® 3 (Biosense Webster),

EnSite Precision™(Abbot), and RHYTHMIA HDx™(Boston Scientific). On the

basis of magnetic and/or impedance measurements, these systems display the

position of any electrophysiology catheter in 3D space. An example of such a catheter

localization display is shown in Figure 2.7. Although advances in technology have

facilitated the practice of EAM to identify areas of interest, a solid understanding

of the fundamentals of signal acquisition and annotation is still necessary to ensure

points are properly mapped and interpreted. Since EAM systems are frequently

applied in all modern electrophysiology labs, further developing algorithms and

techniques for these kinds of systems is an important step. One of the limitations
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Figure 2.7: The screenshot of CARTO® 3 (Biosense Webster) EAM.

of EAM is the duration required to complete mapping, even with multielectrode

catheters. Also, in the case of diseased atrium with extended scarring, comprehension

of mapping may be sometimes difficult.

2.6 Catheters

Invasive catheters are used for electrophysiological testing in order to record the elec-

trical information from within the heart and perform electrical stimulation (pacing).

The catheters are composed of a handle (used to control curvature and torsion), an

electrode arrangement (at the catheter tip), and a shaft (connecting both). They

are made of different materials depending on the desirable properties (deflectability,

curvature, stiffness, etc.) and allow different electrode configurations [80].

Catheters are usually guided into the heart through the cardiac structures using

fluoroscopy. Right heart structures like RA, RV or CS are commonly accessed

through the femoral vein which leads to IVC access [80]. Femoral artery approach

and retrograde aortic access is used for mapping LV and MV, but a transeptal

approach can also be used [80, 81]. The LA, due to its complex anatomy, is usually

mapped via transeptal puncture from the RA [81].
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Multielectrode catheters have different shapes and electrode configurations (elec-

trode number and inter-electrode distances) which allow having special properties for

mapping individual heart structures (see Figure 2.8). Ablation catheters are a special

subclass that is equipped with a metal tip (with different tip lengths) connected to an

ablation energy generator in order to perform permanent lesions in the cardiac tissue.

Figure 2.8: Commercially available dedicated multielectrode mapping catheters. (A),
Circular loop catheter; (B), Five-splined catheter (PentaRay®, Biosense Webster); (C),
Linear catheter (Decapolar, Biosense Webster); (D), Grid catheter (Advisor™HD Grid,
Abbott); (E), Mini-basket catheter (Orion™, Boston Scientific); (F), Basket catheter
(Constellation™, Boston Scientific). Reprinted with permission from [82].

2.7 Intracardiac electrograms

Cardiac mapping catheters are equipped with electrodes that record the local

electrical potential of the myocardium at their respective position. These record-

ings are known as intracardiac electrograms (EGMs). Electrograms are usually

recorded in unipolar or bipolar modes that have different characteristics but provide

complementary information. Both recording modes have specific advantages but

also suffer from disadvantages.
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Unipolar EGM signal is the potential measured by a single electrode referred

to a common potential, generally located on the patient’s surface. The recording

electrode in contact with the cardiac tissue is connected to the positive input of

the recording amplifier, thus a depolarization wavefront propagating toward the

electrode generates a positive deflection. As the wavefront reaches and surpasses the

electrode, the deflection sweeps steeply negative with a final return to baseline [83],

as illustrated in Figure 2.9. The interpretation of the morphology of unipolar

EGMs is usually straightforward, and their morphology is independent of the

wavefront direction. Although they very well represent the local activity near

the measuring electrode, the major disadvantage is that signal quality is often

strongly compromised by various artifacts like powerline interference and far-fields

generated by depolarization of tissue remote from the recording electrode [84]. For

clinical analysis, high signal quality is desired, therefore unipolar EGMs are less

preferred in clinical routine compared with bipolar unless the proper ventricular

activity is performed.

Bipolar EGM signal is obtained by subtraction of the signals measured by a

pair of close neighboring electrodes [83], as illustrated in Figure 2.9. Multielectrode

catheters generally have a short inter-electrode distance (around 2 mm) so bipolar

recordings are less sensitive to far-field electrical sources which equally affect both

unipolar channels, and have a high signal-to-noise ratio [80]. While the morphology

of unipolar EGMs is very well studied, the morphology of bipolar EGMs depends

on the direction of the activation wavefront with respect to the bipolar recording

bipole axis. The bipolar signal amplitude is maximal if the depolarization wavefront

propagates parallel to the recording axis, and it is close to zero if the propagation

occurs perpendicular to the recording axis [83].

2.8 Catheter ablation

Catheter ablation is a procedure used to terminate a faulty electrical pathway from

sections of the heart. It has emerged at the forefront of the management of atrial

arrhythmias, such as AFL and AF [5, 7]. Successful identification of the mechanism
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Figure 2.9: Genesis of unipolar and bipolar EGMs. A, Schematic diagram showing
the unipolar recording electrode on a uniform sheet of tissue. Excitation of this tissue
proceeds from left to right; the lighter gray areas indicate depolarized tissue. Theoretical
recordings from three different sites along the tissue are shown in the bottom panel.
Recordings from the initial site of depolarization generate a QS complex. Recordings from
the last site to be depolarized generate a monophasic R wave (see text for discussion). B,
Simulated unipolar and bipolar electrograms. The unipolar signal seen at the positive
input to the recording amplifier (Uni-1) is an R-S. The unipolar signal from the second
electrode (Uni-2) is in the negative input to the amplifier and therefore is inverted. The
summation of these two signals generates the bipolar signal (Bi 1-2). Much of the far-field
signal is the same at the two electrodes and therefore is subtracted out. C, Setup for
unipolar recording, using either the Wilson central terminal or an indifferent electrode in
the inferior vena cava (IVC). RA indicates the right arm; LA, the left arm; and LL the
left leg ECG electrodes. Reprinted with permission from [85].

and ablation of the critical isthmus is required for the termination of AFL. The

isolation of the PVs aims to trigger elimination during AF, with other techniques

that focus on substrate modification, such as linear ablation, CFAE ablation,

ganglionated plexi ablation, rotor ablation, etc. Up to date, all the strategies for

substrate modification are lacking in defined, reproducible endpoints and the best

ablation approach and ablation combinations are discussed controversially [5].
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Special catheters are advanced into the heart to perform the ablation. In

addition to the electrodes for EGM acquisition, these are also equipped with an

ablation electrode, typically 4 to 8 mm in length. Radio frequency (RF) alternating

current is delivered from the ablation electrode in a range of about 300 to 1000

kHz, in order to stimulate myocardial tissue. Temperature of the targeted tissue

is subsequently increased by resistive heating, which induces focal necrosis with

minimal injury to surrounding tissues (Figure 2.10A). Lesion formation itself is

affected by multiple factors, like catheter tissue contact, transmitted power, time

duration of application, or convective heat dissipation from circulating blood. The

location of ablation lesions can be annotated in all EAM systems [86].

Cooling is an alternative approach to generating ablation lesions, with specialized

cryoablation catheters used to freeze surrounding tissue. These catheters are

designed especially for PVI and provide circumferential ablation and simultaneous

monitoring of activation inside the PVs (Figure 2.10B) [87].

Figure 2.10: Schematic drawing showing catheter ablation of AF using either RF
energy or cryoballoon AF ablation. A, A typical wide area lesion set created using RF
energy. Ablation lesions are delivered in a figure of eight pattern around the left and
right PV veins. Also shown is a linear CTI lesion created for ablation of typical AFL.
A multielectrode circular mapping catheter is positioned in the left inferior PV. B, An
ablation procedure using the cryoballoon system. Ablation lesions have been created
surrounding the right PVs, and the cryoballoon ablation catheter is positioned in the left
superior PV. A through the lumen multielectrode circular mapping catheter is positioned
in the left superior PV. Illustration: Tim Phelps©2017 Johns Hopkins University, AAM.
Reprinted with permission from [5].
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Successful mapping and ablation in an EP laboratory is critically dependent

on acquiring multiple endocavitary signals in the presence of numerous sources of

electric noise and interference and displaying these signals in an uncomplicated and

clinically relevant fashion, with minimal artifact. Depending on the position of

the catheter and type of measurement (i.e., unipolar or bipolar), the performance

and interpretation of various signal processing approaches used on EGM get highly

degraded by far-field ventricular activity that might be overlapped to the signal of

interest, i.e., atrial one [88]. In order to properly study atrial signals, ventricular

activity has to be removed from the EGM.

Atrial activity extraction is not only important in EGM during an EP study, but

it is also used in the standard surface ECG or in atrial leads of pacemakers. Many

35
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algorithms have been developed in the last decades to reduce the interference caused

by the ventricles and such algorithms can be categorized into the following five groups:

i) average beat subtraction (ABS) and its variants [89–93]; ii) interpolation [94–96];

iii) adaptive filtering [97–100]; iv) model-based filtering [101]; and v) multi-lead

filtering [99]. An extensive review may be found in [102]. For some of these categories,

important preprocessing steps, such as beat detection and time alignment of beats,

need to be performed before ventricular activity cancellation. A review of methods

for handling these well investigated preprocessing steps can be found in [66, 103].

Considering ABS and interpolation, the former estimates a template by averaging

several ventricular segments (EGM segments that are taken in correspondence of

QRS complexes on a concurrent surface ECG recording), and subtracts the template

from the EGM. Several are its variants, including power correction algorithms [104],

noise-dependent weights [105] or residual-constrained templates [92]. On the other

hand, interpolation substitutes the entire ventricular segment with a prediction

obtained from a model of the nearby atrial activity. Common methods in this

context are sinusoidal and autoregressive (AR) interpolators with a prediction that

minimizes the mean square error or prediction error, respectively.

All ventricular cancellation methodologies present pros and cons. ABS is

straightforward to implement and sufficiently resilient to baseline fluctuations, but

might leave high power residue and discontinuity at the borders of the ventricular

segment. Also, when the morphology of successive ventricular complexes changes

significantly in duration and/or amplitude, ABS fails to achieve good cancellation.

With interpolation, the residues mimic the frequency content of the nearby atrial

activity. However, its forecasting might fail due to poor model fitting [102], especially

at high heart rate, when the duration of the nearby atrial activity, before and after

the nearby ventricular artifacts, is limited in time. Also, with AR models, there

is a forecasting horizon where previously predicted samples struggle in predicting

new ones and the prediction reaches the average of the process. Other proposed

alternatives consist of applying signal separation algorithms, which are able to use

the multi-lead information, based on principal component analysis or independent
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component analysis [99]. Even though joint processing of multiple leads may

offer certain advantages, multichannel EGM recordings are often not available

(for example, on implantable cardioverter-defibrillator devices), thus causing these

techniques to be unsuited for these situations.

The rest of this chapter describes a novel ventricular cancellation strategy,

which we termed r-ABS, based on combining ABS and interpolation in a unified

framework [106]. The new algorithm merges the pros of ABS and interpolation,

while trying to avoid their cons. It has been tested on both synthetic and real

EGMs, while its performance was compared with various methods.

3.1 Refined atrial activity estimate

Let us have one EGM signal zk, with k the sample index, in which the ventricular

activity is overlapped. In addition, we consider the time-positions of the ventricular

complexes to be known (e.g., from a concurrent ECG ek) and that, for each

ventricular complex, a portion of N EGM samples

z = [zi, zi+1, · · · , zi+N−1]⊺

is located such that the R-peak, as identified on the ECG at position k = i + N/2,

is approximately at the center (the procedure described in this section will be

repeated for each ventricular activity). We assume the common signal-plus-noise

model for the endocavitary recording

z = a + v, (3.1)

where v = [vi, · · · , vi+N−1]⊺ is the ventricular activity to remove (hence, the noise)

and a = [ai, · · · , ai+N−1]⊺ is the atrial activity, including both far and near field

effects. Along the entire EGM recording, ak is modeled as a zero-mean stationary

stochastic Gaussian process with autocovariance function ρ(τ), with τ being the

lag, as in [107]. The sequence a of N stochastic variables is distributed as a

multivariate Gaussian variable

a ∼ N (0,Σaa), (3.2)
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where Σaa is the Toeplitz covariance matrix, built from the values of ρ(τ).

Additionally, let us also set apart L (left) and R (right) samples respectively

before and after the window bracketing the ventricular complex. Figure 3.1 shows

these two segments with respect to a ventricular complex. In these small portions,

by construction, no ventricular activity is present and zk = ak. The samples are

stored in the vectors l = [zi−L, · · · , zi−1]⊺ and r = [zi+N , · · · , zi+N+R−1]⊺. Then,

under the stationary and normality assumptions, the vector l
a
r

 ∼ N
0,

Σll Σla Σlr

Σal Σaa Σar

Σrl Σra Σrr


 , (3.3)

is distributed as a multivariate Gaussian variable and its covariance is built from the

values of ρ(τ) (as for Eq. (3.2)), given that the vectors l, a, and r contain only atrial

activity. The definition of l and r needs the assumption that duration of a is known.

While the length of a beat varies dramatically in AF, the signal model in Eq. (3.1)

does not reflect this variation since a large enough, fixed value of N is assumed.

For convenience, we can reorder the variables by defining the “boundary” vector

q =
[
l
r

]
∼ N (0,Σqq), (3.4)

where

Σqq =
[
Σll Σlr

Σrl Σrr

]
, (3.5)

and the following matrices

Σaq =
[
Σal Σar

]
, Σqa =

[
Σla

Σra

]
. (3.6)

ABS is based on the fact that the ventricular and atrial activities during AF are

uncorrelated [102]. Thus, the synchronous average of a set of ventricular complexes

reduce the atrial activity overlapped and it represents a robust estimate of the

ventricular activity. However, ABS lacks of adaptability, thus possibly leaving

high power residues and border discontinuities.

On the other hand, interpolation relies on the fact that, in short time windows,

the atrial activity measured in a given site is stationary. This assumption implies
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Figure 3.1: Example of EGM signal where ventricular activity (red line) is overlapped,
along with two possible realizations of atrial activities reconstructed assuming its
distribution to be described either by Eq. (3.7) (green line) or Eq. (3.2) (blue line).
The segments of L, N and R samples are limited by vertical dashed lines.

that the atrial activity masked by the ventricular complex is distributed as that

in the surrounding. Then, it extrapolates the result of the cancellation starting

from the borders of the intervals and moving towards the center of the ventricular

complex. Consequently, the estimate at the center of the window including the

ventricular complex is less reliable.

In the method we proposed, we merged ABS and interpolation, leveraging the

robust estimate provided by ABS (with a better estimate at the center of the

cancellation window) as well as the fact that the residue should be distributed as the

surrounding atrial activity (thus avoiding large power residues and discontinuities

at the boundary of the cancellation window). The method is constituted by

the following two steps.

First, once the samples q̂ from q are known, the atrial activity a, underneath

the ventricular complex, is distributed as

a|q̂ ∼ N
(
ΣaqΣ

−1
qq q̂︸ ︷︷ ︸

µ∗

,Σaa −ΣaqΣ
−1
qq Σqa︸ ︷︷ ︸

Σ∗

)
. (3.7)

In fact, a is conditioned on the samples q̂ of the boundary intervals (that are

known and different for each ventricular complex) and the conditional probability
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of a multivariate Gaussian variable is another multivariate Gaussian variable. For

compactness, we set µ∗ = ΣaqΣ
−1
qq q̂ and Σ∗ = Σaa − ΣaqΣ

−1
qq Σqa.

Second, we model the vector v in Eq. (3.1) by the sum of the ventricular estimate

t̂ provided by ABS and a refinement term, as follows

v = t̂ + Φ⊺c, (3.8)

where Φ is a B × N matrix containing B basis functions. The random vector c

contains unknown coefficients which we assume to be small (due to the robust

estimate of ABS) and distributed as a multivariate Gaussian variable with zero

mean and unknown variance σ2
c . A point estimate of the vector c can be found by

maximizing the logarithm of its posterior probability, i.e., log Maximum a Posteriori

(MAP) estimate, conditioned on a = z− v. The log MAP estimate of c is given by

ĉ = argmax
c

log P (c|a) = argmax
c

log [P (z− v|c)P (c)] (3.9)

where P (c|a) is the posterior probability of c given a, and P (c) is the prior

probability of c. Using Eq. (3.7) and Eq. (3.8), we obtain a point estimate

of ĉ, as follows

ĉ = argmin
c

J(c) (3.10)

J(c) = (z− t̂−Φ⊺c− µ∗)⊺Σ∗
−1(z− t̂−Φ⊺c− µ∗) + λc⊺c.

Taking the derivative of J(c) with respect to c and introducing a regularization

parameter λ, which absorbs the unknown variance of c, the estimate of the coefficient

vector is given by the solution of the linear system

(ΦΣ−1
∗ Φ⊺ + λI)ĉ = ΦΣ−1

∗ (z− t̂− µ∗), (3.11)

where I is the identity matrix.

Finally, the final estimate of ventricular activity is

v̂ = t̂ + Φ⊺ĉ. (3.12)

In general, there is no standard rule on how to choose certain basis functions over

others, and, in most of the cases, only empirical considerations guide the selection
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for the problem at hand. In our case, considering that most of the ventricular energy

will be located at the center of the window by construction (at sample ≈ N/2), a

reasonable choice is to set periodical boundary conditions (in the hypothesis that at

the boundaries the signal might be close to zero). A common set of basis functions,

displaying this characteristic, is the set of the sinusoidal functions, along with their

harmonics, with fundamental frequency ω = 2πfs/N with fs being the sampling

rate. With this choice, which we performed, the coefficients c correspond to the

Discrete Fourier Transform of the refinement factor Φ⊺c in Eq. (3.8). We employed

the harmonics of order 0, · · · , (B − 1)/2 with B an odd number.

The covariance matrix in (3.3) was estimated using the coefficients of an AR

model fitted on the atrial activity comprises between two consecutive ventricular

complexes. In particular, for the k-th ventricular activity, we fitted the model on

the atrial signal between the k − 1 and k beats. First, the covariance function

was estimated using the Yule-Walker equations and then the covariance matrix,

of dimension (L + N + R) × (L + N + R), was composed.

Figure 3.1 depicts a small portion of EGM, where the ventricular activity (in

red) is removed and the atrial activity underneath reconstructed using Eq. (3.12)

and Eq. (3.7) and the set of harmonic basis functions. As expected, the method

avoids discontinuities at the border of the interval (green line). On the other hand,

if the distribution of a were not conditioned on q and Eq. (3.2) used instead, the

result would have been disconnected form the nearby activity (blue line).

Finally, for each ventricular complex to cancel, the algorithm can be sum-

marized as follows:

1. Estimation of Σaug through AR model fitting;

2. Construction of the quantities in Eq. (3.4), Eq. (3.5) and Eq. (3.6);

3. Estimation of the template t̂;

4. Construction of the basis functions and building of Φ;

5. Construction of µ∗ and Σ∗ according to Eq. (3.7);
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6. Estimate of the refinement Φ⊺ĉ using Eq. (3.11);

7. Construction of the refined estimate v̂ as in Eq. (3.12).
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Figure 3.2: Example of real clinical EGM that underwent four different ventricular
cancellation algorithms. The original EGM is shown in panel (a). Red arrow-tip markers
point to ventricular activities (determined by means of the surface ECG). Red thick signals
show the ABS template t̂ (a) and residual activities of ABS (b), AR interpolation (c),
r-ABS without considering the samples at the boundaries (d), and r-ABS with considering
boundary samples (e). The dashed box encloses the portion of EGM used for fitting the
AR model.
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3.2 Data

The algorithm was tested on two datasets and its performance were compared to

those achieved by other ventricular cancellation methodologies. The first dataset

was comprised of 10 synthetic EGMs, built along the line of what is described in [92].

Briefly, the far-field atrial activity was modeled using an AR model, whereas the

near-far atrial activity and ventricular activity were generated using an electric

dipole moving along a straight line, with respect to the electrodes. The average

ratio between ventricular and near-field atrial peak amplitude was set to 4, while the

average ratio between the near-field atrial peak amplitude and the standard deviation

of the far-field activity was 2. Each synthetic EGM signal contained the interference

of 120 ventricular contractions, generated independently between each other.

The second dataset was the Intracardiac Atrial Fibrillation Database, freely

available of Physionet [108], and it was composed of the recordings obtained from

eight patients collected during EP studies. Signals were all bipolar EGMs sampled

at 1000 Hz and the temporal locations of the beats, as obtained from the ECG,

were provided. We used the dataset for two analyses. Given the fact that the true

atrial activity can not be known in real EGMs, in a first analysis, we quantified

the performance of all algorithms by means of metrics suitable for real data (see

Section 3.4 for their definition). The performance metrics on synthetic and real

data were then considered together to create a ranking of the methodologies. In

the second analysis, we determined the preference of experienced clinical personnel

between the two-best performing cancellation algorithms on this dataset. For both

datasets, ventricular activity length was set to N = 120 samples, corresponding

to 120 ms at a sampling rate of 1000 Hz.

3.3 Selection of hyper-parameters

Three hyper-parameters needed to be set: i) the number of basis functions B; ii)

the number of samples L = R (length of the left and right boundary atrial activity),

where for simplicity we considered the left and right window to have the same size;
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and iii) the regularization parameter λ. The first five synthetic signals, hereafter

named “training set”, were used for hyper-parameter selection, considering the true

atrial activity (which was known). We used a grid search approach in which, for

each combination of B, L and λ, the root mean square error (RMSE) between the

residual activity after cancellation and the true activity was computed. We finally

selected the combination which gave the smallest RMSE.

Using this strategy, the three hyper-parameters were set to B = 11 (corre-

sponding to a maximum frequency of 41.7 Hz), L = R = 3 samples, and λ = 800

(which corresponds to σc = 0.025 and a standard deviation of the refinement Φ⊺c of√
(B − 1)σ2

c /2 = 56 µV ). As expected, the value of 56 µV is lower than the average

standard deviation of the vectors z, i.e., 112 µV , given the fact that the average

template t̂, built by ABS, is already a reasonable estimate of the ventricular activity.

3.4 Performance evaluation

The performance of the algorithms was quantified by comparing the true atrial

activity known in the synthetic validation set with the corresponding estimated one.

The performance was evaluated by two metrics: i) RMSE; and ii) Ventricular Depo-

larization Reduction (VDR) [99]. VDR was defined as VDR = 10log10(REGM/RV R),

where REGM is the ventricular complex amplitude of the original EGM, and RV R is

the residual amplitude of the EGM after ventricular activity reduction. Furthermore,

we quantified the RMSE while changing the sampling rate of the signals. Sampling

rate decimation (SRD) was performed in a range from 200 Hz to 1000 Hz, with a step

of 200 Hz. A low pass filter was applied to avoid aliasing on the decimated signals.

Two different metrics were used for performance evaluation on the real data

composing the validation set. The first one computed the percentage of high power

residues (HPRs) remaining in the signal after cancellation (similarly to [92]). In

practice, we counted the proportion of how many residual segments had a mean

power higher than a certain threshold. Such threshold was estimated as the 95th

percentile of the mean power distribution of windows of atrial activities of length

120 ms (which is the same length of the N -window we employed). With the second
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metric, we evaluated the log-likelihood of the residual activity with respect to the

fitted AR model. The main rationale was to quantify how “close” the residual

activity was to the nearby atrial activity. To do so, we computed the following

formula for each ventricular cancellation performed

logL = −N

2 log
(
2πσ2

ϵ

)
− e⊺e

2σ2
ϵ

(3.13)

where σ2
ϵ was the variance of the prediction error estimated during AR model

identification, and the vector e was the difference between the estimated atrial

activity and its 1-step prediction based on the same AR model1. In case of optimal

prediction, the vector e will have a variance of σ2
ϵ (lower bound), thus obtaining a

maximal log-likelihood. The median logL was retained for ranking the algorithms.

All performance metrics computed on the validation set were used to rank all

the six methods. To do so, we used a radar chart. The radar chart consisted of

a sequence of five equi-angular axes, with each axis representing one of the five

performance evaluation metrics described in sections before. The values on the axes
1Eq. (3.12) can be derived from the log-likelihood function for the multivariate normal

distribution (zero mean):

logL(x) = −N

2 log (2π|Σx|)−
1
2x⊺Σ−1

x x.

Considering AR model

xn = −
P∑

i=1
aixn−i + wn,

we have
w = Hx, Σw = E[HXX⊺H⊺] = HΣxH⊺.

where H is a lower triangular matrix of model coefficients with ones on the main diagonal, therefore
|H| = 1 and |Σw| = |Σx|. Then, because the prediction error must be distributed as a white
Gaussian noise

e ≈ w, Σe ≈ Σw,

we can derive
logL(x) = −N

2 log (2π|Σx|)−
1
2x⊺Σ−1

x x

= −N

2 log (2π|Σx|)−
1
2x⊺H⊺(H⊺)−1Σ−1

x H−1Hx

= −N

2 log (2π|Σx|)−
1
2x⊺H⊺(HΣxH⊺)−1Hx

= −N

2 log (2π|Σw|)−
1
2w⊺Σ−1

w w

= −N

2 log (2π|Σe|)−
1
2e⊺Σ−1

e e = logL(e).
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coincided with the ranking of the method in that particular performance metric. A

line was drawn connecting the ranking values for each axis, forming a polygon for

each method. Methods were ranked by computing the area of their polygons, and

such areas were normalized by the full area of the polygon. The two best-performing

methodologies were retained for the evaluation with expert clinicians.

Given the fact that only heuristics can be computed to quantify the cancellation

performance on real data, in addition to all the other metrics described in the

paragraphs before, we tried to use the expertise of clinicians as one of the possible

evaluation metric. In collaboration with the hospital Fondazione IRCCS Ca’ Granda

Ospedale Maggiore Policlinico di Milano, Milan, Italy, we conducted an experiment

where we showed two panels with the same portion of atrial endocavitary signal

in which the ventricular far field activity has been removed with the two best-

performing algorithms according to the ranking: i) r-ABS; and ii) AR interpolation.

Expert clinicians were asked to select based on their experience which portion

of the atrial endocavitary signal contained the best reconstruction of the atrial

signal with respect to the activity around it. The experiment was performed by

ten different subjects, among whom seven were medical doctors and three clinical

engineers, who were all experts in EP studies. Each of them were asked to repeat

the experiment 30 times, amounting to a total of 300 repetitions of the experiment.

Signals were taken from the Intracardiac Atrial Fibrillation Database [108] and

the order of the signal portions and the selection of the intracardiac lead shown

on the panels were randomized. Figure 3.3 shows the graphical user interface

for the experiment. All code, including the interface, was developed entirely in

MATLAB programming language.

Performance metrics of different algorithms were compared using the Wilcoxon

signed rank test. A p-value less than 0.05 was considered statistically significant.

We compared r-ABS with five other methods, two types of ABS and three

types of interpolation. The first one was ABS, where a template t̂ is obtained

by averaging the EGM segments in correspondence to the time-positions of the

ventricular complexes, and the template t̂ is subtracted from the original endocardial
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Figure 3.3: Visual evaluation experiment performed by the expert clinicians. The
software shows two panels with the same portion of atrial endocavity signal in which
the ventricular far field activity has been removed (in blue). The cancellation has been
performed by two different algorithms, AR interpolation on one of the panels and r-ABS
on the other. The pink area highlights the areas of the signal where atrial activity has
been reconstructed by the algorithm, in correspondence with the R-peak (on concurrent
surface ECG). The original EGM is shown on the panels in red color. The portion outside
the pink area are the measured, unaltered activity. It was required from subjects to select
30 times which portion of the atrial endocavitary signal (above or below) contains the
best reconstruction of the atrial signal with respect to the activity around it. For each of
the 30 selections, the the signal portions and the order of the algorithms were applied in
randomly.

recording z after time alignment by cross-correlation. The second one was ABS with

adjustment of the power (p-ABS), where the template t̂ (before the subtraction) is

multiplied by (z⊺z)/(̂t⊺t̂) [104] to compensate for amplitude variations.

Regarding interpolation methods, they all treat ventricular segments as com-

pletely missing, to be replaced by interpolating the boundaries. The simplest one

used was flat interpolation (Flat-int), where ventricular segment was simply set to 0,

and the other two were interpolation based on AR models (AR-int) using surrounding

samples [102], and interpolation based on singular spectrum analysis (SSA-int) [109].
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3.5 Results

Focusing on the metrics used on synthetic data, the RMSE between the estimated

atrial activity and the true one, for each of the six considered methodologies,

is reported on Figure 3.4a. Both ABS and p-ABS performed the least (p-ABS

had a median RMSE of 2.9% lower than ABS; p < 0.05). On the other hand,

r-ABS outperformed all the others, having a RMSE statistically significantly lower

from that of the AR interpolation method (p < 0.05), that ranked second. SSA

interpolation ranked third and flat interpolation ranked fourth. Also, in regards to

SRD, reported in Table 3.1, r-ABS proved to be the most robust method, followed

by SSA interpolation, and again both ABS and p-ABS performed the least. AR and

flat interpolation ranked third with the same score. In terms of VDR, excluding

flat interpolation, AR interpolation was the top performer (Median VDR = 43.58),

followed by the SSA interpolation and r-ABS which performed similarly (39.68 and

38.72), and yet again ABS and p-ABS performed the least (35.78 and 36.16)

ABS p-ABS Flat-int AR-int SSA-int r-ABS
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Figure 3.4: Boxplots of the performance for the six algorithms. Panel (a) reports the
root MSE between the residual activity and the true one on the synthetic data. Panel (b)
reports the log-likelihood computed on the clinical signal.

Furthermore, on clinical data r-ABS and AR interpolation resulted with the

highest log-likelihood, even though r-ABS ranked second in this case (p < 0.05). In

addition, ABS and p-ABS did not show any statistically significant difference (p >

0.05), while the flat interpolation performed the least (p < 0.05). SSA interpolation

ranked fifth. This is reported on Figure 3.4b. Excluding flat interpolation (which by
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Table 3.1: Median and interquartile range for each algorithm and performance metric.

Metric ABS p-ABS Flat-int

RMSE [µV ] 53.5 (48.9, 59.0) 51.0 (45.2, 56.4) 47.9 (41.0, 54.7)

SRD [µV ] 54.4 (50.0, 60.2) 52.1 (46.5, 57.3) 47.5 (40.6, 54.2)

VDR 35.8 (35.3, 36.3) 36.2 (35.5, 37.0) −

logL × 10−3 -3.5 (-55.0, -0.2) -3.5 (-60.4, -0.1) -60.8 (-26.5, -7.7)

HPR [%] 8.3 4.8 0

Metric AR-int SSA-int r-ABS

RMSE [µV ] 45.7 (39.4, 52.3) 47.0 (40.0, 55.6) 38.0 (33.2, 44.2)

SRD [µV ] 45.9 (39.6, 52.5) 45.0 (38.6, 53.1) 40.1 (35.0, 45.7)

VDR 43.6 (41.5, 45.6) 39.7 (38.5, 40.8) 38.7 (38.2, 39.3)

logL × 10−3 1.4 (1.0, 1.4) -26.5 (-60.8, -7.6) 0.0 (-0.5, 0.5)

HPR [%] 4.1 0.7 2.8

the definition must have the perfect score of 0% in this metric), SSA interpolation and

r-ABS resulted with the lowest percentage of high power residues (0.7% and 2.8%),

while ABS and p-ABS performed the least (8.3% and 4.8%). AR interpolation

ranked third (4.1%) in this case.

Radar chart on Figure 3.5 shows the general comparison between all of the six

considered ventricular activity cancellation methods using five different performance

metrics. The proposed method (r-ABS) performed the best in terms of RMSE

even after SRD, coming in very close second with regard to log-likelihood. It

ranked fourth in VDR and third in the percentage of HPRs. Generally, it has

the largest area in the chart (with the value of 0.63, where the maximum area

is being normalized to 1) and it is a very good performer across all the metrics.

In the second place is AR interpolation (0.54), third is SSA interpolation (0.42),

followed by flat interpolation (0.38), then p-ABS (0.17), and finally ABS (0.04).

It is important to note that even though flat interpolation (which is essentially
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Figure 3.5: Radar chart of the performance for the six algorithms. Five axes represent
different performance evaluation metrics. The positions on each of the axes correspond to
the ranking in that particular metric. Methods being compared are visualized in different
colors according to the legend.

substitution of ventricular segment with 0) provides the best performance for VDR

and HPR, its behavior is not physiological.

Regarding the visual evaluation experiment performed by the expert clinicians,

there was a total of 300 choices between AR interpolation and r-ABS. Out of

these 300 choices, r-ABS was choosen 298 times, which leaves only 2 choices of

AR interpolation. It shows the unambiguous preference of clinicians (99.33%) for

ventricular cancellation made by r-ABS over the ones made by AR interpolation.

3.6 Discussion

The extremely important preprocessing step for all further analyses of EGM is

cancellation of ventricular activity. The described methodology in this chapter

combines two common techniques, ABS and interpolation, in an unified framework

which was able to refine and improve the ventricular activity estimate, under

the stationarity assumption of the atrial activity in very short time windows.

The algorithm falls under the area of model-based filters such as Kalman filters

and smoothers.
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Different alternatives for ventricular activity cancellation in EGM have been

compared in this chapter, each one of them with advantages and disadvantages.

Considering that the most widely extended algorithms are ABS-based, in which

common problems are lack of continuity at the boundaries of the N -window and

high power residues (Figure 3.2b) [92, 102], to overcome this problem our algorithm

modulated the template t̂ to match the stochastic process’ properties (Figure 3.2d).

On the other hand, interpolation-based algorithms using AR models tend to

predict poorly the expected value of the stochastic process for long temporal horizons

(Figure 3.2c). This effect results in a flat signal around the peak of the ventricular

activity (especially for low model orders), while preserving the frequency content

of the process at the borders of the N -window. Although the residual power lies

in the range of what expected from atrial activity and the frequency content is

preserved at the borders, the reconstructed atrial activity lacks details exactly in

the part of the N -window which much needed of refinement. This phenomenon

did not happen with r-ABS, as the algorithm was able to preserve the frequency

content by considering the AR model’s ΣA, while still exploiting the ABS estimate.

Moreover, we showed that the new proposed strategy provides compelling results

and we quantified the improvement in respect to other methods. Such improvements

were observed not only on simulated data but also on clinical data recorded during

routine ablation procedures and were documented by several metrics used to evaluate

cancellation performances. Performance evaluation has been approached in many

different ways in the literature. Performance evaluation based on simulated data

allows direct quantification of the error between the extracted and true atrial

signals, but performance evaluation based on real data must rely on some indirect

measures. Unfortunately, since the measures, as well as the data sets used for

evaluation, differ between studies, it is hardly possible to make a fair comparison

of performance. Since it is not possible to have an indisputable metric to evaluate

cancellation performance in clinical data, we went a step further and used the

expertise of clinicians, who unambiguously preferred cancellation residues made

by our proposed method over the other one.
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Being a variant of ABS methodology, r-ABS still shares some of its limitations.

Firstly, it requires that QRS complexes are detected before any operation can be

performed, opposed to methods based on adaptive filtering and multi-lead, blind

source separation that do not require QRS detection. Some 30 to 40 beats are

at least needed by ABS and variants to produce a template in which the atrial

activity is reasonably well-suppressed, provided that the noise level is low [102]. A

general limitation of r-ABS is that the covariance matrix ΣA needs to be estimated.

Despite the fact that it can be conveniently obtained from the atrial samples

nearby the ventricular activity, the stationary assumption might break, leading

to a poor estimate. Also, to fit properly the AR model, near-field atrial activity

must be limited. Another limitation is that, while it is often reasonable to assume

aQ = zQ, Q-windows might still contain ventricular activity. In this case a larger

N -windows should be considered. Lastly, inverting directly the matrix ΣN or

computing its determinant might be numerically challenging, and specific available

numerical strategies should be adopted.
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Networks can be used to describe systems which can be seen in a wide variety of

fields like sociology, mathematics, economics, physics, biology, ecology, etc., which

makes network theory a great framework to study a countless phenomena occurring

in nature. However, only recently network theory has been applied with a goal to

identify the sources of cardiac arrhythmias, despite the fact that directed networks

naturally occur in the cardiac propagation patterns recorded by electrodes.

Methodologically, the challenge of analyzing cardiac propagation patterns is

to determine the interrelationships between a larger number of signals, which is

suitable for network analysis. In general, a network is composed of nodes which

are connected through edges. In this context, it is possible to define nodes as

53
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specific sites on the atrial surface, described by the recordings measured at the

site, and to define the edges based on the interrelationship between two nodes,

computed from the recordings. These interrelationship can be defined by a diversity

of bivariate measures in the time and frequency domain, which were created with

the interest in quantifying atrial organization.

In the time domain, a linear method for measuring the spatial organization was

first presented by Botteron and Smith [110]. The cross-correlation function between

all paired combinations of the signals were evaluated and the degree of linear

coupling was estimated as the absolute peak of the cross-correlation function. In

the frequency domain, the magnitude-squared coherence (MSC) has been employed

to quantify the coupling between two signals [111, 112]. In the absence of noise,

two linearly related signals will have an MSC equal to one at all frequencies,

while two random, uncorrelated signals will have an MSC equal to zero. One

drawback of the coherence approach is that long sequences are required for robust

spectral estimation, resulting in a method with low time resolution, thus limiting

its applicability. Sih et al. proposed an algorithm that measured synchronization

between sites with the aim of obtaining high temporal resolution [113]. The method

was based on quantifying linear relationships between short epochs (about 300

ms) of two different atrial signals. It predicted the samples of one signal through

linear adaptive filtering of the other.

Cross-correlation, coherence and adaptive filtering were linear approaches to the

analysis of the coupling between two signals, but to fully account for the complexity

of the dynamics during AF, measures able to capture both linear and nonlinear

interaction were developed. The studies of Censi et al. and Mainardi et al. estimated

the degree of nonlinear coupling by performing specific multivariate embedding

procedures [114, 115]. The degree of coupling can also be obtained by the means

of the mutual-conditional entropy [116]. Another coupling measure, based on the

concept of Granger causality, which was originally employed in econometrics, has

been proposed by Hoekstra et al. [117].
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Coupling in pairs of EGMs has also been quantified using methods based on the

detected activation times. Barbaro et al. proposed an index based on the assumption

that two atrial regions can be considered as coupled when they are depolarized by

the same propagation wavefront [13]. Two atrial sites were defined as coupled if the

delays between the detected activation pairs were lower than the maximum time

required for a propagation wavefront to cover the distance between them, and if

the temporal structure of the delays over a certain period was statistically different

from a random phenomenon. A similar approach was proposed by Masè et al. who

characterized the coupling between two atrial signals through a measure of the

properties of the time delay distribution by the Shannon entropy [118].

All the studies described so far were dealing with the various measures between

two atrial sites. They describe many possible approaches to the first fundamental

step in the creation of the network, i.e. defining an edge between two nodes.

However, none of these studies actually make use of the network theory, and to

the best of our knowledge, there was not a large amount of research in applying

the algorithms from network theory to understand cardiac arrhythmias, until

very recently. The main advantage of applying network theory is the fact that a

plethora of efficient algorithms already exist to “query” and analyze the model.

Zahid et al. proposed to use the “minimum cut” algorithm based on network flow

analysis to predict optimal ablation targets for left AFL [119]. Vandersickel et al.

demonstrated the wide applicability of directed networks for the detection of driving

mechanisms of cardiac arrhythmias (focal or reentrant) in both the atria and

ventricles [120]. This work, along with some other approaches, is discussed in more

detail in Section 4.9 (Discussion) of this chapter.

In this chapter, a technique called “directed network mapping”, based on our

preliminary work [121, 122], is formally defined and evaluated. Directed network

mapping creates a directed network by processing intracardiac EGMs to model the

electrical propagation on the atrial surface. Atrial conduction paths can be indeed

identified based on the time delay between activations collected at two locations

at close distance. Then, network theory algorithms can automatically identify
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arrhythmia mechanisms from the network created. The goal of this study was to

verify the applicability of directed network mapping for the identification of atrial

arrhythmia mechanisms in both in-silico and clinical settings.

4.1 Creation of a directed network for electrical
mapping

In this section, we described an algorithm to build the directed network from

the unipolar EGMs and electrode coordinates (spatial positions) acquired during

sequential mapping in an EP study. That is, we characterized the electrical

propagation pattern in the atria with a corresponding network made of M nodes.

The main steps of the algorithm are illustrated in Figure 4.1.

The algorithm started by automatically selecting a set of M network nodes

equally distributed (as much as the geometry permits) on the entire atrial endocardial

surface. The i-th node was defined by its spatial 3D position pi = [xi, yi, zi]. In

addition, for each node i, we expected its corresponding unipolar EGM Φi, collected

at that spatial position pi. Φi was the vector of the EGM samples.

The first step of the algorithm was the preprocessing of each EGM. As stated in

Chapter 2, the major disadvantage of atrial unipolar recordings is the contamination

of substantial far-field ventricular activity, that typically overlaps the signal of

interest. For this reason, ventricular activity cancellation using r-ABS was performed,

as described in the previous chapter. Figure 4.1C exemplifies the cancellation

process on a single unipolar recording.

In order to model wave propagation into the network, only nodes spatially close

to each other on the atrial surface were allowed to be connected through an edge.

Delaunay triangulation technique can be applied to define the set of neighbors for

each node i, hereafter mathematically defined as Bi. However, as the atrial mesh was

available from the EP study, instead of creating a Delaunay triangulation, the original

mesh was downsampled to M vertices, using the Meshtool software [123]. The

downsampling procedure prevented spurious connections between anatomical regions

that were not actually connected (e.g., between the body of the left atrial appendage
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and the left PVs). Also, the downsampling algorithm adapted automatically the

position of the nodes and their number to preserve the original shape. All nodes

connected to the node i through a triangle in the downsampled mesh were considered

as neighbors. An example of neighbors determination is illustrated in Figure 4.1B.

The next step was to establish whether an edge from node i to any of its

neighbors in Bi had to be created based on the EGM at the nodes. We created

a connection only if the conduction velocity, estimated for the electrical wave

propagating between node i and j ∈ Bi, was within a physiological range. In other

words, only electrical waves propagating in certain directions with respect to the

vector connecting the nodes i and j were eligible to determine a connection. The

conduction velocity criterion was defined as follows

CVmin < CVij = dij

τij

< CVmax (4.1)

where CVmin and CVmax were set to 10 cm/s and 250 cm/s, according to physiological

limits [9, 124]; dij was the Euclidean distance between pi and pj in cm, and τij

was the time delay between Φi and Φj in seconds. The delay τij was estimated

using the cross-correlation function between Φi and Φj. In particular, τij was set

as the time delay associated to the first maximum of the cross-correlation between

the two signals. To reduce the effect of noise and spurious local morphology,

before computing the cross-correlation, xi and xj were preprocessed with bandpass

filtering (3rd order Butterworth, 40–250 Hz, zero phase), rectification, and lowpass

filtering (3rd order Butterworth, 20 Hz, zero phase) [110]. Figure 4.1C illustrates

how the preprocessing emphasized the activations in the signals as opposed to

signal morphology. In case the delay τij was negative and the absolute value of

CVij was within the physiological range, the directed edge was created from node

j to node i (instead of i to j). As common in network theory, the connections

between the nodes in the network are described using a connectivity matrix C

with entries cij. The existence of a directed edge between nodes i and j was set

by having cij = 1, and 0 otherwise.
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Figure 4.1: Depiction of the main steps of the directed network mapping technique. (A)
Left atrial 3D model with LAT colormap. (B) Set of nodes (in green) equally distributed
on the atrial surface with neighboring nodes connected using Delaunay triangulation. (C)
Ventricular activity cancellation and preprocessing of one unipolar recording. The top
panel of (C) shows original EGM and the time instants of the ventricular activity are
marked in red. The middle panel shows the same EGM after performed cancellation. The
bottom panel shows the result of the EGM filtering meant to emphasize the activations.
The amplitude scale is in arbitrary units. (D) Final directed network (in red) after
processing all the signals at each node to determine the existence and direction of the
connections between nodes. The color map represents the LAT value across the atrial
surface referenced to the activation of a specific node in the mesh. Adapted from [122].

In order to compute the time delay τij using cross-correlation, the EMGs Φi and

Φj had to contain at least one local atrial activation each. For each time window of

length l, a network was created using the approach described so far. In addition,

in order to detect sustained atrial arrhythmia, the creation of the network was

repeated on consecutive windows (with possible overlap) and then were “averaged”

to build a final directed network A, whose entries were defined as follows:

aij =
1 1

N

∑N
n=1 cn

ij ≥ 1
N

∑N
n=1 cn

ji + γ

0 otherwise
(4.2)

where N was the total number of networks “averaged”, cn
ij the entry in the
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connectivity matrix Cn for the n-th network, and γ ≥ 0 a threshold parameter. A

connection in A was established from node i to node j, setting aij = 1, if the average

connection strength ∑N
n=1 cn

ij/N , in direction i to j, was larger than the average

connection ∑N
n=1 cn

ji/N , in the opposite direction, j to i, plus a small positive safety

threshold γ, used to avoid random connection, due to noise, to appear.

Finally, the output of the algorithm described in this section comprised two

networks, i.e., the directed network resembling the electrical propagation Gprop =

(Vprop, Eprop) and the undirected network describing the triangular mesh Gmesh =

(Vmesh, Emesh). It is worth noting that the two networks shared the same nodes, i.e.,

Vprop = Vmesh. Figure 4.1 depicts an example of both networks.

4.2 Detection of cycles in the directed network

Having at disposal the directed network corresponding to an electrical mapping,

macroreentries can be found by detecting cycles (i.e., closed-loops) in the network.

A cycle L is defined as a non-empty sequence of nodes linked by directed edges

in which the first and last node coincide. A standard depth-first search (DFS)

algorithm was used for the purpose of detecting the cycles.

We empirically noticed that a few macroreentries were not identified because a

single edge was missing in the directed network. In order to mitigate this problem

(possibly occurring in longer sequences), a new algorithm for cycle detection tolerant

to gaps of a single edge was developed. In particular, we leveraged the fact that

the DFS algorithm was very efficient in finding cycles.

The algorithm works as follows. Given a node i in Vprop, the directed edges

connecting each node in Bi with i were temporary set, and the DFS algorithm

was run in this modified network to find the cycles. This step was repeated for

all the nodes in Vprop and all cycles found were merged. The algorithm was able

to detect the macroreentries previously missed. The drawback of this procedure

was the identification of many cycles similar to each other.

Given the large number of nodes in the network, as well as gap tolerance, in real

applications, the cycle finding algorithm may provide cycles that are very similar to
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each other, and differ only by a few nodes (in many cases, just one). These cycles

belong to the same anatomical region and, in practical terms, should be considered

as a single one. A network-based grouping algorithm of these cycles, based on the

amount of nodes shared, was designed by means of the following three steps.

First, the amount of shared nodes between cycle h and k was computed as follows

whk = #Lh
⋂Lk

sup{#Lh, #Lk}
(4.3)

where # was the cardinality of a set, #Lh
⋂Lk represented the number of nodes

shared between Lh and Lk, that were then normalized by the length of the longest

cycle. Hence, the quantity whk was bounded, by construction, between 0 and 1.

Second, each whk was used to build a further undirected graph whose nodes

were cycles. A connectivity matrix W was built using the values of whk. In the

graph, the edge between cycle h and k existed only if whk was greater than a certain

threshold t. Intuitively, a low value of t facilitates the merging of the cycles. In our

study, t was empirically set to 0.7 by visual inspection of the grouping algorithm

results (the sample size limited the extensive evaluation).

Third, a standard algorithm based on DFS was applied to locate connected

components in the undirected graph just created. A connected component of an

undirected graph is a set of nodes such that each pair is connected by a path.

All the cycles belonging to the same connected component were grouped together

and considered to represent the same reentry.

4.3 Directed network mapping for sequential
data

In the clinical setting, ablation procedures are guided by the results of electro-

anatomical mapping. Data are derived from recordings of multielectrode catheters,

which are moved inside the atria to map the relevant regions and guide the

intervention. Several catheter configurations are available on the market, and

usually present a few electrodes (in the range of a few tens). With this typical

setting, only snapshots of a few seconds of EGMs in the current position of the
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electrodes become available. In order to map the electrical activity of both atria,

sequential mapping is used to construct both voltage and activation maps. The

latter is built by using a temporal reference, usually the QRS complex of the surface

electrocardiogram (ECG) or the activation detected in a catheter inserted in the

CS, to temporally align the activations identified within successive snapshots for

each electrode. In addition, the positions of the electrodes are also tracked over

time, with a magnetic- and impedance-based navigation system, thus allowing the

construction of a 3D map of the geometry and of the electrical activation. In our

study, we (retrospectively) utilized the data collected via sequential mapping to

create a directed network that models the electrical propagation during AFL.

Sequential mapping brings two issues for directed network mapping. First, the

number of atrial locations at which EGMs are collected is typically too large for

building a directed network meant to model the electrical propagation. Many of

these EGMs are acquired on locations very close between each other. However,

current navigation systems report localization errors of about 1 mm [125]. Hence,

the electrical propagation between very close electrodes cannot be estimated reliably.

In addition, a large number of nodes prevents the network to be efficiently processed

by the network theory algorithms, thus hampering the use of the technique during

EP studies. Second, the recordings are not acquired concurrently at the same time

(EGMs are collected sequentially with the same probe, which is moved).

In order to tackle these two issues, a coarsening procedure was designed to build

a network composed of a smaller number of nodes M , each associated with an

EGM temporally aligned with the others. We proceeded as follows. First, having at

disposal a virtual anatomy (output of the EAM during ablation), we downsampled

the original atrial mesh to M points using the approach described in Section 4.1.

The output of this step were the 3D coordinates pi of each node, each contained in

a triangular tessellation involving the neighboring ones. The next step was to assign

the electrical activities measured by the moving catheter to each Φi. The position

and electrical activity of each electrode on the catheter were tracked over time. Let

p̃en and Φ̃en be the 3D position and electrical activity of electrode e at time index
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n, respectively. The assignment was performed by i) checking whether the average

position of the electrode was near to one of the nodes pi; and ii) the 3D coordinates

of the electrode did not vary in the window of observation (i.e., the maximum range

of movement of the catheter across axes did not exceed a given threshold). The

window was defined as l-samples-wide and centered on the reference CS catheter

activation times. More formally, let Wq be the set of l time indices centered on

the q-th CS activation (where #Wq = l, ∀q). The voltage samples Φ̃en, collected

with the electrode e in the window of observation (i.e., n ∈ Wq), were assigned

to the node i if the two following conditions were matched∥∥∥∥∥∥pi −
1
l

∑
n∈Wq

p̃en

∥∥∥∥∥∥ < r1

max
x,y,z

(
max
n∈Wq

p̃en − min
n∈Wq

p̃en

)
< r2

(4.4)

where r1 and r2 were two thresholds set to assess the closeness to the node of the

electrode and its position stability in time. Considering the distances between

the network nodes, they were empirically fixed at 6 mm and 2 mm, respectively.

The max and min operators assessed the maximum and minimum values, along

a given axis, of a vector or matrix, respectively.

This procedure may assign multiple signals to each node due to the presence of

many CS activations and the many EGMs collected. In order to determine whether

the directed edge should be created from node i to j, the delays between all pairs of

signals associated with node i and j were computed using the procedure described in

Section 4.1, and a t-test was performed to verify if the average delay was significantly

different from 0 ms (significance level α: 0.05). Then, if the difference was statistically

significant, the edge was created only if the conduction velocity associated with the

average delay was within the physiological range, as assessed by equation (4.1).

For activation detection, we applied a threshold to the preprocessed (Botteron

approach as described in Section 4.1) CS reference signal z(n). The threshold θi

was set at the time instant of the last detected activation ni, and was held fixed

until it was exceeded and a new activation was detected. It was calculated based
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on the exponential average for the peak amplitudes of the previously detected

activations [66],

θi = αµi, µi = µi−1 + β(z(ni)− µi−1), i >= 1,

where µi is the exponential average, z(ni) represents the peak amplitude of the

most recently detected activation, the parameter β defines the rate with which

the threshold can change, and the parameter α determines the fraction of µi to be

used in the threshold computation. When the preprocessed signal exceeds θi, a

new activation is detected. The time instant of the first local maximum following

the activation served as an estimate of the activation time.

4.4 Validation in sinus rhythm

Directed network mapping was first validated using data from two subjects in

SR (ages 67 and 54, both male). The data were collected from Fondazione

I.R.C.C.S. Ospedale Maggiore Policlinico in Milan, Italy. EAM was performed

using multielectrode catheters and the CARTO® 3 (Biosense Webster) navigation

and mapping system. To allow correct local EGM assessment, the default protocol

mandated that the mapping catheter was maintained in each location for 2.5 s after

points were acquired. Although patients were paroxysmal AF cases undergoing

PVI, they were in SR during the mapping and had no prior known substrate

modifications. The CARTO® 3 system provided activation maps in the form of

local activation times. Every patient that underwent EAM and ablation procedure

had signed an informed consensus statement about periprocedural risk and about

the use of clinical data for clinical research in the respect of privacy policy. A

directed network map was built as described in the previous section and the

results checked by visual inspection, comparing the connections of the network

(connectivity matrix) with the activation map.
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4.5 Validation in simulated AFL cases

Next, we validated the directed network mapping algorithm in simulated AFL

scenarios. To do so, based on simulated AFL mechanisms implemented in a

previous work by [126], we retrospectively analyzed 6 different computational

AFL scenarios. These simulations included right AFL as well as left AFL forms,

like macroreentries around the valves and across the roof. A complete list of

scenarios is provided in Table 4.1.

Table 4.1: List of simulated AFL mechanisms. CW=clockwise, CCW=counterclockwise

No. Atrium Mechanism Position Direction

1 Right Macroreentry Tricuspid valve CCW
2 Right Macroreentry Tricuspid valve CW
3 Left Macroreentry Mitral valve CW
4 Left Figure-of-eight Left and Right PVs Anterior
5 Left Figure-of-eight Left and Right PVs Posterior
6 Left Figure-of-eight Right PVs Anterior

Cardiac excitation was modelled using the fast marching approach to solve the

Eikonal equation [127, 128]. The atrial electrophysiological activity was simulated

on the triangulated volumetric mesh of a bi-atrial anatomy (Figure 4.1A), generated

from segmented magnetic resonance imaging data of a healthy subject [129]. Inter-

atrial connections and fiber orientation were generated by a rule-based algorithm [130,

131]. Scars were added circumferentially around ipsilateral PVs representing ablation

scars from the previous pulmonary vein isolation intervention. The simulations were

initiated by manually placed triggers and refractory areas. They were continued

at least 5 s to confirm a stable excitation pattern. The simulated excitation

resulted in a LAT for each anatomical node that was not isolated. Spatio-temporal

transmembrane voltage distributions were derived from the activation times using

the Courtemanche human action potential model adapted to AF conditions [131].
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For each scenario, we distributed 400 equidistant nodes on the endocardial

surface: half of them in the left and the other half in the right atrium (with

7.8 mm average distance between two neighboring nodes). The spatial distribution

of nodes is visible in Figure 4.1B. The 3D coordinates of the nodes, along with

corresponding synthetic unipolar EGMs, were used as input to the network mapping

algorithm. The unipolar pseudo-EGM Φi for the i-th node was calculated using

the infinite volume conductor approximation:

Φi(x, y, z) = − 1
4π

σintra

σextra

∫ ∫ ∫
∇Vm(x′, y′, z′) · ∇

(1
r

)
dx′dy′dz′ (4.5)

where σintra is the intracellular conductivity (within the cardiac tissue), σextra the

extracellular conductivity (within the whole domain), ∇Vm(x′, y′, z′) is the spatial

gradient of the transmembrane voltage in the point with coordinates x′, y′, z′ [132].

The values of Φi(x, y, z) computed over time were then stored in the vector Φi.

The results were validated by locating the cycles in the network (section 4.2)

and visually comparing their locations with the LAT map produced by the sim-

ulated mechanism.

4.6 Validation in clinical AFL cases

The directed network mapping algorithm was retrospectively validated on 10 patients

(age: 66 ± 5 years; male/female: 7/3) with AFL who underwent an EP study and

RF catheter ablation. The subjects selected by the clinicians were all complex

AFL cases who had a history of AF and at least a previous PVI or additional

substrate modifications. The study was done using a 64 mini-electrode small basket

array (IntellaMap Orion™, Boston Scientific) that enabled rapid high-density

mapping. The cases were provided by Städtisches Klinikum Karlsruhe, Germany

and included 2 AFL scenarios in the RA and 8 in the LA. The complete list of

clinical cases is provided in Table 4.2. Data collection was performed according

to the Helsinki Declaration guidelines on human research. The research protocol

used in this study was reviewed and approved by the local review board. All

patients provided written informed consent.
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Table 4.2: Complete list of analyzed clinical AFL cases. CW = clockwise, CCW = coun-
terclockwise.

No. Atrium Suspected mecha-
nism

Description

1 Right Tricuspid valve reentry
CCW

The patient had previous PVI.

2 Right Tricuspid valve reentry
CCW

The patient did not have previous PVI.

3 Left Mitral valve reentry
CW

The patient had previous PVI with ante-
rior block line from MV to left superior
PV. A gap was detected in the block line.

4 Left Mitral valve reentry
CW

The patient had previous PVI with pos-
terior roof block from left superior PV
to right superior PV and an anterior line
from MV to left superior PV. A gap was
detected in the anterior block line.

5 Left Mitral valve reentry
CW

The patient had previous PVI. Gaps were
found in the PVs from the previous abla-
tion.

6 Left Microreentry around
PVI gaps

The patient had previous PVI. Gaps were
found in both left and right PVI of the
previous ablation.

7 Left Figure-of-eight
macroreentry around
left and right PVs

The patient had previous PVI. Gaps were
found in both left and right PVI of the
previous ablation.

8 Left Figure-of-eight
macroreentry around
left and right PVs

The patient had previous PVI with the
the FIRM system based on rotor detection.
Small areas of block in septal area.

9 Left Figure-of-eight
macroreentry around
left and right PVs

The patient had previous PVI. Gaps were
found in both left and right PVI of the
previous ablation.

10 Left Macroreentry around
right PVs

The patient had previous PVI with ante-
rior block line from MV to left superior
PV. Gaps were detected in the right PVI
and in the anterior block line.
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Each AFL case was analyzed offline retrospectively, after the intervention, by

directed network mapping, after exporting all EGMs and the corresponding 3D

coordinates from the EAM system. Only data collected before the actual ablation

were analyzed. A degree of rhythm stability during the mapping phase is assumed

to properly build an average direct network, which is typically true for AFL cases.

For each case, the average directed network was created by following the steps

reported in Section 4.1. Briefly, atrial meshes provided by the EAM system, were

downsampled to 114(107, 136) [median (interquatile range)] nodes. Then, for each

CS activation, N = 5 different networks were created using a sliding window of

length l, defined as half of the average distance between CS activations, with overlap

of 100 ms. Given the time index nq of the q-th CS activation, the sliding window

started at nq − l/2 − 200 ms and was moved ahead 4 times with a stride of 100

ms. All networks were then “averaged” to obtain the average directed network.

The safety threshold γ was tuned to the value of 1, to avoid eventual random

connections that could appear due to noise. Once created, cycles were detected and

then grouped together according to the algorithm described in Section 4.2.

We finally compared the cycles found in the directed network with the clinical

report of the patient. The clinicians provided information about the suspected AFL

mechanism (as hypothesized after the successful ablation) and the corresponding

part of the atrium involved (see Table 4.2). Depending on the suspected mechanism,

we analyzed only the groups of cycles with a certain minimum number of nodes.

In particular, in case of macroreentries, only cycles with at least 10 nodes were

considered. On the other hand, for microreentry (case number 6), only cycles

with less than 10 nodes were considered, but also without the gap tolerance. The

evaluation of the correspondence between what was found by our algorithm and the

clinical report was performed a posteriori together with the clinician (the algorithm

was run only once and before having any knowledge of the clinical reports; it was

not adapted to the specific mechanism at hand).
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4.7 Validation in simulated AF case

A realistic 3D model of the human atria that included heterogeneity at cell, tissue

and organ scale was used [133]. The model includes different anatomical regions

with their respective fiber orientation. This computational finite element model is

composed of linear hexahedral elements with a regular spatial resolution of 300 µm.

For additional details about the model see [133]. The cellular electrical activity

is modelled by the Courtemanche-Ramírez-Nattel ionic model [134]. In order to

reproduce transmembrane potential (Vm) of experimentally observed heterogeneity

in action potential (AP) morphologies and duration in the different atrial regions,

the conductances of three specific ionic currents were adjusted for 8 different

regions in both atria [133, 135]. This procedure generated nine different cellular

models and the AP duration variation among regions was similar to experimental

observations [136]. The electrical propagation was solved by the mono-domain

formalism using the operator splitting numerical scheme (constant time step of 0.01

ms) with the ELVIRA solver [137]. The simulations were run on a computing node

with sixty-four 16-core Intel® Xeon® Gold 6130 clocked at 2.10 GHz.

A sustained high frequency train of stimuli (100 ms cycle length) was applied in

the RA, close to the CS. This led to a complex fibrillatory pattern with the presence

of reentrant drivers. We were able to observe two rotors, one in the RA, very close

to the SVC, and the other in the LA, in between the left PVs and the left atrial

appendage. Figure 4.2 shows the simulation snapshots that display direction of wave

propagation and the rotor in the left atrium. The simulation was run for a total

of 6 s. Unipolar EGMs were computed on the endocardial surface as extracellular

potentials, with a temporal resolution of 1 ms, in a whole atrial-torso model [133].

We computed 400 EGMs, equidistant from each other: half of them in the left and

the other half in the right atrium (with 6.5 mm average distance between two EGMs).

AF usually manifests as reentrant circuits propagating through the whole atria

creating non-stationary chaotic activation patterns. In order to handle these non-

stationary characteristics of AF, we proceeded as follows. After all the signals were
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Figure 4.2: Simulated AF case. Four snapshots of the simulated transmembrane voltage
(Vm [mV]) in the 3D atrial model at times: A t, B t + 33 ms, C t + 66 ms, and B t + 99
ms. It is possible to observe a rotational activity in the left atrium, between the left PVs
and the left atrial appendage (white arrow). Adapted from [121].

preprocessed and the neighbors were set, each of the EGMs were divided into 300 ms

time segments, using a sliding window of 100 ms. This resulted in total of 58 different

time segments for our 6 s simulation. Then, for each of these time segments, directed

network mapping was performed and a specific network was generated. This concept

is the same as averaging described in Section 4.1 but here the signals are divided

across the entire signal duration, instead of just dividing on the shorter time segment

centered around the CS activation. In fact, here we exploited the availability of many

EGMs recorded concurrently in the computerized simulation. During the sequential

mapping this task is more challenging and requires some further investigation.

Once the networks were created, any type of rotational activity could be found

by detecting cycles in the networks. In order to find the center of the rotor, we

looked for the smallest possible cycles in the networks, i.e. cycles that contain only

three nodes. After finding all the smallest cycles in all the networks, we counted how

many times the same cycle repeated throughout different networks (that represent

different time frames). The cycles repeating in consecutive networks pointed us to

the location of a stable rotor. It is also worth noting that it is possible to search

for larger cycles (that contain more than three nodes) in the networks, as larger

cycles may reveal somewhat larger area of the rotor’s influence.

4.8 Results

The directed network mapping algorithm was first tested on the left atrium of the

two patients in SR and provided a result in line with the expectation. The electrical

propagation started in the septum, propagated along both the anterior and posterior
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wall and ended around the left PVs. The LAT map provided by the CARTO® 3

system confirmed that the propagation found was properly detected. Figure 4.3

shows a few examples of the electrical propagation (red arrows) superimposed

over the LAT map.

Figure 4.3: Electrical propagation pattern detected by directed network mapping (red
arrows) superimposed over the LAT map (exported from CARTO® 3) for two subjects
in sinus rhythm in posterior view. LSPV=left superior PV, LISP=left inferior PV,
RSPV=right superior PV, RIPV=right inferior PV, MV=mitral valve.

The efficacy of the directed network mapping was also tested in 6 different

simulation settings involving several types of AFL, induced on a 3D anatomical

model of both atria. In each of the 6 setups, the algorithm was able to precisely

detect the expected reentrant paths around the anatomical obstacles (see Figure 4.4).

A directed network was retrospectively created for each of the 10 EP studies

recorded during ongoing AFL.

The first two clinical cases presented TV reentry with typical AFL (case 1

and 2). Directed network mapping detected 46 different cycles in case 1, and 183

in case 2, with two groups identified for both cases, a cycle group around the

TV and another one around the IVC. This was in line with what was found in

simulation 1 and 2. These two cycles commonly appear together, and they are

clinically treated by performing an ablation line at the floor of the RA between

the inferior tricuspid annulus and the IVC (cavotricuspid isthmus - CTI). These
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Figure 4.4: Cycles found on 4 AFL simulations: A, Macroreentry on tricuspid valve
CCW (simulation 1), B, Macroreentry on mitral valve CW (simulation 3), C, Figure-
of-eight around both PVs in anterior direction (simulation 4) and D, Figure-of-eight
around right PVs in anterior direction (simulation 6; the threshold t was set to 0.45
for visualization purpose). Only one cycle randomly selected from each group has been
plotted. The color map represents the time interval between the initial time of the stable
phase of the simulation and the first atrial activation in each node.

two cases fully matched the expectations of the clinicians. Figures 4.5a and b

report the results of cases 1 and 2.

Cases 3, 4 and 5 were left atrial reentries around the MV in clockwise direction.

In case 3, directed network mapping detected 20 different cycles but none of them

was found around the MV. Two groups of cycles were detected around the left PVs

in counterclockwise direction. We detected that some edges around the MV were

not built by the algorithm, while most of the nodes were properly connected to form
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a cycle around the valve. This happened even considering the gap algorithm in

place (one edge gap was not sufficient). Regarding the detected cycle, it commonly

appears when MV reentry is present. Similar results were found in simulation 3

(see Figure 4.4B). In both cases 4 and 5, a single cycle group (with 17 cycles in case

4 and 9 in case 5) around the MV was found and none was identified around the

left PVs. This result was as expected. Indeed, for case 4 the clinical report stated

that a posterior roof block line from the left superior PV to the right superior PV

was made in a previous ablation, which would prevent any rotation around the left

PVs. Figures 4.5c, d and e show the cycles identified for cases 3, 4 and 5.

In case 6, as reported in the clinical report, during the EP study, a total of

three gaps were found in the previous PVI ablation lines. Two gaps were found in

the left PVI line where a localized microreentry mechanism involving both gaps

could be detected. The right PVI line presented with a single posterior gap. The

excitation wave-front was meandering with a reduced conduction velocity through

the gap. The algorithm found a total of 4 cycles, with either 3 or 4 nodes, belonging

to two different groups: one group near the left superior PV and other one near

the right inferior PV. These cycles pointed to the gaps reported in the previous

PVI ablation, and the case matched the expectations of the clinicians. Figure 4.5f

shows the cycles identified for the case 6.

Cases 7, 8, 9 were suspected figure-of-eight macroreentries around left and right

PVs. In all these cases, the algorithm correctly detected the propagation pattern

around the PVs. In particular, in case 7, two groups of cycles rotating around

left and right PVs were found, but also with 3 additional cycles with ≥ 10 nodes

found traveling around both right PVs individually, as reported in Figure 4.6a. On

the other hand, in case 8, along with two groups of cycles around the PVs, an

additional cycle group on the anterior side of the right superior PV was found.

Figure 4.6b reports the results for this case. Then, in case 9, there were two cycle

groups for each pair of PVs, as shown on Figure 4.6c.

Finally, in case 10, the algorithm found two groups of cycles with at least 10 nodes.

The cycles belonging to both groups were revolving around right inferior PV, in sort
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(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4

(e) Case 5 (f) Case 6

Figure 4.5: Cycles found on six clinical AFL cases. Arrows depict the reentry identified
by directed network mapping with arrow colors representing cycles of different groups.
Among all cycles in a group, only the one with a minimum average Menger curvature is
reported. Panels a-f correspond to cases 1-6 of Table 4.2, respectively.
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(a) Case 7 (b) Case 8

(c) Case 9 (d) Case 10

Figure 4.6: Cycles found on four clinical AFL cases. Arrows depict the reentry identified
by directed network mapping with arrow colors representing cycles of different groups.
Among all cycles in a group, only the one with a minimum average Menger curvature is
reported. Panels a-d correspond to cases 7-10 of Table 4.2, respectively.

of concentric fashion. The mechanism was coherent with the identified gaps in the

right PVs reported in the clinical report. Figure 4.6D reports the results of this case.

To summarize, the algorithm identified the exact same mechanism and its

location, as reported in the clinical study, in 9 cases, and failed to identify the

correct mechanism in 1 case (No. 3).

Regarding the simulated AF scenario, in the left atrium, across all 58 networks

(representing different time frames), we detected a total of 97 cycles of three nodes.

Most of these cycles occurred only in one or two networks, so they were not

considered as candidates for the rotor location. We only considered those cycles

that occurred seven or more times (900 ms or more), and they are reported in
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Figure 4.7a. The most frequent cycle occurred in 19 networks, there were two

cycles that occurred 10 times, two cycles that occurred 9 times, three cycles that

occurred 8 times and finally three cycles that occurred in 7 networks. Additionally,

we took into account which of these occurrences were in consecutive networks (see

Figure 4.7a). The longest sequence of consecutive occurrences was relatively low

(less than 5 networks) in all but two cycles that occurred in 9 and 10 consecutive

networks. These two cycles were considered as top candidates for the rotor location.

They were positioned in the same region right next to each other, even though they
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Figure 4.7: Panel (a) shows the bar chart of graphs that contain cycles with exactly
three nodes that occurred in 7 or more time frames. IDs of the nodes are contained on
horizontal axis, and number of occurrences is on vertical axis. Red color indicates the
longest sequence of consecutive occurrences. Panel (b) shows a portion of the network
mapped in the rotor’s region, generated for the single time interval (4100 ms to 4400 ms
of simulation). Red dots represent EGMs and arrows represent their connections. The
smallest cycle, made of 3 nodes and indicated in yellow, detects the center of the rotor.
The bigger cycle, indicated in light green, shows the larger area of influence of the rotor.
Panel (c) shows a portion of the result obtained by network averaging formula, focusing
on the region where the rotor is located. The cycle with the largest number of occurrences
(36,123,146) is visible. Adapted from [121].
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did not share any common node. Interestingly, this region was the same one in

which we already visually observed the existence of a rotor, looking at the electrical

propagation map, produced by numerical simulations (see Figure 4.2a). Figure 4.7b

and 4.7c show a portion of the result obtained in a single time frame and by network

averaging formula, both focusing on the region of the rotor. The averaged network

contained only two cycles with three nodes, and those two were the same ones we

considered before as top candidates for the rotor location. In this region, we were

also able to find cycles with more than three nodes in the averaged network.

4.9 Discussion

In the present work, we verified that directed network mapping can be used to

properly detect different types of atrial arrhythmia mechanisms. The method

was applied to a broad range of simulations and clinical cases. First, we showed

that directed network mapping can be used to accurately represent the electrical

propagation pattern in SR. Second, directed network mapping was able to correctly

locate reentries in in-silico AFL and AF models, where we tested 7 different scenarios.

Finally, we tested the technique on 10 clinical cases of AFL and compared the results

with clinical reports by expert electrophysiologists. Overall, the algorithm proved to

be satisfactory according to the clinicians’ opinion with respect to the complex cases

analyzed and has potential for clinical use. In fact, in addition to the fully identified

cases (9/10), it is worth noting that the mechanism of the remaining case (No. 3)

was actually detected by the algorithm but not in their entirety, as we correctly

identified the gap in the anterior block line, that was responsible for the mechanism

in place. This makes it difficult to classify the performance of the algorithm with

simply “identified” or “not identified”. For this case, physicians may still get useful

insights on the underlying mechanism and thus considering the goal as achieved.

Regarding the missed mechanism around the MV for case 3, we detected, by

visual inspection, that a few edges around the MV were not built by the algorithm,

while all other nodes were properly connected to form a cycle around the valve. We

found that the histogram of the temporal delays between nodes in the disconnected
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region displayed a bimodal distribution with positive and negatives delays. The

respective modal delays had a conduction velocity within the range to construct the

edge, however, the t-test failed due to an average delay close to 0 ms. A hypothesis

to explain this phenomenon could be related to the presence of slow conducting

areas in the surrounding of the gap in the anterior line. These areas might have

created a periodic oscillation of the delays of two neighboring nodes with respect to

the CS activation. We leave the investigation of this hypothesis for future works.

In this study, the majority of clinical cases we investigated were AFL macroreen-

tries. However, the technique showed some potential for microreentries as well.

In fact, a few cycles of the smallest allowed dimension (i.e., 3 to 4 nodes) were

detected for the clinical case 6. The atrial area involving microreentries has been

found to vary from few millimeters up to 2-3 centimeters in diameter. For example,

Jais et al. reported evidence of slow conducting areas as small as 2 centimeter

around which a reentry was observed [138]. Furthermore, in 2020, Mantovan et al.

were the first to report a microreentry circuit confined to a region size of a couple

of millimeters [139]. These areas range from 3 mm2 to 300 mm2. In our clinical

cases, the average distance between nodes was 16.8 mm, that corresponded to a

reentry with an area of approximately 120 mm2, hence the actual dimension of the

smallest detected cycles was in line with what previously reported.

Over the years, network theory has had many different applications, but to

the best of our knowledge, there was not a large amount of research in this

domain to understand cardiac arrhythmias, until very recently. In the study

by Vandersickel et al., directed networks were used to describe electrical excitation

to extract the arrhythmia mechanism [120]. In their work, the authors established

a proof-of-concept using in-silico simulations of several activation patterns and

clinical data of atrial tachycardia (AT) to demonstrate the wide applicability of

directed networks in this domain. In their very recent follow-up study, authors

evaluated the diagnostic accuracy of their method in more complex AT cases [140].

They retrospectively analyzed 51 AT cases and compared the diagnoses made by

their method with those of the experts based on high-density activation maps.
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They showed that cardiac mapping based on network theory could outperform high

density activation mapping for specific types of AT (e.g., localized reentry), whereas

for macroreentries, the directed network performed similarly to experts. These

results hint that directed network may be a valuable tool during EP studies.

Our algorithm and the one proposed by Vandersickel et al. share the same

goal, i.e., modeling the electrical propagation through directed networks and

exploiting network theory to infer information about the arrhythmia mechanisms.

Inspired by their study, we investigated the use of directed network mapping

for AF characterization and rotor detection in computerized simulations [121].

However, during AF, the creation of network based on LAT maps as proposed

by Vandersickel et al. become a difficult task. We then designed an algorithm

directly estimating the time delay between activations recorded in nearby sites

using a cross-correlation based algorithm. This approach was found to be more

reliable with respect to computing the difference between LAT values in different

sites [24, 141]. Motivated by these preliminary results, we started investigating

on the applicability of directed networks for the identification of macroreentries

in AFL. This problem required the implementations of a DFS algorithm for cycle

detection, a grouping algorithm for cycles in similar locations, and a study specifically

designed to test the algorithms on clinical cases: the work described in this chapter.

Another contribution by the same research group shares some more similarities

with our analyses [140]. First, both our work and theirs tested the capability

of a directed network to correctly detect and group cycles. In this regard, our

approach was based on a secondary graph taking into account the position of all

nodes in the cycles, whereas they proposed a clustering technique based solely

on the centroid of the cycles, that might group cycles with different orientations

and with similar centers. Second, even though we both analyzed complex atrial

arrhythmias, the objectives of the studies were different. Our study was focused on

the validation of the algorithm, whereas they compared the output of the algorithm

with the identification of the mechanisms performed by experts. Apart from different

technical implementations and study designs, it was very satisfactory to find out
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that both studies corroborated the robustness of directed network and network

theory to characterize atrial arrhythmia and its various mechanisms.

Other approaches to understand cardiac arrhythmias, based on network theory,

are vastly distinct and mostly applied for AF characterization. For example, using

high density contact mapping, directed networks were applied to describe AF by

identifying recurring wavefront propagation patterns [142]. AF was also described

with a directed network applying sparse modeling for the estimation of propagation

patterns [143]. Directed arrows can also be created based on the concept of Granger

causality between different signals [144, 145]. This approach could be an alternative

way to generate the network, but it requires implementing a linear multivariate

autoregressive model instead of deriving the activation times. Studies on undirected

networks exist too. For example, in one study the network was created by quantifying

the similarity between EGMs collected at different locations [146]. Features from

the network were then extracted and used to distinguish between SR and AF. In

another study, authors used mutual information between pairs of nodes to build

the network [147]. Authors found that successful AF ablations led to networks

with a higher connectivity with respect to unsuccessful ones. Overall, the use of

directed network mapping, or in general network theory, to characterize the electrical

propagation has several advantages with respect to a LAT map. In particular, it

opens up to a whole new field of automated analyses. For example, the identification

of reentries and focal points can be automatically and quickly performed, thus

promoting a faster inspection of the ongoing arrhythmia.

We used unipolar EGMs as input to the directed network mapping. The

major disadvantage of unipolar EGMs is that they also record substantial far-

field ventricular signal, which interferes with the atrial activity. Because of the

susceptibility to noise and far-field potentials, unipolar EGMs are not often used in

clinical practice, leading to the routine use of bipolar EGMs [85]. However, bipolar

EGMs can be sensitive to wavefront direction, bipole orientation, electrode size,

interelectrode spacing, and the exact spatial location of the measurement is less

precise [84, 148]. Therefore, assessment of the exact LAT based on bipolar EGMs
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can introduce ambiguity, especially in low-voltage EGMs with multiple peaks [149].

To overcome the problem of far-field ventricular signal in unipolar EGMs, many

different cancellation techniques have been developed, as discussed in Chapter 3.

Even though we used r-ABS method that showed good performance, this methods

still require signal acquisitions from several seconds to minutes, during which the

catheter must be held still, and it was applied offline. Signal acquisitions should be

repeated after each change of catheter position, which prolongs the procedure to

obtain state of the art map densities (more than 15000 points on average [150]),

even if simultaneous wall contact of at least 20 electrodes per mapping position is

assumed. For that reason, there is a need to process the signals faster in real-time.

During the last years some significant steps forward were taken in this direction [151,

152]. For example, Frisch et al. proposed to model the ventricular activity acquired

at different locations during mapping and interpolate the voltage in locations not

visited by the catheter [151]. The main assumptions were that the ventricular

activity varies smoothly across the atrial surface and that the atrial activity is not

overlapped to the ventricular one (or, at least, uncorrelated). In this way, the model

could be used afterwards to remove the ventricular activity.

The most common method to detect the existence of a cycle in directed networks

is using DFS, by finding an edge that points to an ancestor of the current vertex (it

contains a back edge). Since we are employing DFS and looking at all the vertices

along with their edges, for each node in the network the 1-edge gap algorithm has a

runtime of O(V + E) with a space complexity of O(V + E) as well, where V is the

number of nodes and E is the number of edges. The computational time required

to build the directed network and to find the cycles was approximately 5 minutes

computed on a MacBook Pro 2.3 GHz 8-Core Intel Core i9 16 GB 2667 MHz DDR4

for a mapping phase lasting on average 20 minutes, without an optimized code.
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Planning the optimal ablation strategy for the treatment of complex atrial

arrhythmias can be a time consuming task and is error-prone. In this chapter, the

potential of network theory in supporting the planning of the ablation treatment

is presented. An ablation recommender system is proposed, built as a solution of

an optimization problem. Specifically, here we define “support” as suggesting a set

of possible ablation lines suitable to terminate reentrant activities, recommended

automatically by a computer program.

The problem was designed on top of directed network mapping, described in the

previous chapter. The optimization problem modeled the optimal ablation strategy

as that one interrupting all reentrant mechanisms while minimizing the ablated atrial

81
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surface. Considering the exponential complexity of finding the optimal solution

of the problem, a heuristic algorithm with polynomial complexity is introduced.

The algorithm has been tested on computerized electro-anatomical simulations

of LA and RA under different arrhythmia patterns. Then, data from EP studies

collected during catheter ablations were employed to evaluate the performance of

the proposed algorithm. The algorithm made use of only data collected during

mapping and was able to process them nearly real-time.

5.1 Modeling the ablation strategy with graph
theory

The output of the directed network mapping, as described in Chapter 4, comprised

two networks, i.e., the directed network resembling the electrical propagation

Gprop = (Vprop, Eprop) and the undirected network describing the triangular mesh

Gmesh = (Vmesh, Emesh). Two networks shared the same nodes, i.e., Vprop = Vmesh.

Figure 5.1a depicts an example of both networks.

5.1.1 Ablation lines as paths on a graph

The networks Gprop and Gmesh could be leveraged to study the effect of ablation

lines on the atrial tissue. To do so, a third undirected network Glines = (Vlines, Elines)

derived from Gmesh was first built as follows. Each triangle in the mesh was used to

create the set of nodes Vlines. In other words, each triangle in the mesh defined a

specific node in Vlines. The position of these nodes on the atrial model was defined

as the centroid of each triangle. For a triplet of nodes in Vmesh, i, j and z with

j, z ∈ Bi, i ̸= j ̸= z, the position was (pi + pj + pz)/3.

The edges Elines were created by connecting nodes of Vlines of adjacent triangles

(i.e., triangles sharing two nodes). The resulting graph was a Voronoi tessellation

built on top of the triangular mesh Gmesh. This graph represents a reticulum of all

possible ablation lines. In other words, an ablation line was then defined as a path

on Glines. Figure 5.1b shows the reticulum of all possible ablation lines.
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(a) (b)

Figure 5.1: (a) Example of implementation of directed network mapping. Green spheres
represent the nodes distributed on the atrial mesh while the green lines are the edges
connecting neighboring nodes. Spheres and lines construct the graph Gmesh. Red arrows
indicate the directed connection between two neighboring nodes as a model of electrical
propagation. Spheres and arrows represent the graph Gprop. Blue arrows represent the
macroreentries identified as they show a cycle. (b) The Voronoi tessellation Glines (red),
built on top of Gmesh (shown in green), is reported as red spheres and red lines. The
purple line represents an example of an ablation line traversing along the edges of the
Voronoi tessellation. The atrial model is the clinical case 9 of Table 4.2

The Voronoi tessellation contained all possible ablation lines lying within the

atrial surface but not touching the boundaries of the model. In other words, no

line was actually interrupting the electrical propagation traveling along anatomical

regions such as mitral valve, PVs, etc., due to the fact that the regions were on

the boundaries of the anatomical model. In order to equip the reticulum with

ablation lines possibly interrupting such electrical propagations, all nodes on the

free boundaries were identified. Then, for each triangle having two nodes located

on a free boundary, a new node was added in Vlines and its position was mirrored

with respect to the centroid of the triangle. The total number of nodes of Glines was

MA. An example of these nodes is reported in the lower part of Figure 5.1b.

Another important aspect for the addition of new nodes in Vlines was the

possibility to determine which nodes in Vmesh were located on the valves and

PVs. This was achieved by identifying the connected components in the graph

built only using the nodes of the free boundaries. The association between the
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nodes in the free boundary and the added nodes in Vlines was then straightforward.

Associating the correct anatomical structure (e.g., mitral valve) to a connected

component was done by visual inspection.

The main advantage of this procedure is that each edge in Glines crosses exactly

one edge on Gmesh and this property was leveraged to determine whether an ablation

line would interrupt a cycle in Gprop. In particular, we were able to define the function

cut1edge : (ea, em) ∈ Elines × Emesh → {0, 1} (5.1)

where the value of the function cut1edge is 1 when the edge ea in Elines cuts the

edge em ∈ Emesh, otherwise 0.

Among all possible paths on the Voronoi tessellation, we considered the ablation

lines with the shortest path between each pair of nodes belonging to the i) MV

and left PVs; ii) MV and right PVs; iii) left PVs and right PVs for the LA; and

for the RA iv) IVC and SVC; v) IVC and TV; and vi) SVC and TV.

5.1.2 Recommender system as optimization problem

In this section, we describe the algorithm to recommend ablation lines suitable

to interrupt all reentry activities identified as cycles.

All identified cycles were stored as a set

L = {L1, L2, . . . , L#L} (5.2)

where #L is the total number of cycles and each Li is a directed graph containing

only one cycle. The number of nodes of each Li is Mi (built upon Gmesh).

All possible ablation lines were stored as a set

A = {A1, A2, . . . , A#A} (5.3)

where #A is the total number of ablation lines and each Ai is an undirected

graph containing only one ablation line. The number of nodes of each Ai is

MA (built upon Glines).

We denote the graphs of a specific cycle Lj and ablation line Ai as (Vprop(Lj), Eprop(Lj))

and (Vlines(Ai), Elines(Ai)), respectively.



5. Ablation Recommender System 85

The main objective was to find the optimal set of ablation lines to stop the

arrhythmia. We considered the set able to interrupt all cycles in L with minimum

ablation length as optimal.

The optimization problem was designed as follows. First, let us define C ⊆ A

(e.g., C = {A2, A5, A8}) as the set representing all possible candidate ablation

lines. From this candidate set, the overall ablation length was defined as follows.

Considering that the elements of A are all graphs, each Ai has its associated set

of edges EAi
. Let then construct the set of edges EC, as follows:

EC =
⋃

Ai∈A
EAi

(5.4)

The edge set EC contained the edges of all Ai.

The overall ablation line length was then defined as

lC =
∑

e∈EC

d(e) (5.5)

where d(e) is the length of edge e in mm.

The second step of the algorithm was to define how many cycles were interrupted

by the candidate set C. To do so, by leveraging the Voronoi reticulum previously

created, it was possible to define a function cut that indicated whether a given

ablation line A would interrupt a certain loop L, as follows.

cut : (A, L)→ {0, 1} (5.6)

where the output of 1 means interruption, 0 otherwise. Formally, if ∃(eA, eL) ∈

Elines(A)× Eprop(L) such that cut1edge(eA, eL) = 1, then the output was set to 1.

Using this function, it was possible to define an additional set TA containing all

cycles interrupted by a given ablation line A, as follows

TA = {L : L ∈ L, cut(A, L) = 1} (5.7)

By leveraging this set, the number of cycles interrupted by the ablation lines stored

in the candidate set C can be defined as

rC = #
( ⋃

A∈C
TA

)
(5.8)
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Finally, the overall optimization problem was defined as

find all sets C
that minimize lC
subject to rC = #L

(5.9)

5.1.3 Efficient solution via heuristic algorithm

The number of possible candidate set C for the problem in (5.9) is large and grows

exponentially with the number of ablation lines in A. Precisely,
#A∑
k=1

(
#A
k

)
= 2#A − 1. (5.10)

The computational complexity O(2#A) suggested that enumerating all possible

solutions and evaluating them according to (5.9) was feasible only for a low number

of ablation lines.

We developed a heuristic that can guide the identification of an optimal candidate

set when the number of ablation lines is large. The main idea of the algorithm

is to add one optimal ablation line at a time to a set of already established ones

using an iterative approach, with an initially empty set. Then, the optimization

problem was solved by splitting it into two sequential problems. The first ones

determines the subset of all candidates (including the previously selected lines)

that maximizes the number of cycles interrupted. Then, among the candidates of

the subset, the candidate adding the shortest ablation line to the overall ablated

surface is selected (in case of multiple candidates, tough very unlikely, a random

ablation line was selected among those with equal performance).

The algorithm was stopped when at least one candidate set C∗ interrupted all

cycles or when a maximum number of ablation lines, here called “depth”, was reached.

Using this approach, the number of candidates C to evaluate reduces heavily to
depth−1∑

i=0
(#A− i) = depth (2#A− depth + 1)

2 (5.11)

that reached #A(#A+ 1)/2 when depth = #A. The complexity of the heuristic-

based algorithm is polynomial, i.e., O(#A2) (or O(#depth2)).

Algorithm 1 reports the pseudocode of the algorithm.
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Algorithm 1 Pseudocode of the proposed heuristic aiming to recommend the
ablation strategy.
Require: A, L, depth ∈ N+
C∗ ← {}
i← 1
while rC∗ < #L and i ≤ depth do
P ← {C : C ⊆ A, #C = i, C∗ ⊆ C}
Pmax ← argmax

C∈P
rC

if ∃C ∈ Pmax having rC == rC∗ then
Exit

end if
Pmax/min ← argmin

C∈Pmax
lC

C∗ ← random pick fromPmax/min

i← i + 1
end while

5.2 Validation of recommender system

5.2.1 Simulations

We validated the recommender system in simulated arrhythmia scenarios of atrial

flutter (AFL). To do so, we retrospectively analyzed 6 different simulated AFL

mechanisms [126]. These simulations included both right and left forms of AFL,

such as macroreentries around the valves and across the roof. A complete list of

scenarios is provided in Table 4.1, in Chapter 4.

The objective of the simulations was the verification that the recommended

ablation lines would stop the AFL mechanism in place. To do so, the recommender

system was run and then the optimal ablation lines were identified on Glines. Each

line A ∈ C∗ was then projected on the original atrial mesh by identifying the nearest

node from each one in Vlines(A). The boundary nodes of A were then connected

to the closest node belonging to one of the anatomical structures (identified again

with the free boundary algorithm). All nodes were connected using the shortest

path algorithm. The respective ablation lines identified were then virtually applied

to each of the 6 AFL scenarios to verify the interruption of the AFL mechanism.

Interruption of the mechanism was considered successful if 3 s after the application of



88 5.2. Validation of recommender system

the ablation line the electrical propagation had ceased. Simulations were generated

as described in Section 4.5 of Chapter 4.

5.2.2 Clinical cases

The recommender system was tested on 10 clinical cases which were described in

Section 4.6 of Chapter 4. Each case was analyzed offline, after the intervention,

by directed network mapping to create the propagation network. Macroreentries

were identified using the algorithm tolerant to one missed edge, and only cycles

having ≥ 10 nodes (average length ≥ 136 mm) were considered as macroreentries.

The recommender system was then employed to recommend the set of ablation

lines needed to interrupt all cycles.

The performance of the recommender system was assessed by visual inspection

of the ablation lines suggested. In case the lines were located in the expected

anatomical position according to the guidelines for the treatment of the atrial

arrhythmia mechanism in place, the recommendation was considered correct.

It is worth noting that the case 6 presented only microreentries around the

PVs. Instead of excluding this case, we wanted to assess the potential of our

algorithm for the recommendation of ablation lines suitable for microreentries as

well. To do so, we first identified microreentries using the DFS algorithm without

tolerance on missing edges (see Section. 4.1 of Chapter 4), with cycles containing

less than 10 nodes. Regarding the set A of ablation lines, we identified all ablation

paths between nodes of the Voronoi tessellation that were no more than 3 nodes

away from the free boundaries of the PVs. Recommendations were obtained for

case 6 on this set of ablation lines.

Table 4.2 reports the list of all cases analyzed with the algorithm.

5.2.3 Results

Directed network mapping was performed on the simulated AFL episodes using

the updated algorithm. In all scenarios, the mechanism was properly identified.

The recommended ablation lines for the scenarios from 3 to 6, i.e., mitral valve and
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figure-of-eight macroreentries, successfully interrupted the mechanism. The first

and second, i.e., tricuspid valve macroreentries, converted into a biatrial AFL.

Directed network mapping was computed for all clinical cases, as described

in Chapter 4. Figure 5.2 and Figure 5.3 show the macroreentries identified and

ablation lines recommended for clinical cases, while Table 5.1 reports a summary of

the results. Among all cycles in a given group, only the cycle having the minimum

average Menger curvature is plotted.

The first two clinical cases (1 and 2) were typical counterclockwise AFL with

a critical inferior turning point between the TV and the IVC known as the CTI.

Directed network mapping detected two cycle groups for both cases, a cycle group

around the TV and another one around the IVC. The numbers of all possible

ablation lines were 271 and 255, respectively. The optimal ablation line for both

cases was along the CTI. The lengths of the optimal ablation lines were 28 mm

(case 1) and 31 mm (case 2). Figures 5.2a and b report the results of cases 1 and 2.

Cases 4 and 5 displayed left atrial reentries around the mitral valve in clockwise

direction. In both cases, a single group of cycles around the MV was found by

directed network mapping. The numbers of all possible ablation lines were 584 and

454, respectively. The optimal ablation line for both cases was the line connecting

the mitral valve with the left PVs, which is called endocardial mitral isthmus

line (MIL). The lengths of the optimal ablation lines were 38 mm for case 4 and

62 mm for case 5. Figures 5.2d and e show the cycles identified and ablation lines

recommended for these two cases, respectively.

Case 6 had microreentries due to gaps in the previous PVI, in both left and

right PVs. Directed network mapping detected 4 cycles, with either 3 or 4 nodes,

belonging to two different groups: one group near the left superior PV and the

other one near the right inferior PV. The number of ablation lines was 3315.

The ablation lines identified were two: one for each left and right PVs. These

ablation lines pointed to the possible gaps in the previous PVI ablation. Figure 5.2f

reports the results for case 6.
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(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4

(e) Case 5 (f) Case 6

Figure 5.2: Results of the recommender system for 6 clinical cases. Arrows depict the
reentry identified by directed network mapping with arrow colors representing cycles of
different groups. Among all cycles in a group, only the one with a minimum average
Menger curvature is reported. The purple line represents the recommended ablation line.
Panels a), b), c), d), e) and f) correspond to case 1, 2, 3, 4, 5 and 6 of Table 4.2.
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(a) Case 7 (b) Case 8

(c) Case 9 (d) Case 10

Figure 5.3: Results of the recommender system for 4 clinical cases. Arrows depict the
reentry identified by directed network mapping with arrow colors representing cycles of
different groups. Among all cycles in a group, only the one with a minimum average
Menger curvature is reported. The purple line represents the recommended ablation line.
Panels a), b), c) and d) correspond to case 7, 8, 9 and 10 of Table 4.2.

Case 7 displayed a figure-of-eight macroreentry around both left and right PVs.

Figure-of-eight was properly identified, with additional cycles with ≥ 10 nodes

found traveling around both right PVs individually, as stated in Chapter 4. The

number of ablation lines was 503. The optimal ablation line for this case connected

the left PVs to both right PVs using two paths (see Figure 5.3a). The length

of overall ablation line was 172 cm.

Cases 8 and 9 had confirmed figure-of-eight macroreentries. In both cases,

directed network mapping correctly detected the propagation pattern around the

PVs. The number of ablation lines were 668 and 479 for cases 8 and 9, respectively.

The optimal ablation line for both cases was the one connecting the left pair of
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Table 5.1: Summary of the results for the clinical cases. Values in parentheses for
the group column indicate the number of cycle groups identified with the algorithm
without tolerance regarding a single missing edge. For case 6, † refers to results related to
microreentries.

No. #L #L1−gap #groups #A #C∗ lC∗ (mm) Time (s)

1 4 46 2(1) 271 1 28 5.9
2 13 183 2 255 1 31.2 34.5
3 0 20 2 614 1 36.3 8.8
4 0 17 1 584 1 37.7 8.2
5 0 9 1 454 1 61.7 2.2
6 4† - 2† 3315† 2† 14.3† 12.7†

7 21 310 5(3) 503 2 172 295.2
8 0 76 3 668 1 112.7 28.6
9 4 63 4(1) 479 1 91.1 16.2
10 0 9 2 532 1 62.4 3.4

PVs to the right pair of PVs. The lengths of the optimal ablation lines were

113 mm for case 8 and 91 mm for case 9. Figures 5.3b and c report the results

for the case 8 and 9, respectively.

Case 10 reported a macroreentry around right PVs. Here, directed network

mapping found two groups of cycles, both revolving only around the right superior

PV in a sort of concentric fashion. The mechanism was coherent with the identified

gaps in the right PVs reported in the clinical report. The number of ablation lines

was 532. The optimal ablation line connected the left pair of PVs to the right pair of

PVs. The length of the line was 62 mm. Figure 5.3d reports the results for case 10.

The mechanism of case 3 was partially identified. Two groups of cycles were

detected around the left PVs in counterclockwise direction but none of them was

found around the MV. Despite the partial identification, we ran the recommender

system in this case too. The number of all possible ablation lines was 614. A single

optimal ablation line was recommended to connect the MV to the left PVs. The

length of the ablation line was 36 mm. Figure 5.2c reports the results for case 3.
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The execution time for running the heuristic was traced for all cases. On

a MacBook Pro 2.3 GHz 8-Core Intel Core i9 16 GB 2667 MHz DDR4 using

Matlab (R2021a, The MathWorks, Inc., Natick, USA), the execution time was

10.8(5.9, 28.6) s [median (interquartile range)].

5.3 Discussion

The recommender system was found able to recommend ablation lines, for the

complex atrial tachycardia considered, that were partially matching those performed

clinically. In particular, for the cases displaying typical AFL (case 1 and 2), the

optimal ablation line was along the CTI, which is the standard treatment for typical

flutter [153], and they matched what performed clinically for these two cases.

For mitral valve reentries (cases 3, 4 and 5), the recommended ablation line

connected the MV with the left PVs, which is called the endocardial MIL. Also this

line is what is typically performed for the treatment of this reentry [154]. Despite

the mechanism of case 3 was partially detected, it is worth noting that directed

network mapping correctly identified the gap in the anterior block line, that was

responsible for the mechanism in place, as described in Section 4.8 of Chapter 4.

The ablation line recommended was resembling the MIL at the posterior mitral

isthmus, that is considered a conventional MIL [154]. Similar results were obtained

for case 4 and 5 in which MILs to left superior PV and left inferior PV were

recommended. Despite these lines were coherent with the mechanism, the treatment

that stopped the reentry in cases 3 and 4 involved the closing of the gap in the

MIL previously performed from the MV to the left superior PV. For case 5, the

recommendation was correct. Furthermore, anterior MIL is typically preferred over

the posterior one since it is easier to achieve a bidirectional block with a lower length

of the MIL [154]. However, the length of the line depends on the specific patient’s

anatomy and other factors, such as the thickness of the myocardium and closeness

to other anatomical structures, may play a role for the selection of what line to

perform [155]. Therefore, the modeling of previous ablated tissue, thickness of the

myocardium and preferences of ablation strategies in the optimization problem may
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represent additional steps to further improve the performance of the recommender

system. We leave this investigation for future works.

For the figure-of-eight cases (7, 8, 9), the optimal line was the one connecting

left and right PVs, resembling a roof line, a floor line or a combination of the two.

Case 7 was found to require the most complicated ablation strategy according to

our algorithm. In fact, the figure-of-eight mechanism also involved gaps in the

previous PVI on the right PVs. Directed network mapping identified a reentry

on each right PV. However, only a reentry on the right inferior PV was clinically

observed. The mechanism was stopped by performing a roof line. In addition, PVI

was also repeated. Despite the recommended strategy may look overly complicated,

a closer inspection hints that a roof line and PVI on the right PVs were the necessary

lines and matched with the actual ablation. The mechanism of the case 8 was

stopped with a roof line, which matched to the recommended strategy. Regarding

case 9, the patient had gaps in the previous PVIs which their closing caused the

termination of the mechanism. In addition, a roof line was performed to ensure

a successful intervention, that matched the recommendation.

Case 10 presented a macroreentry around the right PVs due to a gap in the

previous line connecting the MV and right superior PV. When the gap was ablated,

the mechanism stopped. In this case, the recommended line resembled a roof line

and it was the shortest single path terminating the arrhythmia according to our

algorithm. This case opens up to an interesting discussion. Indeed, the antero-

medial line connecting the right PV and MV typically shows large lengths [155],

and thus it likely becomes excluded from the set of eligible lines by the heuristic

implemented. In addition, this line is close to the aortic sinus, which requires

attention when ablating along this isthmus: the critical position of other structures

was a property not modeled in our optimization problem. For this specific case,

with a proper modeling of previous ablations, the recommended line would have

been the closing of the gap as optimal strategy.

Finally, the recommended lines for the case displaying microreentries (case

6) were two short paths interrupting the cycles appearing on both left and right
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PVs. Despite the recommender system being designed only for the treatment of

macroreentries, we wanted to evaluate the potential for microreentries too. For this

case, however, the ablation lines found need to be considered as only indications for

the necessary treatment, and not for their exact location. In fact, interrupting any

edge composing the cycle would stop the microreentry. Gaps were found during

the intervention on both left and right PVIs very near to the mechanisms identified

by directed network mapping. However, only the gaps on the left PVI resulted

in an observed microreentry. The microreentry identified on the right PVI was

mostly located within the RSPV and was likely caused by a combination of factors

such as the gap on the right PVI and the substrate of the previously ablated tissue.

The clinical treatment was the closing of the gaps in both left and right PVIs, as

indicated by the interruption of the microreentries provided by the recommender

system. Further investigations are needed in this context.

One key assumption of our methodology was that ablation lines could only stop

the mechanism in place but not changing it. However, this assumption might not

hold in practice and for this reason we implemented computerized simulations to

assess such possible switch of the mechanism. Out of the six simulations considered,

only the scenarios involving typical atrial flutter switched into a biatrial flutter.

Biatrial tachycardia is considered a rare form of reentrant arrhythmia and is found

associated with scars on the septum [156]. Such scars create a block of the electrical

propagation between the left and right atria, thus promoting a reentry traveling

from the right to the left atrium through the CS, and from the left to the right

atrium through the Bachmann’s bundle on the way back (or viceversa). We noted

that the ablation recommended was very close to the septum due to the particular

position of the IVC in this reconstructed anatomy (please, refer to Figure 4.4 in

Section 4.8 to inspect the 3D model). Likely, the position of the line in combination

with this specific anatomy caused the switch into a biatrial flutter.

The performance of the recommender system can be summarized under different

perspectives. First, the position of the recommended lines matched what typically

expected by the mechanism in place in 89% of the cases (cases from 1-5 and 7-9; case
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6 excluded). Second, the suggested lines exactly matched the clinical treatment in

44% (cases 1, 2, 7, 8), and partially matched in 22% (cases 5 and 9). Hence, accuracy

ranged between 44% to 67% with the actual treatment. The drop in performance

was associated to the lack of modeling of the previous ablated tissue (cases 3, 4, 9,

10) into the optimization problem and the selection of the left inferior PV instead

of left superior PV when performing a MIL (case 5). Third, the recommended lines

terminated the mechanism in 67% of the simulated scenarios (however, we believe

that this percentage is underestimated considering that the wrong recommendation

was for a rare form of arrhythmia in a single anatomy considered).

Another point worth discussing was that the recommended ablation lines

displayed a “zig-zag” behavior with both low and high spatial frequency oscillations

(e.g., see Figure 5.3b). The low oscillations were mostly due to the strategy used

for the creation of the Voronoi tessellation. Indeed, the use of the centroid in

each of the triangles composing the downsampled mesh forced the ablation path

to circumnavigate the nodes where the electrical potentials were quantified (see

Figure 5.1b). This behavior can be solved by i) forcing the downsampling algorithm

to produce a denser distribution of nodes; or ii) adding points within each triangle

where the ablation path could go through. In our opinion, both strategies have

advantages and disadvantages. In fact, adding nodes to Gprop might compromise

the detection of cycles due to higher chances of missing edges (similar to what

is described above), while adding points for ablation lines would make #A grow

drastically, thus increasing the computational time required to find the optimal

ablation set. Regarding the high spatial frequency oscillations, they are mostly due

to the way the ablation lines were projected from the Voronoi tessellation to the

original mesh. We believe that this is a minor problem that can be easily solved

by smoothing the line using a low pass filter or a geometric snake for a triangular

mesh [157, 158]. We leave these investigations and improvements for future works.

Despite our study reports the first attempt for the use of graph theory to

recommend the ablation strategy from data collected during interventions, at

the best of our knowledge, only one study investigated a similar approach [119].
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Zahid et al. proposed to use the “minimum cut” algorithm based on a flow network

to predict optimal ablation targets for left AFL. They used data collected from EP

studies and magnetic resonance imaging to create a mathematical model, comprising

a geometry annotated with both healthy and fibrotic tissues, and a cellular model,

to simulate the electrical propagation. A flow network was constructed on simulated

data considering each volumetric element of the geometry as a node, and connecting

adjacent nodes only when the conduction velocity was higher than a certain threshold

(they used 100 cm/s). Once the network was created, the “minimum cut” algorithm

was employed to interrupt the mechanisms.

The “minimum cut” algorithm is the dual problem of the so-called “maximum

flow” problem, common in network theory. Briefly, this problem requires the

assignment of a maximum capacity to each edge of a graph. The maximum flow

from one node, called source, to another one, called sink, is computed as the

maximum sum of the flows between all paths connecting the source and sink,

according to the maximum capacity of each edge (a clear example is the road

network from one city to another one where each road has a maximum capacity of

cars). Finding the maximum flow between two nodes is equivalent of identifying

the minimum sum of the flows through the edges that, when removed, would

separate the network into two disjoint networks (in the road example is equivalent

to finding the bottleneck during traffic jam).

There are three major differences between our approach and that of Zahid et al.

The first one is that all algorithms we proposed are based only on data collected

during mapping and do not require computerized simulations. This is clearly

advantageous under different perspectives. On the one hand, directed network

mapping and recommender system require only two important assumptions: i)

stationary electrical propagation; and ii) conduction velocity within a physiological

range. Both assumptions are also required by the flow network implemented by

Zahid et al., but with additional requirements such as availability of imaging

data, and electrophysiological model of atrial cells and model of fiber orientation,

specifically fitted on patient’s data. Also, results can be obtained fully automatic and
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nearly real-time with our approach, while computerized simulations are (typically)

computationally expensive. On the other hand, the main drawback of the recom-

mender system is that the mechanism may turn into a more complicated pattern

after performing the suggested ablation lines (as it occurred in our simulations

of typical AFL). In this case, being able to simulate beforehand the effect of the

recommended ablations using advanced computational models seems a reasonable

and feasible approach to further improve the performance.

The second difference is that the “minimum cut” algorithm needs the selection

of the source and sink, i.e., two nodes of the network. This selection represents a

major difficulty and can completely change the output of the algorithm, i.e., the

ablation strategy recommended. In fact, the source and sink are typically inputs of

the optimization problem. However, we found no criteria for the a priori selection

of these two nodes considering the physiological phenomenon in place.

Finally, the third major difference is that there is no guarantee that the set

of minimum cuts would resemble the ablation lines established for the treatment

of complex atrial tachycardia. Indeed, the noise present on the recordings may

make the nodes of the network with a low degree, i.e., just a few edges inward and

outward to and from a node. Hence, the noise will likely lead the minimum cut

algorithm to find a set of ablation lines, as short as one edge, that are disconnected

between each other, for the treatment of macroreentries.
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Successful catheter ablation is dependant on appropriate mapping to determine

arrhythmia mechanism. Development of techniques to map regular cycle length

arrhythmia have resulted in improved procedural outcome, but such advances have

not been observed with atrial fibrillation (AF), where ablation beyond PVI has not

consistently been shown to improve long term outcomes. The population of patients

suffering from AF is expected to significantly increase over the coming years, and the

number of patients requiring catheter ablation will substantially grow. Consequently,

an efficient and reliable mapping procedure is of fundamental importance.

A literature review, in Chapter 1, has identified some of the significant challenges

that exist when attempting to map AF and some of the existing techniques that

have caused great controversy. Despite decades of attempts to understand the

underlying mechanisms of AF, evidence to confirm or disprove several suggested

mechanisms is still lacking. The intention of this thesis was to develop a new
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automated techniques which enable atrial arrhythmias, specifically AF and AFL,

to be mapped in order to understand the mechanisms that maintain them. The

eventual goal is to utilize this understanding to improve catheter ablation outcome

with a patient tailored approach. It is hoped that these contributions will help to

advance the quality of treatment that patients receive in the future.

6.1 Original Contributions

The main novelties of this work were: (i) a new algorithm for ventricular activity

cancellation in atrial signals, (ii) a directed network mapping technique to describe

and characterize cardiac arrhythmias, (iii) an ablation strategy recommender system

for the treatment of atrial arrhythmia.

6.1.1 Ventricular Activity Cancellation

We have introduced a new signal processing approach to remove the far-field activity

present in atrial EGMs recorded during AF, by refining the ventricular activity

estimate provided by the ABS using maximum a posteriori estimation. The novel

cancellation method has been tested on both synthetic and real AF EGMs. We

have compared its performance using various metrics to other existing methods

that have been extensively used in studies, and generally it achieved better results.

In conclusion, we feel that this work opens a new perspective in the cancellation of

ventricular activity in atrial signals during AF, and we believe that the proposed

algorithm should be considered when the atrial activity can be properly modeled

with a stationary stochastic Gaussian process. As unipolar atrial signals get highly

degraded by ventricular activity, in this thesis this was the important preliminary

step for further processing of these signals and the creation of directed networks.

6.1.2 Directed Network Mapping

Using network theory to characterize cardiac excitation represents an innovative and

promising tool that has the potential to be used in an EP study for the treatment

of atrial arrhythmias. In cases when the physician cannot unequivocally identify
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the driving mechanism using the LAT map and where several hypotheses can be

formulated, directed network mapping could aid the operators by showing existing

cycles in the network, possibly associated with conduction pathways sustaining

AFL. In addition, this technology, along with dedicated visualization techniques,

may represent an novel way to report the physicians an overall description of the

arrhythmias in place, and speed up the planning of the ablation therapy.

6.1.3 Ablation Recommender System

We proposed a recommender system, built as solution of an optimization problem,

able to suggest the optimal ablation strategy for the treatment of atrial arrhythmia.

The problem was designed on top of directed network mapping used to model the

electrical propagation, based on network theory. The optimization problem modeled

the optimal ablation strategy as that one interrupting all reentrant mechanisms

while minimizing the ablated atrial surface. Considering the exponential complexity

of finding the optimal solution of the problem, we introduced a heuristic algorithm

with polynomial complexity. The proposed algorithm was applied to both simulated

and clinical data, achieving promising performance, nearly real-time. The study

may open up interesting scenarios for the application of network theory for the

treatment of atrial arrhythmia.

6.2 Future Directions

The current directed network mapping approach is a proof-of-concept. Many

different clinical settings are not yet tested. It remains to be seen how the

networks will characterize cardiac excitation in very complex clinical cases, for

example with multiple rotors, or in a very fibrotic tissue. A possible limitation is

that sequential mapping may fail to capture important dynamic changes in atrial

electrophysiology when the arrhythmia is not stationary. In this proof-of-concept,

we analyzed the entire mapping procedure, thus assuming arrhythmia as stationary.

This simplification might have led to spurious connections, possibly mitigated by

the averaging network procedure put in place. Although the method does not
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require sequential mapping by itself, it is the predominantly available technology

at present, and so we relied on that.

Another important extension of our method could be the conversion of the

directed network into a weighted directed network by assigning a weight to each

edge. The weight could be the level of “fractionation”, the conduction velocity, or

other important features for the mechanism undergoing. This new approach requires

a completely new set of algorithms where it is necessary to assign a physiological

meaning on cycles built on edges with weights. However, this is not straightforward

in our opinion, hence we leave this for future investigations. Yet, we believe

that together with an appropriate colormap, the visualization may become more

informative and support better the planning of the optimal ablation.

The next step for directed network mapping, should be analyzing clinical AF

cases. So far we only tested it in a computational 3D model of human atria in

which sustained rotor activation was present. The main goal was to assess the

potential of directed network mapping to characterize AF, and to use it for rotor

detection. Additionally, in another recent study, the authors showed that graph

based mapping can overcome some of the limitations of phase mapping, by being

able to exclude the false rotors that phase mapping generates [159]. The next

important step in this direction is to analyze clinical AF cases.

Regarding the ablation recommender system, the association between anatomical

structures, such as valves, appendage and PVs, and nodes on the free boundaries was

the only step not performed automatically by our software. This problem was tackled

recently by means of different tools such as machine learning [160] or statistical

shape models [161]. Since this step was not the main objective of the study, we leave

the insertion of this automatic association in the overall pipeline as future works.

The set of ablation lines was restricted to those from one anatomical structure

to another one in both atria. However, this approach might be suboptimal in case

of previous PVI (as in our case) because the ablated tissue is not considered in

the optimization problem. Here, we had no information about the exact position

of the previous PVI on the mesh, hence we employed the free boundaries. This
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lack of information might have led the recommender system to suggest longer

ablation lines that what actually needed, e.g., not connecting PVIs from left to right

PVs for the treatment figure-of-eight macroreentries (see case 9 in Figure 5.3c)).

The influence of ablated tissue on the recommended ablation strategy will be

investigated in the future.

Another important limitation is that we did not consider focal activations in

the optimization problem. Despite directed network mapping seems able to identify

such activations by looking at the in-degree of the nodes [121], modeling how

they should be handled by the recommender system is challenging. In the current

framework, the most straightforward way would be considering closed-loop ablations

placed around each node in the propagation graph and let the recommender finding

the optimal solution. However, this approach may contrast with the optimization

problem designed specifically for macroreentries. In fact, the algorithm could find

many of these closed-loop ablations simply because they tend to reduce the overall

ablation length while removing macroreentries as well. A similar problem occurs

when dealing with microreentries. We leave the investigation on how to handle

focal activations and microreentries in the optimization problem for future.

Finally, the recommender system could be extended to consider additional criteria

rather than just the length of the ablation line. For example, ablating in diseased

areas (identified as areas with low bipolar voltage, reduced conduction velocity or late

gadolinium enhancement [162]) might be preferred to ablating nearby healthy tissue.

This may lead, for example, to preferring an anterior MIL to a lateral MIL [163].
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