
Digital Object Identifier (DOI) https://doi.org/10.1007/s00220-017-3016-5
Commun. Math. Phys. 359, 975–1026 (2018) Communications in

Mathematical
Physics

Complete Bose–Einstein Condensation in the
Gross–Pitaevskii Regime

Chiara Boccato1, Christian Brennecke1, Serena Cenatiempo2,
Benjamin Schlein1

1 Institute of Mathematics, University of Zurich, Winterthurerstrasse 190, 8057 Zurich, Switzerland.
E-mail: chiara.boccato@math.uzh.ch; christian.brennecke@math.uzh.ch; benjamin.schlein@math.uzh.ch

2 Gran Sasso Science Institute, Viale Francesco Crispi 7, 67100 L’Aquila, Italy.
E-mail: serena.cenatiempo@gssi.infn.it

Received: 3 May 2017 / Accepted: 29 August 2017
Published online: 9 November 2017 – © Springer-Verlag GmbH Germany 2017

Abstract: Weconsider a gas of N bosons in a boxwith volume one interacting through a
two-body potential with scattering length of order N−1 (Gross–Pitaevskii limit). Assum-
ing the (unscaled) potential to be sufficiently weak, we prove complete Bose–Einstein
condensation for the ground state and for many-body states with finite excitation en-
ergy in the limit of large N with a uniform (N -independent) bound on the number of
excitations.

1. Introduction and Main Results

We consider systems of N bosons in the three dimensional box � = [−1/2; 1/2]×3,
with periodic boundary conditions. In particular,we are interested in theGross–Pitaevskii
regime; the Hamilton operator has the form

HN =
N∑

j=1

−�x j + κ

N∑

i< j

N 2V (N (xi − x j )) (1.1)

and acts on the Hilbert space L2
s (�

N ), the subspace of L2(�N ) consisting of functions
that are symmetric with respect to permutations of the N particles. We will assume
V ∈ L3(R3) to be non-negative, spherically symmetric and compactly supported. In
(1.1), we also introduced a coupling constant κ > 0, which we will later assume to
be small enough. The scattering length a0 of the potential κV is defined through the
zero-energy scattering equation

[
−� +

κ

2
V
]
f = 0 (1.2)

with the boundary condition f (x) → 1 as |x | → ∞ (note that (1.2) is an equation
on R

3, despite the fact that we consider particles moving on the torus �). Outside the
support of V , f has the form
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f (x) = 1 − a0
|x | (1.3)

The constant a0 is known as the scattering length of κV . By scaling, the scattering length
of the interaction κN 2V (Nx) appearing in (1.1) is given by aN = a0/N .

It follows from [16–18] that the ground state energy EN of (1.1) is such that

lim
N→∞

EN

N
= 4πa0 (1.4)

Moreover, it has been shown in [14,18] that the ground state of (1.1) exhibits Bose–
Einstein condensation in the one-particle orbital ϕ0(x) ≡ 1 on �. In other words, if ψN

is a normalized ground state vector for (1.1), and if γ
(1)
N = tr2,...,N |ψN 〉〈ψN | denotes its

one-particle reduced density, it was proven in [14] that

γ
(1)
N → |ϕ0〉〈ϕ0| (1.5)

as N → ∞ (for example, in the trace-norm topology). Actually, results in [14,16] were
more general and also applied to non-translation invariant bosonic systems in the Gross–
Pitaevskii regime, where particles are trapped in a volume of order one by an external
confining potential. For rotating gases similar results have been obtained in [15]. In fact,
following the arguments of [14], it is also possible to give a bound on the rate of the
convergence (1.5), which is, however, very far from optimal.

The main result of our paper is a proof of Bose–Einstein condensation (1.5), valid
for sufficiently small values of the coupling constant κ ≥ 0, with a presumably optimal
bound on the rate of the convergence. This is the content of the next theorem.

Theorem 1.1. Let V ∈ L3(R3) be non-negative, spherically symmetric and compactly
supported and assume the coupling constant κ ≥ 0 to be small enough. Let ψN ∈
L2
s (�

N ) be a sequence with ‖ψN‖ = 1 and such that

〈ψN , HNψN 〉 ≤ 4πa0N + K (1.6)

for some K > 0. Let γ
(1)
N = tr2,...,N |ψN 〉〈ψN | be the one-particle reduced density

associated with ψN . Then there exists a constant C > 0, depending on V and on κ but
independent of K such that

1 − 〈ϕ0, γ
(1)
N ϕ0〉 ≤ C(K + 1)

N
, (1.7)

where ϕ0(x) = 1 for all x ∈ �.
Furthermore, the ground state energy EN of (1.1) is such that

|EN − 4πa0N | ≤ D (1.8)

for a D > 0 independent of N (depending only on V and κ). Hence, the one-particle
reduced density associated with the ground state of (1.1) satisfies (1.7), with K replaced
by the constant D.

Remarks

(1) The inequality (1.7) bounds the number of particles orthogonal to the condensate
wave function ϕ0. It states that the number of orthogonal excitations in the state ψN
is bounded byC(K +1). In particular, by (1.8), the number of orthogonal excitations
in the ground state of (1.1) remains bounded, uniformly in N .
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(2) The bound (1.8) improves the result (1.4) obtained in [16–18] by showing that
4πa0N is the ground state energy of (1.1) up to an error of order one, uniform in
N . This is a new result of independent interest.

(3) The inequality (1.7) immediately implies convergence of the reduced density γ
(1)
N

towards the orthogonal projection |ϕ0〉〈ϕ0| in the trace-class topology, since

tr
∣∣∣γ (1)

N − |ϕ0〉〈ϕ0|
∣∣∣ ≤ 2 ‖γ (1)

N − |ϕ0〉〈ϕ0|‖HS ≤ 23/2
(
1 − 〈ϕ0, γ

(1)
N ϕ0〉

)1/2 ≤ C√
N

.

(4) We believe that the methods that we use to show Theorem 1.1 can be extended to
prove an analogous result for non-translation-invariant bosonic systems trapped by
confining external fields. The details will appear elsewhere.

(5) We think that the smallness assumption on κ > 0 is technical; we expect the results
of Theorem 1.1 to remain true, independently of the strength of the interaction (of
course, assuming the interaction to scale as in (1.1)).

(6) The threshold K > 0 can also be chosen depending on N . Of course, if we allow
for a large excitation energy K � Nα for some α < 1, the bound (1.7) deteriorates
and only shows that the number of orthogonal excitations is at most of the order
Nα . The statement (1.7) remains non-trivial for all K  N .

Bounds similar to (1.7) have been obtained in [5,12,20,21] for N -boson systems in
the mean field limit, described by the Hamilton operator

Hmf
N =

N∑

j=1

−�x j +
1

N

N∑

i< j

V (xi − x j ) (1.9)

acting again on L2
s (�

3N ). In [5,12,13,21] establishing an estimate on the number of
particles orthogonal to the condensate was an important ingredient to show the validity
of Bogoliubov theory for the mean-field Hamiltonian (1.9). In this sense, (1.7) can be
thought of as a first step towards a better mathematical understanding of the excitation
spectrum of Bose gases in the Gross–Pitaevskii regime corresponding to (1.1).

To prove Theorem 1.1 we combine techniques from [13] with ideas developed in [1]
and recently in [3] to study the time-evolution in the Gross–Pitaevskii regime. First of
all, following [13], we observe that every normalized ψN ∈ L2

s (�
N ) can be represented

uniquely as

ψN =
N∑

n=0

ψ
(n)
N ⊗s ϕ

⊗(N−n)
0 (1.10)

for a sequenceψ
(n)
N ∈ L2⊥(�)⊗sn . Here L2⊥(�)⊗sn denotes the symmetric tensor product

of n copies of the orthogonal complement L2⊥(�) of ϕ0 in L2(�). This remark allows
us to define a unitary map

UN : L2
s (�

N ) → F≤N
+ through UNψN = {ψ(0)

N , ψ
(1)
N , . . . , ψ

(N )
N }. (1.11)

HereF≤N
+ = ⊕N

n=0 L
2⊥(�)⊗n denotes the bosonic Fock space constructed over L2⊥(�),

truncated to sectors with at most N particles. The unitary mapUN factors out the Bose–
Einstein condensate described by ϕ0 and it lets us focus on its orthogonal excitations,
described on F≤N

+ .
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With UN , we can define a first excitation Hamiltonian LN = UN HNU∗
N : F≤N

+ →
F≤N
+ . To computeLN , it is convenient to rewrite the original Hamiltonian (1.1) in second

quantized form as

HN =
∑

p∈�∗
p2a∗

pap +
κ

2N

∑

p,q,r∈�∗
V̂ (r/N )a∗

p+r a
∗
qapaq+r , (1.12)

where�∗ = 2πZ3 ismomentum space andwhere, for every p ∈ �∗, a∗
p, ap are the usual

Fock space operators, creating and annihilating a particle with momentum p (precise
definitions will be given in Sect. 2). Roughly speaking, LN can be obtained from (1.12)
by replacing creation and annihilation operators a∗

0 , a0 in the zero-momentum mode by
factors of (N−N+)

1/2, whereN+ = ∑
p∈�∗\{0} a∗

pap is the number of particles operator

on the excitation space F≤N
+ . This procedure can be thought of as a rigorous version of

the Bogoliubov approximation, proposed already in [2]. Conjugating HN with UN we
effectively extract, from the original interaction term in (1.12) (quartic in creation and
annihilation operators), contributions that are constant (commuting numbers), quadratic
and cubic in creation and annihilation operators (the precise form ofLN is given in (3.2)
and (3.3)).

In the mean field regime described by the Hamilton operator (1.9), assuming that V
is positive definite it turns out that, up to errors of order one,

(i) the constant term in Lmf
N = UN Hmf

N U∗
N is given by NV̂ (0)/2, which is (again up to

errors of order one) the ground state energy of (1.9),
(ii) the sum of all other contributions in Lmf

N can be bounded below on F≤N
+ by the

number of particles operator N+.

We conclude that
Lmf
N − NV̂ (0)/2 ≥ cN+ − C (1.13)

for appropriate constants C, c > 0. This bound shows that states with small excita-
tion energy can be written as ψN = U∗

N ξN for an excitation vector ξN ∈ F≤N
+ with

〈ξN ,N+ξN 〉 ≤ C , uniformly in N . It is easy to check that this estimate implies (1.7).
In theGross–Pitaevskii regime, on the other hand, conjugatingwithUN is not enough.

The difference between the constant term in LN and the ground state energy of (1.1)
is still of order N and, moreover, the sum of the other contributions to LN cannot
be bounded below by the number of particles operator. The problem, in the Gross–
Pitaevskii regime, is the fact that the completely factorized wave functionU∗

N� = ϕ⊗N
0

(with � = {1, 0, . . . , 0} the vacuum vector inF≤N
+ ) is not a good approximation for the

ground state vector of (1.1) or, more generally, for low-energy states. Instead, states with
small energies in the Gross–Pitaevskii limit are characterized by a short scale correlation
structure, which already played a crucial role in [14,16] and also in the analysis of the
time-evolution; see [1,3,4,6,8–11,19]. To take into account correlations we proceed as
in [3], conjugating LN = UN HNU∗

N with a generalized Bogoliubov transformation T .
This idea stems from [1], where Bogoliubov transformations of the form

T̃ = exp

⎧
⎨

⎩
1

2

∑

q∈�∗
+

ηq

[
a∗
qa

∗−q − aqa−q

]
⎫
⎬

⎭ (1.14)

with coefficients ηq ∈ R related to the solution of the zero energy scattering equation
(1.2) have been used to model correlations (in fact, since [1] studied the time-evolution
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in non-translation-invariant systems, a slightly more general version of (1.14) was used
there). A nice property of the unitary map (1.14) is the fact that its action on creation
and annihilation operators can be computed explicitly, i.e.,

T̃ ∗apT̃ = cosh(ηp) ap + sinh(ηp) a
∗−p

for all p ∈ �∗
+. Unfortunately, however, the Bogoliubov transformation T̃ does not map

F≤N into itself (it does not preserve the constraint on the number of particles). To circum-
vent this obstacle, we follow [3] and introduce generalized Bogoliubov transformations,
having the form

T = exp

⎧
⎨

⎩
1

2

∑

p∈�∗
+

ηp

[
b∗
pb

∗−p − bpb−p

]
⎫
⎬

⎭ (1.15)

with the modified creation and annihilation operators

bp =
√

N − N+

N
ap and b∗

p = a∗
p

√
N − N+

N
.

We will choose ηp = −N−2ŵ(p/N ), where ŵ are the Fourier coefficients of w =
1− f and f is a modification of the solution f of the zero-energy scattering equation
(1.2) (more precisely, f is going to be theNeumann ground state on the ball of radius N,
for an of order one).Wewill show inLemma3.1 that,with this definition,ηp � Cκ/|p|2
for |p|  N , with fast decay for |p| � N guaranteeing that

∑
p p2η2p � CN (the large

p behavior of ηp corresponds to the |x |−1 singularity of (1.3), regularized on a length
scale of order N−1).

Let us point out that the idea of using unitary operators of the form (1.15) already
appeared in [21], in the analysis of the excitation spectrum of mean-field Hamiltonians.
In [21], however, these generalizedBogoliubov transformationswere used to diagonalize
the quadratic part of the excitation Hamiltonian Lmf

N , and not, as we do here, to extract
additional contributions from cubic and quartic terms in LN ; as a consequence, in [21]
the choice of the coefficients ηp was very different than in (1.15).

Since T mapsF≤N
+ back into itself, we can use it to define a new, modified, excitation

Hamiltonian GN = T ∗UN HNU∗
N T : F≤N

+ → F≤N
+ . While conjugation with T only

creates a finite number of excitations (because ηp is square summable; see Lemma 2.4),
it extracts an additional energy of order N (because

∑
p p2η2p � CN ). Choosing ηp

as indicated above makes sure that the constant term in GN is exactly 4πa0N and that
all other contributions can be bounded below by the number of particles operator, up to
errors of order one. In Proposition 3.2 we will conclude that, similarly to (1.13),

GN − 4πa0N ≥ cN+ − C (1.16)

for appropriate constants C, c > 0 (the proof of Proposition 3.2 is given in Sect. 4 and
represents the longest part of the paper). Conjugating (1.16) with T and U (and using
the fact that, as discussed in Lemma 2.4, T only changes the number of particles by a
multiplicative constant), we arrive at the estimate

HN − 4πa0N ≥ c
N∑

j=1

(1 − |ϕ0〉〈ϕ0|) j − C (1.17)
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between operators acting on the N -particle Hilbert space L2
s (�

N ). For j = 1, . . . , N ,
(1−|ϕ0〉〈ϕ0|) j indicates the projection 1−|ϕ0〉〈ϕ0| onto the orthogonal complement of
the condensate wave function ϕ0 acting on the j-th particle. In other words, the operator
on the r.h.s. of (1.17) measures the number of orthogonal excitations of the condensate.
It is then easy to see that (1.17) implies complete Bose–Einstein condensation in the
precise sense of (1.7).

Technically, the main challenge that we have to face is the fact that the action of the
generalized Bogoliubov transformations (1.15) on creation and annihilation operators
is not explicit, as it was for (1.14). Instead, we will have to expand operators of the
form T ∗apT in absolutely convergent infinite series and we will need to bound several
contributions. The main tool we use to control these expansions is Lemma 2.5 below,
which we take from [3].

2. Fock Space

Let

F =
⊕

n≥0

L2
s (�

n) =
⊕

n≥0

L2(�)⊗sn

denote the bosonic Fock space over the one-particle space L2(�). Here L2
s (�

n) �
L2(�)⊗sn is the subspace of L2(�n) consisting of all functions that are symmetric w.r.t.
permutations. We use the notation � = {1, 0, . . . } ∈ F for the vacuum vector.

For g ∈ L2(�), we define on F the creation operator a∗(g) and the annihilation
operator a(g) by

(a∗(g)�)(n)(x1, . . . , xn) = 1√
n

n∑

j=1

g(x j )�
(n−1)(x1, . . . , x j−1, x j+1, . . . , xn)

(a(g)�)(n)(x1, . . . , xn) = √
n + 1

∫

�

g(x)�(n+1)(x, x1, . . . , xn) dx .

Creation and annihilation operators satisfy canonical commutation relations

[a(g), a∗(h)] = 〈g, h〉, [a(g), a(h)] = [a∗(g), a∗(h)] = 0 (2.1)

for all g, h ∈ L2(�) (here 〈g, h〉 denotes the usual inner product on L2(�)).
Since we consider a translation invariant system, it will be useful to work in mo-

mentum space. Let �∗ = 2πZ3. For p ∈ �∗, we define the normalized wave function
ϕp(x) = e−i p·x in L2(�) and we set

a∗
p = a∗(ϕp), and ap = a(ϕp). (2.2)

In other words, a∗
p and ap create, respectively, annihilate a particle with momentum p.

In some occasions, it will be also convenient to work in position space (it is easier
to make use of the condition that the interaction potential V (x) is pointwise positive
when working in position space). To this end, we introduce operator valued distributions
ǎx , ǎ∗

x defined so that

a( f ) =
∫

f̄ (x) ǎx dx, a∗( f ) =
∫

f (x) ǎ∗
x dx . (2.3)
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On F , we also introduce the number of particles operator, defined by (N�)(n) =
n�(n). Notice that

N =
∑

p∈�∗
a∗
pap =

∫
ǎ∗
x ǎx dx .

It is useful to observe that creation and annihilation operators are bounded by the square
root of the number of particles operator, i.e.

‖a( f )�‖ ≤ ‖ f ‖‖N 1/2�‖, ‖a∗( f )�‖ ≤ ‖ f ‖‖(N + 1)1/2�‖ (2.4)

for all f ∈ L2(�).
Wewill oftenhave todealwith quadratic translation invariant operators onF (quadratic

in creation and annihilation operators). For f ∈ 2(�∗), we define

A�1,�2( f ) =
∑

p∈�∗
f p a

�1
α1 pa

�2
α2 p (2.5)

where �1, �2 ∈ {·, ∗}, and we use the notation a� = a, if � = ·, and a� = a∗ if � = ∗.
Also, α j ∈ {±1} is chosen so that α1 = 1, if �1 = ∗, α1 = −1 if �1 = ·, α2 = 1 if �2 = ·
and α2 = −1 if �2 = ∗. Notice that, in position space

A�1,�2( j) =
∫

dxdy f̌ (x − y) ǎ�1
x ǎ�2

y

with the inverse Fourier transform

f̌ (x) =
∑

p∈�∗
f p e

ip·x .

Lemma 2.1. Let f ∈ 2(�∗) and, if �1 = · and �2 = ∗ assume additionally that
f ∈ 1(�∗). Then we have, for any � ∈ F ,

‖A�1,�2( f )�‖ ≤ √
2 ‖(N + 1)�‖

{ ‖ f ‖2 + ‖ f ‖1 if �1 = ·, �2 = ∗
‖ f ‖2 otherwise

We will need to work on certain subspaces of F . Recall that ϕ0 ∈ L2(�) is the
constant wave function ϕ0(x) = 1 for all x ∈ �. We denote by L2⊥(�) the orthogonal
complement of the one dimensional space spanned by ϕ0 in L2(�). We define then

F+ =
⊕

n≥0

L2⊥(�)⊗sn

as the Fock space constructed over L2⊥(�). A vector � = {ψ(0), ψ(1), . . . } ∈ F lies in
F+, if ψ(n) is orthogonal to ϕ0, in each of its coordinate, for all n ≥ 1, i.e. if

∫

�

ψ(n)(x, y1, . . . , yn−1) dx = 0

for all n ≥ 1. In momentum space, it is very easy to characterize the orthogonal comple-
ment ofϕ0; it consists of all functions in 2(�∗)vanishing at p = 0.Hence,F+ is theFock
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space generated by creation and annihilation operators a∗
p, ap, for p ∈ �∗

+ := 2πZ3\{0}.
On F+, we denote the number of particles operator by

N+ =
∑

p∈�∗
+

a∗
pap.

We will also need a truncated version of the Fock space F+. For N ∈ N, we define

F≤N
+ =

N⊕

n=0

L2⊥(�)⊗sn

as the Fock spaces constructed over L2⊥(�), describing states with at most N particles.

On F≤N
+ , we will consider modified creation and annihilation operators. For f ∈

L2⊥(�), we define

b( f ) =
√

N − N+

N
a( f ), and b∗( f ) = a∗( f )

√
N − N+

N
.

We have b( f ), b∗( f ) : F≤N
+ → F≤N

+ . As we will discuss in the next section, the
importance of these fields arises from the application of the map UN , defined in (1.11),
since, for example,

UNa
∗( f )a(ϕ0)U

∗
N = a∗( f )

√
N − N+ = √

N b∗( f ). (2.6)

Equation (2.6) clarifies the action of the modified creation and annihilation operators;
b∗( f ) excites a particle from the condensate into its orthogonal complement while
b( f ) annihilates an excitation back into the condensate. Compared with the standard
fields a∗, a, the modified creation and annihilation operators b∗, b have an important
advantage. They create or annihilate an excitation of the condensate but, at the same
time, they preserve the total number of particles (this is why they map F≤N

+ into itself).
It is also convenient to introduce modified creation and annihilation operators in

momentum space, setting

bp =
√

N − N+

N
ap, and b∗

p = a∗
p

√
N − N+

N

for all p ∈ �∗
+ and operator valued distributions in position space

b̌x =
√

N − N+

N
ǎx , and b̌∗

x = ǎ∗
x

√
N − N+

N

for all x ∈ �.
Modified creation and annihilation operators satisfy the commutation relations

[bp, b∗
q ] =

(
1 − N+

N

)
δp,q − 1

N
a∗
qap

[bp, bq ] = [b∗
p, b

∗
q ] = 0

(2.7)
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and, in position space,

[b̌x , b̌∗
y] =

(
1 − N+

N

)
δ(x − y) − 1

N
ǎ∗
y ǎx

[b̌x , b̌y] = [b̌∗
x , b̌

∗
y] = 0.

(2.8)

Furthermore, we find

[b̌x , ǎ∗
y ǎz] = δ(x − y)b̌z, [b̌∗

x , ǎ
∗
y ǎz] = −δ(x − z)b̌∗

y (2.9)

These expressions easily lead us to [b̌x ,N+] = b̌x , [b̌∗
x ,N+] = −b̌∗

x and, in momentum
space, to [bp,N+] = bp, [b∗

p,N+] = −b∗
p. From (2.4), we immediately find that

‖b( f )ξ‖ ≤ ‖ f ‖
∥∥∥∥∥N

1/2
+

(
N + 1 − N+

N

)1/2

ξ

∥∥∥∥∥

‖b∗( f )ξ‖ ≤ ‖ f ‖
∥∥∥∥∥(N+ + 1)1/2

(
N − N+

N

)1/2

ξ

∥∥∥∥∥

(2.10)

for all f ∈ L2⊥(�) and ξ ∈ F≤N
+ . SinceN+ ≤ N on F≤N

+ , it follows that b( f ), b∗( f ) :
F≤N
+ → F≤N

+ are bounded operators with ‖b( f )‖, ‖b∗( f )‖ ≤ (N + 1)1/2‖ f ‖.
We will also consider quadratic expressions in the b-fields. Also in this case, we

restrict our attention to translation invariant operators. For f ∈ 2(�∗
+), we define,

similarly to (2.5),

B�1,�2( f ) =
∑

p∈�∗
f p b

�1
α1 p b

�2
α2 p

with α1 = 1 if �1 = ∗, α1 = −1 if �1 = ·, α2 = 1 if �2 = · and α2 = −1 if �2 = ∗. By
construction, B�1,�2( f ) : F≤N

+ → F≤N
+ . In position space, we find

B�1,�2( f ) =
∫

f̌ (x − y) b̌�1
x b̌�2

y dxdy.

From Lemma 2.1, we obtain the following bounds.

Lemma 2.2. Let f ∈ 2(�∗
+). If �1 = · and �2 = ∗, we assume additionally that

f ∈ 1(�∗). Then

‖B�1,�2( f )ξ‖∥∥∥(N+ + 1)
(
N−N++2

N

)
ξ

∥∥∥
≤ √

2

{ ‖ f ‖2 + ‖ f ‖1 if �1 = ·, �2 = ∗
‖ f ‖2 otherwise

for all ξ ∈ F≤N
+ . Since N+ ≤ N on F≤N

+ , the operator B�1,�2( f ) is bounded, with

‖B�1,�2( f )‖ ≤ √
2N

{ ‖ f ‖2 + ‖ f ‖1 if �1 = ·, �2 = ∗
‖ f ‖2 otherwise.
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We will need to consider products of several creation and annihilation operators.
In particular, two types of monomials in creation and annihilation operators will play
an important role in our analysis. For f1, . . . , fn ∈ 2(�

∗
+), � = (�1, . . . , �n), � =

(�0, . . . , �n−1) ∈ {·, ∗}n , we set
�

(2)
�,�( f1, . . . , fn)

=
∑

p1,...,pn∈�∗
b�0
α0 p1a

�1
β1 p1

a�1
α1 p2a

�2
β2 p2

a�2
α2 p3 . . . a�n−1

βn−1 pn−1
a�n−1
αn−1 pn b

�n
βn pn

n∏

=1

f(p)

(2.11)

where, for every  = 0, 1, . . . , n, we set α = 1 if � = ∗, α = −1 if � = ·, β = 1
if � = · and β = −1 if � = ∗. In (2.11), we impose the condition that for every
j = 1, . . . , n − 1, we have either � j = · and � j = ∗ or � j = ∗ and � j = · (so that the

product a�

β p
a�
α p+1 always preserves the number of particles, for all  = 1, . . . , n−1).

With this assumption, we find that the operator �
(2)
�,�( f1, . . . , fn) maps F≤N

+ into itself.

If, for some  = 1, . . . , n, �−1 = · and � = ∗ (i.e. if the product a�−1
α−1 p

a�

β p
for

 = 2, . . . , n, or the product b�0
α0 p1a

�1
β1 p1

for  = 1, is not normally ordered) we require

additionally that f ∈ 1(�∗
+). In position space, the same operator can be written as

�
(2)
�,�( j1, . . . , jn) =

∫
b̌�0
x1 ǎ

�1
y1 ǎ

�1
x2 ǎ

�2
y2 ǎ

�2
x3 . . . ǎ�n−1

yn−1 ǎ
�n−1
xn b̌�n

yn

n∏

=1

f̌(x − y) dxdy.

(2.12)

An operator of the form (2.11), (2.12) with all the properties listed above, will be called
a �(2)-operator of order n.

For g, f1, . . . , fn ∈ 2(�
∗
+), � = (�1, . . . , �n) ∈ {·, ∗}n , � = (�0, . . . , �n) ∈ {·, ∗}n+1,

we also define the operator

�
(1)
�,�( f1, . . . , fn; g)

=
∑

p1,...,pn∈�∗
b�0
α0,p1a

�1
β1 p1

a�1
α1 p2a

�2
β2 p2

a�2
α2 p3 . . . a

�n−1
βn−1 pn−1

a
�n−1
αn−1 pn a

�n
βn pn

a�n(g)
n∏

=1

f(p)

(2.13)

where α and β are defined as above. Also here, we impose the condition that, for
all  = 1, . . . , n, either � = · and � = ∗ or � = ∗ and � = ·. This implies that
�

(1)
�,�( f1, . . . , fn; g) maps F≤N

+ back into F≤N
+ . Additionally, we assume that f ∈

1(�∗), if �−1 = · and � = ∗ for some  = 1, . . . , n (i.e. if the pair a�−1
α−1 p

a�

β p
is not

normally ordered). In position space, the same operator can be written as

�
(1)
�,�( f1, . . . , fn; g) =

∫
b̌�0
x1 ǎ

�1
y1 ǎ

�1
x2 ǎ

�2
y2 ǎ

�2
x3 . . . ǎ�n−1

yn−1 ǎ
�n−1
xn ǎ�n

yn ǎ
�n(g)

×
n∏

=1

f̌(x − y) dxdy. (2.14)

An operator of the form (2.13), (2.14) will be called a�(1)-operator of order n. Operators
of the form b( f̌ ), b∗( f̌ ), for a f ∈ 2(�∗

+), will be called �(1)-operators of order zero.
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In the next lemma we show how to bound �(2)- and �(1)-operators. The simple
proof, based on Lemma 2.1, can be found in [3].

Lemma 2.3. Let n ∈ N, g, f1, . . . , fn ∈ 2(�∗
+), ξ ∈ F≤N

+ . Let �
(2)
�,�( f1, . . . , fn) and

�
(1)
�,�( f1, . . . , fn; g) be defined as in (2.11), (2.13). Then

∥∥∥�
(2)
�,�( f1, . . . , fn)ξ

∥∥∥ ≤ 6n
n∏

=1

K �−1,�



∥∥∥∥(N+ + 1)n
(
1 − N+ − 2

N

)
ξ

∥∥∥∥

∥∥∥�
(1)
�,�( f1, . . . , fn; g)ξ

∥∥∥ ≤ 6n‖g‖
n∏

=1

K �−1,�



∥∥∥∥∥(N+ + 1)n+1/2
(
1 − N+ − 2

N

)1/2

ξ

∥∥∥∥∥
(2.15)

where

K �−1,�

 =
{ ‖ f‖2 + ‖ f‖1 if �−1 = · and � = ∗

‖ f‖2 otherwise.

Since N+ ≤ N on F≤N
+ , it follows that

∥∥∥�
(2)
�,�( f1, . . . , fn)

∥∥∥ ≤ (12N )n
n∏

=1

K �−1,�



∥∥∥�
(1)
�,�( f1, . . . , fn; g)

∥∥∥ ≤ (12N )n
√
N‖g‖

n∏

=1

K �−1,�

 .

To conclude this section, we introduce generalized Bogoliubov transformations, and
we discuss their main properties. For η ∈ 2(�∗

+) with η−p = ηp for all p ∈ �∗
+, we

define

B(η) = 1

2

∑

q∈�∗
+

(
ηqb

∗
qb

∗−q − ηqbqb−q

)
(2.16)

and the unitary operator

eB(η) = exp

⎧
⎨

⎩
1

2

∑

q∈�∗
+

(
ηqb

∗
qb

∗−q − ηqbqb−q

)
⎫
⎬

⎭ . (2.17)

Notice that B(η), eB(η) : F≤N
+ → F≤N

+ . We will call unitary operators of the form
(2.17) generalized Bogoliubov transformations. The name arises from the observation
that, on states with N+  N , we can expect that bq � aq , b∗

q � a∗
q and therefore that

B(η) � B̃(η) = 1

2

∑

q∈�∗
+

(
ηqa

∗
qa

∗−q − ηqaqa−q

)
.

Since B̃(η) is quadratic in creation and annihilation operators, the unitary operator
exp(B̃(η)) is a standard Bogoliubov transformation, whose action on creation and anni-
hilation operators is explicitly given by

e−B̃(η)ape
B̃(η) = cosh(ηp)ap + sinh(ηp)a

∗−p. (2.18)
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As explained in the introduction, since the Bogoliubov transformation in (2.18) does not
mapF≤N

+ in itself, in the following it will be convenient for us to work with generalized
Bogoliubov transformations of the form (2.17). The price we have to pay is the fact
that there is no explicit expression like (2.18) for the action of (2.17). Hence, we need
other tools to control the action of generalizedBogoliubov transformations. A first result,
whose proof can be found in [3] andwhichwill play an important role in the sequel, is the
fact that conjugating with (2.17) does not change the momenta of the number of particles
operator substantially, if η ∈ 2(�∗

+) (the same result was previously established in [21]).

Lemma 2.4. Let η ∈ 2(�∗
+) and B(η) as in (2.16). Then, for every n1, n2 ∈ Z, there

exists a constant C > 0 (depending also on ‖η‖) such that

e−B(η)(N+ + 1)n1(N + 1 − N+)
n2eB(η) ≤ C(N+ + 1)n1(N + 1 − N+)

n2

on F≤N
+ .

Controlling the change of the number of particles operator is not enough for our
purposes. Instead, we will often need to express the action of generalized Bogoliubov
transformations by means of convergent series of nested commutators. We start by
noticing that, for any p ∈ �∗

+,

e−B(η)bpe
B(η) = bp +

∫ 1

0
ds

d

ds
e−sB(η)bpe

sB(η)

= bp −
∫ 1

0
ds e−sB(η)[B(η), bp]esB(η)

= bp − [B(η), bp] +
∫ 1

0
ds1

∫ s1

0
ds2 e

−s2B(η)[B(η), [B(η), bp]]es2B(η).

Iterating m times, we obtain

e−B(η)bpe
B(η) =

m−1∑

n=1

(−1)n
ad(n)

B(η)(bp)

n!

+
∫ 1

0
ds1

∫ s1

0
ds2 . . .

∫ sm−1

0
dsm e−sm B(η)ad(m)

B(η)(bp)e
sm B(η)

(2.19)

where we introduced the notation ad(n)
B(η)(A) defined recursively by

ad(0)
B(η)(A) = A and ad(n)

B(η)(A) = [B(η), ad(n−1)
B(η) (A)].

We will show later that, under suitable assumptions on η, the error term on the r.h.s. of
(2.19) is negligible in the limit m → ∞. This means that the action of the generalized
Bogoliubov transformation eB(η) on bp and similarly on b∗

p can be described in terms

of the nested commutators ad(n)
B(η)(bp) and ad(n)

B(η)(b
∗
p). In the next lemma, we give a

detailed analysis of these operators.

Lemma 2.5. Let η ∈ 2(�∗
+) be such that ηp = η−p for all p ∈ 2(�∗). To simplify

the notation, assume also η to be real-valued (as it will be in applications). Let B(η) be
defined as in (2.16), n ∈ N and p ∈ �∗

+. Then the nested commutator ad(n)
B(η)(bp) can

be written as the sum of exactly 2nn! terms, with the following properties.
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(i) Possibly up to a sign, each term has the form

�1�2 . . . �i N
−k�

(1)
�,�(η

j1 , . . . , η jk ; ηspϕαp) (2.20)

for some i, k, s ∈ N, j1, . . . , jk ∈ N\{0}, � ∈ {·, ∗}k , � ∈ {·, ∗}k+1 and α ∈ {±1}
chosen so that α = 1 if �k = · and α = −1 if �k = ∗ (recall here that ϕp(x) =
e−i p·x ). In (2.20), each operator �w : F≤N

+ → F≤N
+ , w = 1, . . . , i , is either a

factor (N − N+)/N, a factor (N + 1 − N+)/N or an operator of the form

N−h�
(2)
�′,�′(ηz1 , ηz2 , . . . , ηzh ) (2.21)

for some h, z1, . . . , zh ∈ N\{0}, �, � ∈ {·, ∗}h.
(ii) If a term of the form (2.20) contains m ∈ N factors (N −N+)/N or (N +1−N+)/N

and j ∈ N factors of the form (2.21) with �(2)-operators of order h1, . . . , h j ∈
N\{0}, then we have

m + (h1 + 1) + · · · + (h j + 1) + (k + 1) = n + 1. (2.22)

(iii) If a term of the form (2.20) contains (considering all �- and �(1)-operators) the
arguments ηi1, . . . , ηim and the factor ηsp for some m, s ∈ N and some i1, . . . , im ∈
N\{0}, then

i1 + · · · + im + s = n.

(iv) There is exactly one term having the form

(
N − N+

N

)n/2 (
N + 1 − N+

N

)n/2

ηnpbp (2.23)

if n is even, and

−
(
N − N+

N

)(n+1)/2 (
N + 1 − N+

N

)(n−1)/2

ηnpb
∗−p (2.24)

if n is odd.
(v) If the �(1)-operator in (2.20) is of order k ∈ N\{0}, it has either the form

∑

p1,...,pk

b�0
α0 p1

k−1∏

i=1

a�i
βi pi

a�i
αi pi+1a

∗−pkη
2r
p ap

k∏

i=1

η
ji
pi

or the form

∑

p1,...,pk

b�0
α0 p1

k−1∏

i=1

a�i
βi pi

a�i
αi pi+1apkη

2r+1
p a∗−p

k∏

i=1

η
ji
pi

for some r ∈ N, j1, . . . , jk ∈ N\{0}. If it is of order k = 0, then it is either given
by η2rp bp or by η2r+1p b∗−p, for some r ∈ N.
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(vi) For every non-normally ordered term of the form
∑

q∈�∗
ηiqaqa

∗
q ,

∑

q∈�∗
ηiqbqa

∗
q

∑

q∈�∗
ηiqaqb

∗
q , or

∑

q∈�∗
ηiqbqb

∗
q

appearing either in the �-operators or in the �(1)-operator in (2.20), we have
i ≥ 2.

Proof. The proof is a translation in momentum space of the proof of Lemma 3.2 in [3].
For completeness, we repeat here the main steps. We proceed by induction. For n = 0
the claims are clear. For the induction from n to n+1 we will repeatedly use the relations

[B(η), bp] = − (N − N+)

N
ηpb

∗−p +
1

N

∑

q∈�∗
+

b∗
qa

∗−qapηq

= −ηpb
∗−p

(N − N+ + 1)

N
+

1

N

∑

q∈�∗
+

apa
∗−qb

∗
qηq ,

[B(η), b∗
p] = −ηpb−p

(N − N+)

N
+

1

N

∑

q∈�∗
+

a∗
pa−qbqηq

= − (N − N+ + 1)

N
ηpb−p +

1

N

∑

q∈�∗
+

bqa−qa
∗
pηq ,

[B(η), a∗
paq ] = [B(η), aqa

∗
p] = −b∗

pb
∗−qηq − ηpb−pbq ,

[B(η), N − N+] =
∑

q∈�∗
+

ηq(b
∗
qb

∗−q + bqb−q).

(2.25)

Since ad(n+1)
B(η) (bp) = [B(η), ad(n)

B(η)(bp)], by linearity it is enough to analyze

[
B(η),�1�2 . . . �i N

−k�
(1)
�,�(η

j1, . . . , η jk ; ηspϕαp)
]

(2.26)

with �1�2 . . . �i N−k�
(1)
�,�(η

j1, . . . , η jk ; ηspϕαp) satisfying properties (i) to (vi). By
Leibniz, the commutator (2.26) is a sum of terms, where B(η) is either commuted
with a �-operator, or with the �(1)-operator.

First, consider the case that B(η) is commuted with a �-operator. If � is either
equal (N − N+)/N or to (N + 1 − N+)/N , the last identity in (2.25) implies that, after
commutation with B(η), � should be replaced by

N−1�(2)∗,∗(η) + N−1�(2)·,· (η). (2.27)

This generates two terms contributing to ad(n+1)
B(η) (bp). Let us check that these new terms

satisfy (i)–(vi), with n replaced by (n + 1). (i) is obviously true. Also (ii) remains true
because, when replacing (N −N+)/N or (N +1−N+)/N by one of the two summands
in (2.27), the index m decreases by one but, at the same time, we have one more �(2)-
operator of order one (which means that j is replaced by j + 1, and that there is an
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additional factor h j+1 + 1 = 2 in the sum (2.22)). Since exactly one additional factor η

is inserted, also (iii) remains true. The �(1)-operator is not affected by the replacement,
so also (v) continues to hold true. Since both terms in (2.27) are normally ordered, (vi)
remains valid as well, by the induction assumption. Finally, the two terms generated in
(2.27) are not of the form appearing in (iv).

Next, we consider the commutator of B(η) with an operator of the form (2.21) for
some h ∈ N, with h ≤ n by (ii). By definition

� = N−h
∑

p1,...,ph∈�∗
b

�′
0

α0 p1a
�′
1

β1 p1
a

�′
1

α1 p2a
�′
2

β2 p2
a

�′
2

α2 p3 . . . a
�′
h−1

βh−1 ph−1
a

�′
h−1

αh−1 ph b
�′
h

βh ph

h∏

=1

ηzlpl .

(2.28)

When [B(η), ·] hits b�′
0

α0 p1 , the first two equations in (2.25) imply that � is replaced by
the sum of two operators. The first operator is either

− N − N+

N
N−h�

(2)

�
′
,�̃

′ (η
z1+1, ηz2 , . . . , ηzh ) or

− N − N+ + 1

N
N−h�

(2)

�
′
,�̃

′ (η
z1+1, ηz2 , . . . , ηzh )

(2.29)

depending on whether �
′
0 = · or �

′
0 = ∗ (here �̃

′ = (�̄′
0, �

′
1, . . . , �

′
h−1) with �̄

′
0 = · if

�
′
0 = ∗ and �̄

′
0 = ∗ if �

′
0 = ·). The second operator is a �(2)-operator of order (h + 1),

given by
N−(h+1)�

(2)
�̃′,�̃′(η, ηz1 , ηz2 , . . . , ηzh ) (2.30)

where �̃ = (�̄
′
0, �

′
1, . . . , �

′
h), �̃ = (�̄

′
0, �

′
0, . . . , �

′
h−1).

In both cases (i) is clearly correct and (ii) remains true aswell (whenwe replace (2.28)
with (2.29), the number of (N −N+)/N or (N −N+ +1)/N -operators increases by one,
while everything else remains unchanged; similarly, when we replace (2.28) with (2.30),
the order of the �(2)-operator increases by one, while the rest remains unchanged). (iii)
also remains true, since in (2.29) the power z1 + 1 of the first η-kernel is increased by
one unit and in (2.30) there is one additional factor η, compared with (2.28). (v) remains
valid, since the�(1)-operator on the right is not affected by this commutator. (vi) remains
true in (2.29), because z1 + 1 ≥ 2. It remains true also in (2.30). In fact, according to
(2.25), when switching from (2.28) to (2.30), we are effectively replacing b → b∗a∗a
or b∗ → baa∗. Hence, the first pair of operators in (2.30) is always normally ordered.
As for the second pair of creation and annihilation operators (the one associated with the
function ηz1 in (2.30)), the first field is of the same type as the original b-field appearing
in (2.28); non-normally ordered pairs cannot be created. Finally, we remark that the
terms we generated here are certainly not of the form in (iv).

The same arguments can be applied if B(η) hits the factor b
�′
h

βh ph
on the right of (2.28)

(in this case, we use the identities for the first two commutators in (2.25) having the
b-field to the left of the factors (N + 1 − N+)/N and (N − N+)/N and to the right of
the apa∗−q and a∗

pa−q operators).
If instead B(η) hits a term a∗

pr apr+1 or apr a
∗
pr+1 in (2.28), for an r = 1, . . . , h − 1,

then, by (2.25), � is replaced by the sum of the two terms, given by

−
[
N−r�

(2)
�
′′
,�

′′ (ηz1 , ηz2 , . . . , ηzr+1)
] [

N−(h−r)�
(2)
�
′′′

,�
′′′ (ηzr+1 , ηz2 , . . . , ηzh )

]
(2.31)
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and by

−
[
N−r�

(2)
�
′′′′

,�
′′ (ηz1, ηz2 , . . . , ηzr )

] [
N−(h−r)�

(2)
�
′′′

,�
′′′′ (ηzr+1+1, ηz2 , . . . , ηzh )

]
(2.32)

with �
′′ = (�

′
0, . . . , �

′
r−1), �

′′′ = (�
′
r , . . . , �

′
h−1), �

′′′′ = (�̄
′
r , �

′
r+1, . . . , �

′
h−1) and with

�
′′ = (�

′
1, . . . , �

′
r−1, �̄

′
r ), �

′′′ = (�
′
r+1, . . . , �

′
h), �

′′′′ = (�
′
1, . . . , �

′
r ) (here, we denote

�̄
′
r = ∗ if �

′
r = · and �̄

′
r = · if �

′
r = ∗, and similarly for �̄

′
r−1). Obviously, the new

terms containing (2.31) and (2.32) satisfy (i). (ii) remains valid since the contribution
of the original � to the sum in (2.22), which was given by (h + 1) is now given by
(r +1)+ (h−r +1) = h +2. Also (iii) continues to be true, because for both terms (2.31)
and (2.32), there is one new additional factor η. Moreover, the terms we generated do not
have the form (iv). Since the �(1)-operator is unaffected, (v) remains true. As for (vi),
we observe that non-normally ordered pairs can only be created where �

′
r is changed to

�̄
′
r (in the term where �

′′
appears) or where �

′
r is changed to �̄

′
r (in the term where �′′′

appears). In both cases, however, the change �
′
r → �̄

′
r and �

′
r → �̄

′
r comes together

with an increase in the power of η (i.e. ηzr is changed to ηzr+1 in the first case, while
ηzr+1 is changed to ηzr+1+1 in the second case). Since zr + 1, zr+1 + 1 ≥ 2, (vi) is still
satisfied.

Next, let us consider the terms arising from commuting B(η) with the operator

N−k�
(1)
�,�(η

j1, . . . , η jk ; ηspϕαp)

=
∑

p1,...,pk∈�∗
b�0
α0 p1a

�1
β1 p1

a�1
α1 p2a

�2
β2 p2

a�2
α2 p3 . . . a�k−1

βk−1 pk−1
a�k−1
αk−1 pk a

�k
βk pk

a�k
αpη

s
p

n∏

=1

η
jl
pl .

(2.33)

The arguments are very similar to the case when B(η) is commuted with a�(2)-operator
of the form (2.28). In particular, if B(η) hits b�0

α0 p1 , (2.33) is replaced by the sum of two
terms, the first one being

− N − N+

N
N−k�

(1)
�,̃�

(η j1+1, . . . , η jk ; ηspϕαp) or

− N − N+ + 1

N
N−k�

(1)
�,̃�

(η j1+1, . . . , η jk ; ηspϕαp)

depending on whether �0 = · or �0 = ∗ (with �̃ = (�̄0, �1, . . . , �k−1)) and the second
one being

N−(k+1)�
(1)
�̃,̃�

(η, η j1 , . . . , η jk ; ηspϕαp)

with �̃ = (�̄0, �1, . . . , �k) and �̃ = (�̄0, �1, . . . , �k). As for (2.29) and (2.30) above, one
can show that (i), (ii), (iii), (v), (vi) remain valid. Property (iv) will be discussed below.

If B(η) is commuted with one of the factors a�r
pr a

�r
pr+1 for an r = 1, . . . , k − 1, the

resulting two terms will be given by

−
[
N−r�

(2)
�
′′
,�

′′ (η j1, . . . , η jr+1; ηspϕαp)
] [

N−(k−r)�
(1)
�
′′′

,�
′′′ (η jr+1 , . . . , η jk ; ηspϕαp)

]

(2.34)
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and by

−
[
N−r�

(2)
�
′′′′

,�
′′ (η j1, . . . , η jr ; ηspϕαp)

] [
N−(k−r)�

(1)
�
′′′

,�
′′′′ (η jr+1+1, . . . , η jk ; ηspϕαp)

]

(2.35)

with �
′′
, �

′′′
, �

′′′′
and �

′′
, �

′′′
, �

′′′′
as defined after (2.32). Proceeding analogously as for

(2.32), these terms satisfy (i), (ii), (iii), (v), (vi).
Let us next consider the case that (2.33) hits the last pair of operators appearing in

(2.33). From the induction assumption, this pair either equals η2r a∗
pk ap or η

2r+1apk a
∗−p.

In the first case, (2.33) is replaced by

−�
(2)
�,�′(η j1 , . . . , η jk ) η2r+1p b∗−p − �

(2)
�′,�′(η j1, . . . , η jk+1) η2rp bp. (2.36)

In the second case, it is replaced by

−�
(2)
�′,�′(η j1, . . . , η jk+1) η2r+1p b∗−p − �

(2)
�,�′(η j1, . . . , η jk ) η2r+2p bp. (2.37)

In (2.36), (2.37), we used the notation �′ = (�0, . . . , �k−1), �′ = (�1, . . . , �̄k). From the
expression (2.36), (2.37), we infer that also here (i), (ii), (iii), (v), (vi) are satisfied.

As for (iv), from the induction assumption there is exactly one term, in the expansion
for ad(n)

B(η)(bp), given by (2.23) if n is even and by (2.24) if n is odd. As an example,

let us consider (2.23). If we commute the zero-order �(1)-operator ηnpbp in (2.23) with
B(η), we obtain exactly the term in (2.24), with n replaced by (n + 1) (together with a
second term, containing a �(1)-operator of order one). Similarly, if we take (2.24) and
commute the �(1)-operator ηnpb

∗−p with B(η), we get (2.23), with n replaced by (n +1).
Considering the terms above, it is clear that there can be only exactly one term with this
form. This shows that also in the expansion for ad(n+1)

B(η) (bp), there is precisely one term
of the form given in (iv).

We conclude the proof by counting the number of terms in the expansion for the nested
commutator ad(n+1)

B(η) (bp). By the inductive assumption, ad(n)
B(η)(bp) can be expanded in a

sum of exactly 2nn! terms. (i i) implies that each of these terms is a product of exactly
(n+1) operators, each of them being either (N−N+), (N−(N+−1)), a field operator b�

q

or a quadratic factor a�
ua

�
q commuting with the number of particles operator. By (2.25),

the commutator of B(η) with each such factor gives a sum of two terms. Therefore, by
the product rule, ad(n+1)

B(η) (bp) contains 2n(n!) × 2(n + 1) = 2(n+1)((n + 1)!) summands.
��

Using Lemma 2.5 the remainder terms in the expansion (2.19) can be estimated in
the same way as in Lemma [3, Lemma 3.3]. The outcome is stated in the next lemma,
whose proof is a translation into momentum space of the proof of [3, Lemma 3.3].

Lemma 2.6. Let η ∈ 2(�∗
+) be symmetric, with ‖η‖ sufficiently small. Then we have

e−B(η)bpe
B(η) =

∞∑

n=0

(−1)n

n! ad(n)
B(η)(bp)

e−B(η)b∗
pe

B(η) =
∞∑

n=0

(−1)n

n! ad(n)
B(η)(b

∗
p)

(2.38)

where the series on the r.h.s. are absolutely convergent.
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3. The Excitation Hamiltonian

We define the unitary operator UN : L2
s (�

N ) → F≤N
+ as in (1.11). In terms of creation

and annihilation operators, the map UN is given by

UNψN =
N⊕

n=0

(1 − |ϕ0〉〈ϕ0|)⊗n aN−n
0√

(N − n)!ψN

for allψN ∈ L2
s (�

N ) (herewe identifyψN ∈ L2
s (�

N )with thevector {. . . , 0, ψN , 0, . . . }
∈ F). The map U∗

N : F≤N
+ → L2

s (�
N ) is given by

U∗
N {ψ(0), . . . , ψ(N )} =

N∑

n=0

a∗(ϕ0)
N−n

√
(N − n)!ψ

(n).

It is useful to compute the action ofUN on the product of a creation and an annihilation
operators. We find (see [13]):

UNa
∗
0a0U

∗
N = N − N+

UNa
∗
pa0U

∗
N = a∗

p

√
N − N+

UNa
∗
0apU

∗
N = √

N − N+ap
UNa

∗
paqU

∗
N = a∗

paq

(3.1)

for all p, q ∈ �∗
+ = �∗\{0}. Writing the Hamiltonian (1.1) in momentum space, we

find

HN =
∑

p∈�∗
p2a∗

pap +
κ

2N

∑

p,q,r∈�∗
V̂ (r/N )a∗

pa
∗
qaq−r ap+r .

With (3.1),we can conjugate HN with themapUN , definingLN = UN HNU∗
N : F≤N

+ →
F≤N
+ . We find

LN = L(0)
N + L(2)

N + L(3)
N + L(4)

N (3.2)

with

L(0)
N = (N − 1)

2N
κ V̂ (0)(N − N+) +

κ V̂ (0)

2N
N+(N − N+)

L(2)
N =

∑

p∈�∗
+

p2a∗
pap +

∑

p∈�∗
+

κ V̂ (p/N )

[
b∗
pbp − 1

N
a∗
pap

]

+
κ

2

∑

p∈�∗
+

V̂ (p/N )
[
b∗
pb

∗−p + bpb−p

]

L(3)
N = κ√

N

∑

p,q∈�∗
+:p+q �=0

V̂ (p/N )
[
b∗
p+qa

∗−paq + a∗
qa−pbp+q

]

L(4)
N = κ

2N

∑

p,q∈�∗
+,r∈�∗:r �=−p,−q

V̂ (r/N )a∗
p+r a

∗
qapaq+r .

(3.3)
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The superscript j = 0, 2, 3, 4 indicates the number of creation and annihilation operators
appearing in L( j)

N . As explained in the introduction, in the mean-field regime the term

L(0)
N is the ground state energy of the Bose gas and the sum of the quadratic, cubic and

quartic contributions can be bounded below by N+, up to errors of order one (at least
for positive definite interaction). This is not the case in the Gross–Pitaevskii regime
we are considering here. To extract the important contributions to the energy that are
still hidden in L(2)

N ,L(3)
N ,L(4)

N , we need to conjugate LN with a generalized Bogoliubov
transformation, as defined in (2.17).

To choose the function η ∈ 2(�∗
+) entering (2.16) and (2.17), we consider the

solution of the Neumann problem
(
−� +

κ

2
V
)
f = λ f (3.4)

on the ball |x | ≤ N (we omit the N -dependence in the notation for f and for λ; notice
that λ scales as N−3), with the normalization f(x) = 1 if |x | = N. It is also useful
to define w = 1 − f (so that w(x) = 0 if |x | > N). By scaling, we observe that
f(N .) satisfies the equation

(
−� +

κN 2

2
V (Nx)

)
f(Nx) = N 2λ f(Nx)

on the ball |x | ≤ . We choose 0 <  < 1/2, so that the ball of radius  is contained in
the box �. We extend then f(N .) to �, by choosing f(Nx) = 1 for all |x | > . Then

(
−� +

κN 2

2
V (Nx)

)
f(Nx) = N 2λ f(Nx)χ(x) (3.5)

where χ is the characteristic function of the ball of radius . In particular, x → w(Nx)
is compactly supported and it can be extended to a periodic function on the torus �. The
Fourier coefficients of the function x → w(Nx) are given by

1

(2π)3

∫

�

w(Nx)e−i p·xdx = 1

N 3 ŵ(p/N )

where

ŵ(p) = 1

(2π)3

∫

R3
w(x)e

−i p·xdx

is the Fourier transform of the function w. From (3.5), we find the following relation
for the Fourier coefficients of w(Nx):

− p2ŵ(p/N ) +
κN 2

2
V̂ (p/N ) − κ

2N

∑

q∈�∗
V̂ ((p − q)/N )ŵ(q/N )

= N 5λχ̂(p) − N 2λ

∑

q∈�∗
χ̂(p − q)ŵ(q/N )

(3.6)

In the next lemma we collect some important properties of w, f; its proof can be
found in [7, Lemma A.1] and in [3, Lemma 4.1] (exchanging V with κV and following
the κ-dependence of the bounds). Notice that this lemma is the reason why we require
that V ∈ L3(R3); for the rest of the analysis V ∈ L2(R3) would be enough.
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Lemma 3.1. Let V ∈ L3(R3) be non-negative, compactly supported and spherically
symmetric. Fix  > 0 and let f denote the solution of (3.4).

i) We have

λ = 3a0
N 33

(1 +O(a0/N))

(ii) We have 0 ≤ f, w ≤ 1 and
∣∣∣∣κ

∫
V (x) f(x)dx − 8πa0

∣∣∣∣ ≤ Cκ

N
. (3.7)

(iii) There exists a constant C > 0 such that

w(x) ≤ Cκ

|x | + 1
and |∇w(x)| ≤ Cκ

x2 + 1
. (3.8)

for all |x | ≤ N.
(iv) There exists a constant C > 0 such that

|ŵ(p)| ≤ Cκ

p2

for all p ∈ �∗
+.

Using the solution f of (3.4) and recalling that w = 1− f, we define η : �∗ → R

through

ηp = − 1

N 2 ŵ(p/N ) (3.9)

From Lemma 3.1, it follows that

|ηp| ≤ Cκ

p2
(3.10)

and also that

|η0| ≤ N−2
∫

R3
w(x)dx ≤ Cκ. (3.11)

Hence η ∈ 2(�∗
+), uniformly in N . Another useful bound which can be proven with

Lemma 3.1 (part (iii)) is given by
∑

p∈�∗
p2|ηp|2 = ‖∇η̌‖22 ≤ CNκ2. (3.12)

From (3.6), we obtain

p2ηp +
κ

2
V̂ (p/N ) +

κ

2N

∑

q∈�∗
V̂ ((p − q)/N )ηq

= N 3λχ̂(p) + N 2λ

∑

q∈�∗
χ̂(p − q)ηq .

(3.13)

Using the coefficients ηp, for p �= 0, we construct the generalized Bogoliubov
transformation eB(η) : F≤N

+ → F≤N
+ as in (2.17). With it, we define the excitation

Hamiltonian GN : F≤N
+ → F≤N

+ by setting (recall the definition (3.2) of the operator
LN )

GN = e−B(η)LNe
B(η) = e−B(η)UN HNU

∗
Ne

B(η) (3.14)

In the next proposition, we collect important properties of the self-adjoint operator GN .
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Proposition 3.2. Let V ∈ L3(R3)be non-negative, compactly supported and spherically
symmetric and assume that the coupling constant κ ≥ 0 is small enough. Then there
exists a constant C > 0 such that, on F≤N

+ ,

2π2N+ − C ≤ 1

2
(K + VN ) − C ≤ GN − 4πa0N ≤ C(K + VN + 1) (3.15)

where we used the notation

K =
∑

p∈�∗
+

p2a∗
pap and VN = κ

2N

∑

p,q∈�∗
+,r∈�∗

r �=−p,−q

V̂ (r/N ) a∗
p+r a

∗
qapaq+r .

The proof of Proposition 3.2 is, from the technical point of view, the main part of our
paper. It is deferred to Sect. 4 below. Using Proposition 3.2 we can now complete the
proof of Theorem 1.1.

Proof of Theorem 1.1. From the upper bound in (3.15), taking the expectation in the
vacuum � = {1, 0, . . . , 0} ∈ F≤N

+ , we find

〈U∗
Ne

B(η)�, HNU
∗
Ne

B(η)�〉 = 〈�,GN�〉 ≤ 4πa0N + C

In particular, this implies that the ground state energy EN of HN is such that

EN ≤ 4πa0N + C. (3.16)

From the lower bound

2π2N+ − C ≤ GN − 4πa0N

in (3.15), conjugating with eB(η) and then with U∗
N we find, using Lemma 2.4, the

inequality

HN ≥ 4πa0N + cU∗
NN+UN − C = 4πa0N + c

N∑

j=1

(1 − |ϕ0〉〈ϕ0|) j − C (3.17)

between operators on L2
s (�

N ). Here (1 − |ϕ0〉〈ϕ0|) j denotes the orthogonal projection
1 − |ϕ0〉〈ϕ0| acting on the j-th particle. On the one hand, (3.17) implies that HN ≥
4πa0N − C and therefore that

EN ≥ 4πa0N − C.

Combined with (3.16), this bound implies (1.8). On the other hand, (3.17) implies that
for a normalized ψN ∈ L2

s (�
N ) with

〈ψN , HNψN 〉 ≤ 4πa0N + K

and with one-particle reduced density γ
(1)
N we must have

K + C ≥ c
N∑

j=1

〈ψN , (1 − |ϕ0〉〈ϕ0|) jψN 〉 = c N
[
1 − 〈ϕ0, γ

(1)
N ϕ0〉

]

which implies that

1 − 〈ϕ0, γ
(1)
N ϕ0〉 ≤ C(K + 1)

N
for an appropriate C > 0. This shows (1.7) and concludes the proof of Theorem 1.1. ��
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4. Analysis of the Excitation Hamiltonian GN

In this section, we prove Proposition 3.2. To this end, we use (3.2) to decompose the
excitation Hamiltonian (3.14) as

GN = G(0)
N + G(2)

N + G(3)
N + G(4)

N (4.1)

with

G( j)
N = e−B(η)L( j)

N eB(η)

and with L( j)
N as defined in (3.3), for j = 0, 2, 3, 4.

4.1. Preliminary results. Before analyzing the operators on the r.h.s. of (4.1), we collect
in the following Lemma some preliminary bounds that will be used frequently in the
next subsections.

Lemma 4.1. Let ξ ∈ F≤N
+ , p, q ∈ �∗

+, i1, i2, k1, k2, 1, 2 ∈ N, j1, . . . , jk1 , m1, . . . ,

mk2 ∈ N\{0} and αi = (−1)i for i = 1, 2. For s ∈ {1, . . . , i1}, s′ ∈ {1, . . . , i2}, let
�s,�

′
s′ be either a factor (N − N+)/N, a factor (N + 1 − N+)/N or a �(2)-operator

of the form

N−h�
(2)
�,�(η

z1 , . . . , ηzh ) (4.2)

for some h ∈ N\{0}, z1, . . . , zh ∈ N\{0} and �, � ∈ {·, ∗}h. Suppose that the operators

�1 . . . �i1N
−k1�

(1)
�,�(η

j1, . . . , η jk1 ; η1
p ϕα1 p)

�′
1 . . . �′

i2N
−k2�

(1)
�′,�′(ηm1, . . . , ηmk2 ; η2

q ϕα2q)
(4.3)

with some � ∈ {·, ∗}k1 , � ∈ {·, ∗}k1+1, �′ ∈ {·, ∗}k2 , �′ ∈ {·, ∗}k2+1, appear in the ex-
pansion of ad(n)

B(η)(bp) and of ad(k)
B(η)(bq) for some n, k ∈ N, as described in Lemma

2.5.

(i) For any β ∈ Z, let

D = (N+ + 1)(β−1)/2�1 . . . �i1N
−k1�

(1)
�,�(η

j1, . . . , η jk1 ; η1
p ϕα1 p)ξ

and

D̃ = (N+ + 1)(β−1)/2�
(1)
�,�(η

j1, . . . , η jk1 ; η1
p ϕα1 p)

∗�∗
i1 . . . �∗

1ξ.

Then, we have

‖D‖, ‖D̃‖ ≤ Cnκn p−21‖(N+ + 1)β/2ξ‖. (4.4)

If 1 is even, we also find

‖D‖ ≤ Cnκn p−21‖ap(N+ + 1)(β−1)/2ξ‖. (4.5)
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(ii) For β ∈ Z, let

E = (N+ + 1)(β−1)/2�1 . . . �i1N
−k1�

(1)
�,�(η

j1, . . . , η jk1 ; η1
p ϕα1 p)

× �′
1 . . . �′

i2N
−k2�

(1)
�′,�′(ηm1 , . . . , ηmk2 ; η2

q ϕα2q)ξ.

Then, we have

‖E‖ ≤ Cn+kκn+k p−21q−22‖(N+ + 1)(β+1)/2ξ‖. (4.6)

If 2 is even, we find

‖E‖ ≤ Cn+kκn+k p−21q−22‖aq(N+ + 1)β/2ξ‖ (4.7)

If 1 is even, we have

‖E‖ ≤ Cn+kkN−1κn+k p−2(1+1)q−22‖(N+ + 1)(β+1)/2ξ‖
+ Cn+kκn+k p−2(1+2)μ2δp,−q‖(N+ + 1)(β−1)/2ξ‖
+ Cn+kκn+k p−21q−22‖ap(N+ + 1)β/2ξ‖

(4.8)

where μ2 = 1 if 2 is odd and μ2 = 0 if 2 is even. If 1 is even and either k1 > 0
or k2 > 0 or there is at least one�- or�′-operator having the form (4.2), we obtain
the improved bound

‖E‖ ≤ Cn+kkN−1κn+k p−2(1+1)q−22‖(N+ + 1)(β+1)/2ξ‖
+ Cn+k N−1κn+k p−2(1+2)μ2δp,−q‖(N+ + 1)(β+1)/2ξ‖
+ Cn+kκn+k p−21q−22‖ap(N+ + 1)β/2ξ‖

(4.9)

Finally, if 1 = 2 = 0, we can write

E = E1(p, q) + E2 apaqξ (4.10)

where

‖E1(p, q)‖ ≤ Cn+kkN−1κn+k p−2‖aq(N+ + 1)β/2ξ‖

and E2 is a bounded operator on F≤N
+ with

‖E�
2ζ‖ ≤ Cn+kκn+k‖(N+ + 1)(β−1)/2ζ‖ (4.11)

for � ∈ {·, ∗} and for all ζ ∈ F≤N
+ . If k1 > 0 or k2 > 0 or at least one of the �- or

�’-operators has the form (4.2), we also have the improved bound

‖E�
2ζ‖ ≤ Cn+k N−1κn+k‖(N+ + 1)(β+1)/2ζ‖ (4.12)

for � ∈ {·, ∗} and all ζ ∈ F≤N
+ .
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Proof. Let us start with part (i). If �1 is either the operator (N −N+)/N or (N −N+ +
1)/N , then, on F≤N

+ ,
∥∥∥(N+ + 1)(β−1)/2�1 . . . �i1N

−k1�
(1)
�,�(η

j1, . . . , η jk1 ; η1
p ϕα1 p)ξ

∥∥∥

≤ 2
∥∥∥(N+ + 1)(β−1)/2�2 . . . �i1N

−k1�
(1)
�,�(η

j1, . . . , η jk ; η1
p ϕα1 p)ξ

∥∥∥ . (4.13)

If instead �1 has the form (4.2) for a h ≥ 1, we apply Lemma 2.3 and we find (using
part (vi) in Lemma 2.5)

∥∥∥(N+ + 1)(β−1)/2�1 . . . �i1N
−k1�

(1)
�,�(η

j1, . . . , η jk1 ; η1
p ϕα1 p)ξ

∥∥∥

≤ Chκ h̄‖(N+ + 1)(β−1)/2�2 . . . �i1N
−k1�

(1)
�,�(η

j1 , . . . , η jk1 ; η1
p ϕα1 p)ξ‖ (4.14)

where we used the notation h̄ = z1 + · · ·+ zh for the total number of factors η’s appearing
in (4.2). Iterating the bounds (4.13) and (4.14), we find

‖(N+ + 1)(β−1)/2�1 . . . �i1N
−k1�

(1)
�,�(η

j1, . . . , η jk ; η1
p ϕα1 p)ξ‖

≤ Cr+h1+···+hsκ h̄1+···+h̄s‖(N+ + 1)(β−1)/2N−k1�
(1)
�,�(η

j1, . . . , η jk1 ; η1
p ϕα1 p)ξ‖

(4.15)

if r of the operators �1, . . . , �i1 have either the form (N − N+)/N or the form (N −
N+ + 1)/N , and the other s = i1 − r are �(2)-operators of the form (4.2) of order
h1, . . . , hs , containing h̄1, . . . h̄s factors η. Again with Lemma 2.3 and with (3.10), we
obtain (using also Lemma 2.5, part (iii), and the fact that (N+ + 1)(β−1)/2�

(1)
�,�(. . . ) =

�
(1)
�,�(. . . )(N+ + 1 ± 1)(β−1)/2)

‖(N+ + 1)(β−1)/2�1 . . . �i1N
−k1�

(1)
�,�(η

j1, . . . , η jk1 ; η1
p ϕα1 p)ξ‖

≤ Cr+h1+···+hs+ j1+···+ jk1+1κ h̄1+···+h̄s+ j1+···+ jk1+1 p−21‖(N+ + 1)β/2ξ‖
≤ Cnκn p−21‖(N+ + 1)β/2ξ‖. (4.16)

This shows the bound (4.4) for ‖D‖. The bound (4.4) for ‖D̃‖ can be proven similarly.
If we now assume that 1 is even, the last field on the right in the �(1) operator in the
term D must be an annihilation operator ap (see Lemma 2.5, part (v)). Proceeding as
above, but estimating

‖(N+ + 1)(β−1)/2N−k1�
(1)
�,�(η

j1, . . . , η jk1 ; η1
p ϕp)ξ‖

≤ C j1+···+ jk1+1κ j1+···+ jk1+1 p−21‖ap(N+ + 1)(β−1)/2ξ‖
we also obtain (4.5).

Let us now consider part (ii). The bounds (4.6) and (4.7) follow applying (4.4) twice
and, respectively, (4.4) and then (4.5). We focus therefore on (4.8). Here, we assume
that 1 is even. This implies that the field operator on the right of the first �(1)-operator
is an annihilation operator ap. To bound ‖E‖, we have to commute ap to the right,
until it hits ξ . To commute ap through factors of N+, we use the pull-through formula
apN+ = (N+ + 1)ap. On the other hand, when we commute ap through a pair of
creation and/or annihilation operators associated with a function η j for some j ≥ 1
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(like the pairs appearing in the �(2)-operators of the form (4.2) or in the �(1)-operators
in (4.3)), we generate a creation or an annihilation operator ap or a∗−p together with

an additional factor η
j
p. Furthermore, since the commutator erases a creation and an

annihilation operator, we can save a factor N−1 (taken from the factor N−h in (4.2) or
from the factor N−k2 in (4.3)). For example,

[
ap,

∑

r∈�∗
η
j
r a

∗
r ar

]
= η

j
pap

There are at most k pairs of creation and/or annihilation operators through which ap
needs to be commuted (because every such pair carries a factor η j , and the total number
of η factors on the right of ap is k). At the end, we also have to pass ap through the field
operator appearing on the right of the second�(1)-operator; this is either the annihilation
operator aq if 2 is even, or the creation operator a∗−q , if 2 is odd. Hence, the commutator
vanishes if 2 is even, while it is given by

[ap, a∗−q ] = δp,−q (4.17)

if 2 is odd. This leads to the estimate (4.8). If we additionally assume that either k1 > 0
or k2 > 0 or that there is at least one �- or �′-operator having the form (4.2), in the
contribution arising from the commutator of ap and a∗−q (which is only present if 2 is
odd), we can extract an additional factor (N+ + 1)/N (this additional factor can be used
here and not elsewhere, because in this term, after commuting ap and a∗−q , there is one
less factor of N+). This observation leads to (4.9). Finally, let us consider 1 = 2 = 0.
In this case we proceed as before, commuting the annihilation operator ap to the right.
The contribution of the commutators of ap with the pairs of creation and annihilation
fields appearing in the �(1)-operator and possibly in the �(2)-operators lying on the
right of ap is collected in the term E1 (this term can be estimated as on the first line
on the r.h.s. of (4.8) or (4.9)). After commuting ap all the way to the right, we are left
with the second term on the r.h.s. of (4.10), with the operator E2 containing all �- and
�′-operators as well as all pairs of annihilation and/or creation operators appearing in
the two �(1)-operator which can be estimated, following Lemma 2.3 as in (4.11) or
(4.12). ��

4.2. Analysis of G(0)
N . From (3.3), we have

G(0)
N = e−B(η)L(0)

N eB(η) = (N − 1)

2
κ V̂ (0) + E (0)

N

with

E (0)
N = κ V̂ (0)

2N
e−B(η)N+e

B(η) − κ V̂ (0)

2N
e−B(η)N 2

+ e
B(η)

In the next Proposition, we estimate the error term E (0)
N .

Proposition 4.2. Let the assumptions of Proposition 3.2 be satisfied. Then there exists
a constant C > 0 such that

±E (0)
N ≤ Cκ(N+ + 1) (4.18)

as operator inequality on F≤N
+ .

Proof. Equation (4.18) follows from Lemma 2.4 and the fact that, on F≤N
+ ,N+ ≤ N . ��
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4.3. Analysis of G(2)
N . From (3.3), we recall that

L(2)
N = K + L̃(2)

N

where

K =
∑

p∈�∗
+

p2a∗
pap

is the kinetic energy operator and

L̃(2)
N =

∑

p∈�∗
+

κ V̂ (p/N )

[
b∗
pbp − 1

N
a∗
pap

]
+

κ

2

∑

p∈�∗
+

V̂ (p/N )
[
b∗
pb

∗−p + bpb−p

]
.

(4.19)

4.3.1. Analysis of e−B(η)KeB(η) We write

e−B(η)KeB(η) = K +
∑

p∈�∗
+

p2η2p +
∑

p∈�∗
+

p2ηp

[
b∗
pb

∗−p + bpb−p

]
+ E (K )

N . (4.20)

In the next proposition, we bound the error term E (K )
N .

Proposition 4.3. Let the assumptions of Proposition 3.2 be satisfied (in particular, sup-
pose κ ≥ 0 is small enough). Then, for every δ > 0 there exists a constant C > 0 such
that, on F≤N

+ ,

±E (K )
N ≤ δ(K + VN ) + Cκ(N+ + 1).

Proof. We write

e−B(η)KeB(η) = K +
∫ 1

0
e−sB(η)[K, B(η)]esB(η)ds

= K +
∫ 1

0

∑

p∈�∗
+

p2ηp

[
e−sB(η)bpb−pe

sB(η) + e−sB(η)b∗
pb

∗−pe
sB(η)

]
ds.

Lemma 2.6, together with ad(n)
sB(η)(A) = snad(n)

B(η)(A), implies that

e−B(η)KeB(η) = K +
∑

n,k≥0

(−1)n+k

n!k!(n + k + 1)

∑

p∈�∗
+

p2ηp

[
ad(n)

B(η)(bp)ad
(k)
B(η)(b−p) + h.c.

]
.

We separate the summands with (n, k) = (0, 0), (0, 1); we find

e−B(η)KeB(η) = K +
∑

p∈�∗
+

p2ηp

[
bpb−p + b∗

pb
∗−p

]

− 1

2

∑

p∈�∗
+

p2ηp
(
bp[B(η), b−p] + h.c

)

+
∗∑

n,k

(−1)n+k

n!k!(n + k + 1)

∑

p∈�∗
+

p2ηp

[
ad(n)

B(η)(bp)ad
(k)
B(η)(b−p) + h.c.

]
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where
∑∗

n,k indicates the sum over all pairs (n, k) �= (0, 0), (0, 1). With (2.7) and (4.20)
we obtain

E (K )
N =

∑

p∈�∗
+

p2η2p

[
b∗
pbp − 1

N
a∗
pap

]
− N+

N

∑

p∈�∗
+

p2η2p

− 1

N

∑

p∈�∗
+

p2η2pbpN+b
∗
p − 1

2N

∑

p,q∈�∗
+

p2ηpηq

(
bpb

∗
qa

∗−qa−p + h.c.
)

+
∗∑

n,k

(−1)n+k

n!k!(n + k + 1)

∑

p∈�∗
+

p2ηp

[
ad(n)

B(η)(bp)ad
(k)
B(η)(b−p) + h.c.

]

=: G1 + G2 + G3 + G4

+
∗∑

n,k

(−1)n+k

n!k!(n + k + 1)

∑

p∈�∗
+

p2ηp

[
ad(n)

B(η)(bp)ad
(k)
B(η)(b−p) + h.c.

]
. (4.21)

The expectation of the first term on the r.h.s. of (4.21) can be estimated by

|〈ξ,G1ξ 〉| ≤
∑

p∈�∗
+

p2η2p‖bpξ‖2 + 1

N

∑

p∈�∗
+

p2η2p‖apξ‖2

≤ sup
p∈�∗

+

(p2η2p) ‖N 1/2
+ ξ‖2 ≤ Cκ2‖N 1/2

+ ξ‖2
(4.22)

with (3.10). To bound the second term on the r.h.s. of (4.21) we remark that, by (3.12),
∑

p

p2η2p = ‖∇η̌‖2 ≤ CNκ2. (4.23)

This implies that
|〈ξ,G2ξ 〉| ≤ Cκ2‖N 1/2

+ ξ‖2. (4.24)
To estimate the contribution of the third term on the r.h.s. of (4.21), we commute bp to
the right of b∗

p. We find, using the fact that N+ ≤ N on F≤N
+ and again (3.10), that

|〈ξ,G3ξ 〉| ≤ 2

N

∑

p∈�∗
+

p2η2p‖(N+ + 1)1/2ξ‖2 + 1

N

∑

p∈�∗
+

p2η2p‖ap(N+ + 1)1/2ξ‖2

≤ Cκ2‖(N+ + 1)1/2ξ‖2.
(4.25)

As for the fourth term on the r.h.s. of (4.21), we write it as

G4 = − 1

2N

∑

p,q∈�∗
+

p2ηpηq

[
b∗
qa

∗−qa−pbp + h.c.
]

+
1

2N 2

∑

p,q∈�∗
+

p2ηpηq

[
a∗
qapa

∗−qa−p + h.c.
]

− 1

N

∑

p∈�∗
+

p2η2p

[
b∗
pbp +

N − N+

N
a∗
pap

]

=: G41 + G42 + G43 (4.26)
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While it is easy to bound

|〈ξ,G42ξ 〉| ≤ 1

2N 2

∑

p,q∈�∗
+

p2ηpηq‖aq(N+ + 1)1/2ξ‖‖ap(N+ + 1)1/2ξ‖

≤ 1

2N 2

⎡

⎣
∑

p,q∈�∗
+

p2η2p‖aq(N+ + 1)1/2ξ‖2
⎤

⎦

1
2

×
⎡

⎣
∑

p,q∈�∗
+

p2η2q‖ap(N+ + 1)1/2ξ‖2
⎤

⎦

1
2

≤ CN−1/2κ2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖ (4.27)

and

|〈ξ,G43ξ 〉| ≤ CN−1κ2‖(N+ + 1)1/2ξ‖2, (4.28)

in order to control the term G41 we need to use Eq. (3.13). We find

G41 = κ

4N

∑

p,q∈�∗
+

V̂ (p/N )ηq

[
b∗
qa

∗−qa−pbp + h.c.
]

− κ

4N 2

∑

p,q∈�∗
+,r∈�∗

V̂ ((p − r)/N )ηrηq

[
b∗
qa

∗−qa−pbp + h.c.
]

+ N 2λ

∑

p,q∈�∗
+

χ̂(p)ηq
[
b∗
qa

∗−qa−pbp + h.c.
]

− Nλ

∑

p,q∈�∗
+,r∈�∗

χ̂(p − r)ηrηq
[
b∗
qa

∗−qa−pbp + h.c.
]

=: G411 + G412 + G413 + G414. (4.29)

We estimate

|〈ξ,G413ξ 〉| ≤ Cκ

N

∑

p,q∈�∗
+

|χ̂(p)||ηq |‖aq(N+ + 1)1/2ξ‖‖ap(N+ + 1)1/2ξ‖

≤ Cκ

N
‖χ̂‖2‖η‖‖(N+ + 1)ξ‖2

≤ Cκ2‖(N+ + 1)1/2ξ‖2.

Furthermore

|〈ξ,G414ξ 〉| ≤ Cκ

N 2

∑

p,q∈�∗
+

|g(p)||ηq |‖aq(N+ + 1)1/2ξ‖‖ap(N+ + 1)1/2ξ‖

≤ Cκ‖η‖‖g‖‖(N+ + 1)1/2ξ‖2
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where we defined g(p) = ∑
r∈�∗ χ̂(p − r)ηr . Since

‖g‖ = ‖χη̌‖ ≤ ‖η̌‖ = ‖η‖ ≤ Cκ

we conclude that

|〈ξ,G414ξ 〉| ≤ Cκ2‖(N+ + 1)1/2ξ‖2.
Let us now consider the first term on the r.h.s. of (4.29). Switching to position space we
find, on F≤N

+ ,

G411 = κ

4N

∫

�×4
dxdydzdw

∑

p,q∈�∗
+

V̂ (p/N )ηqe
iq(z−w)eip(x−y)b̌∗

z ǎ
∗
wǎx b̌y

= κ

4

∫

�×4
dxdydzdw N 2V (N (x − y))η̌(z − w)b̌∗

z ǎ
∗
wǎx b̌y .

Hence

|〈ξ,G411ξ 〉| ≤ Cκ

∫

�×4
dxdydzdw N 2V (N (x − y))|η̌(z − w)|‖ǎx ǎyξ‖‖ǎwǎzξ‖

≤ Cκ

[∫

�×4
dxdydzdw N 2V (N (x − y))|η̌(z − w)|2‖ǎx ǎyξ‖2

]1/2

×
[∫

�×4
dxdydzdw N 2V (N (x − y))‖ǎz ǎwξ‖2

]1/2

≤ Cκ3/2‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖.

The term G412 can also be estimated similarly. We conclude that

|〈ξ,G41ξ 〉| ≤ Cκ2‖(N+ + 1)1/2ξ‖2 + Cκ3/2‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖

and therefore, together with (4.27), (4.28), we find

|〈ξ,G4ξ 〉| ≤ Cκ2‖(N+ + 1)1/2ξ‖‖(K +N+ + 1)1/2ξ‖ + Cκ3/2‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖.
(4.30)

We consider next the last term in (4.21), namely the sum over all pairs (n, k) �=
(0, 0), (0, 1). According to Lemma 2.6, the operator

∑

p∈�∗
+

p2ηp ad
(n)
B(η)(bp)ad

(k)(b−p) (4.31)

can be written as the sum of 2n+kn!k! terms having the form

G =
∑

p∈�∗
+

p2ηp �1 . . . �i1N
−k1�

(1)
�,�(η

j1 , . . . , η jk1 ; η1
p ϕα1 p)

× �′
1 . . . �′

i2N
−k2�

(1)
�′,�′(ηm1, . . . , ηmk2 ; η2

p ϕ−α2 p) (4.32)
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with i1, i2, k1, k2, 1, 2 ∈ N, j1, . . . , jk1 ,m1, . . . ,mk2 ∈ N\{0}, αi = (−1)i for
i = 1, 2, and where each �r , �′

r is either a factor (N − N+)/N , (N + 1 − N+)/N or a
�(2)-operator of the form

N−h�
(2)
�,�(η

(z1), . . . , η(zh)) (4.33)

with h, z1, . . . , zh ∈ N\{0}. We estimate the expectation of operators of the form (4.32).
Let us first assume that 1 + 2 ≥ 1. With Lemma 4.1, part (ii), we find (using the

bounds (4.6) if 1 + 2 ≥ 2, (4.7) if (1, 2) = (1, 0) and (4.9) if (1, 2) = (0, 1))

|〈ξ,Gξ 〉| ≤ Cn+k‖(N+ + 1)1/2ξ‖
×

∑

p∈�∗
+

p2ηp

{
(1 + k/N )η2pκ

n+k−2‖(N+ + 1)1/2ξ‖

+ N−1ηpκ
n+k−1‖(N+ + 1)1/2ξ‖ + ηpκ

n+k−1‖apξ‖
}

(4.34)

To apply (4.9) in the case (1, 2) = (0, 1), we use here the fact that the pairs (n, k) =
(0, 0), (0, 1) are excluded. The choice (n, k) = (1, 0) is not compatible with (1, 2) =
(0, 1) (by Lemma 2.5, 1 ≤ n and 2 ≤ k). Hence n + k ≥ 2, while 1 + 2 = 1; this
implies by Lemma 2.5, part (iii), that either k1 > 0 or k2 > 0 or at least one of the �- or
�′-operators is a �(2)-operator of the form (4.33). With (3.10) and (3.12), we conclude
from (4.34) that

|〈ξ,Gξ 〉| ≤ Ck+n(1 + k/N )κn+k+1‖(N+ + 1)1/2ξ‖2 (4.35)

Let us now consider the case 1 = 2 = 0. With (4.10) in Lemma 4.1, we can write

〈ξ,Gξ 〉 =
∑

p∈�∗
+

p2ηp〈(N+ +1)
1/2ξ,E1(p,−p)〉+

∑

p∈�∗
+

p2ηp〈(N+ +1)
1/2ξ,E2apa−pξ 〉

(4.36)
where the first term can be bounded by

∣∣∣∣∣∣

∑

p∈�∗
+

p2ηp〈(N+ + 1)1/2ξ,E1(p,−p)〉
∣∣∣∣∣∣

≤
∑

p∈�∗
+

p2ηp‖(N+ + 1)1/2ξ‖‖E1(p,−p)‖

≤ Cn+kkN−1κn+k+1‖(N+ + 1)1/2ξ‖
∑

p∈�∗
+

p−2‖apξ‖

≤ Cn+kkN−1κn+k+1‖(N+ + 1)1/2ξ‖2.
As for the second term on the r.h.s. of (4.36), we use the relation (3.13) to replace

p2ηp = −κ

2
V̂ (p/N ) − κ

2N

∑

q∈�∗
V̂ ((p − q)/N )ηq + N 3λχ̂(p)

+N 2λ

∑

q∈�∗
χ̂(p − q)ηq (4.37)
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To bound the contribution proportional to κ V̂ (p/N ), we switch to position space. We
find , for ξ ∈ F≤N

+ ,
∣∣∣κ

∑

p∈�∗
+

V̂ (p/N )〈(N+ + 1)1/2ξ, E2apa−pξ 〉
∣∣∣

=
∣∣∣∣κ

∫

�×�

dxdyN 3V (N (x − y))〈E∗
2 (N+ + 1)1/2ξ, ǎx ǎyξ 〉

∣∣∣∣

≤ κ

∫

�×�

dxdyN 3V (N (x − y))‖E∗
2(N+ + 1)1/2ξ‖‖ǎx ǎyξ‖.

Since we are excluding the term with (n, k) = (0, 0), we have either k1 > 0 or k2 > 0
or at least one of the �-operators has the form (4.33); this allows us to apply the bound
(4.12). We obtain

∣∣∣∣∣∣
κ

∑

p∈�∗
+

V̂ (p/N )〈E∗
2(N+ + 1)1/2ξ, apa−pξ 〉

∣∣∣∣∣∣

≤ Cn+kκn+k+1
∫

�×�

dxdyN 5/2V (N (x − y))‖(N+ + 1)1/2ξ‖‖ǎx ǎyξ‖

≤ Cn+kκn+k+1
[∫

�×�

dxdyN 2V (N (x − y))‖ǎx ǎyξ‖2
]1/2

×
[∫

�×�

dxdyN 3V (N (x − y))‖(N+ + 1)1/2ξ‖2
]1/2

≤ Cn+kκn+k+1/2‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖

The contribution of the other terms on the r.h.s. of (4.37) can be bounded similarly. We
conclude that, in the case 1 = 2 = 0,

|〈ξ,Gξ 〉| ≤ Ck+n(1 + k/N )κn+k+1‖(N+ + 1)1/2ξ‖2
+ Ck+nκn+k+1/2‖(N+ + 1)1/2ξ‖‖V1/2

N ξ‖ (4.38)

Combining this bound with (4.35) we obtain from (4.31), for sufficiently small κ ,

∣∣∣
∗∑

n,k

(−1)n+k

n!k!(n + k + 1)

∑

p∈�∗
+

p2ηp

〈
ξ,

[
ad(n)

B(η)(bp)ad
(k)
B(η)(b−p) + h.c.

]
ξ
〉 ∣∣∣

≤ Cκ‖(N+ + 1)1/2ξ‖2 + Cκ1/2‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖

Together with (4.22), (4.24), (4.25), (4.30), we finally estimate (4.21) by

|〈ξ, E (K )
N ξ 〉| ≤ Cκ‖(N+ + 1)1/2ξ‖‖(K +N+ + 1)1/2ξ‖ + Cκ1/2‖(N+ + 1)1/2ξ‖‖V1/2

N ξ‖
Hence, for any δ > 0, we can find C > 0 such that

±E (K )
N ≤ δ(K + VN ) + Cκ(N+ + 1)

as claimed. ��
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4.3.2. Analysis of e−B(η)L̃(2)
N eB(η) With L̃(2)

N as in (4.19), we write

e−B(η)L̃(2)
N eB(η) = κ

∑

p∈�∗
+

V̂ (p/N )ηp +
κ

2

∑

p∈�∗
+

V̂ (p/N )
[
bpb−p + b∗

pb
∗−p

]
+ E (2)

N .

(4.39)
In the next proposition, we estimate the error term E (2)

N .

Proposition 4.4. Let the assumptions of Proposition 3.2 be satisfied (in particular, sup-
pose κ ≥ 0 is small enough). Then, for every δ > 0, there exists a constant C > 0 such
that, on F≤N

+ ,

±E (2)
N ≤ δVN + Cκ(N+ + 1).

Proof. Recall that

L̃(2)
N = κ

∑

p∈�∗
+

V̂ (p/N )

(
b∗
pbp − 1

N
a∗
pap

)
+

κ

2

∑

p∈�∗
+

V̂ (p/N )
(
bpb−p + b∗

pb
∗−p

)
.

(4.40)
The expectation of the conjugation of the first term can be estimated by

∣∣∣∣∣∣
κ

∑

p∈�∗
+

V̂ (p/N )〈ξ, e−B(η)b∗
pbpe

B(η)ξ 〉
∣∣∣∣∣∣
≤ κ

∑

p∈�∗
+

|V̂ (p/N )|〈ξ, e−B(η)b∗
pbpe

B(η)ξ 〉

≤ Cκ〈ξ, e−B(η)N+e
B(η)ξ 〉

≤ Cκ‖(N+ + 1)1/2ξ‖2.
(4.41)

The contribution proportional to −N−1a∗
pap on the r.h.s. of (4.40) can be bounded

analogously. So, let us focus on the last sum on the r.h.s. of (4.40). According to Lemma
2.6, we can expand

κ
∑

p∈�∗
+

V̂ (p/N )e−B(η)bpb−pe
B(η)

=
∑

n,k≥0

(−1)k+n

k!n! κ
∑

p∈�∗
+

V̂ (p/N )ad(n)(bp)ad
(k)(b−p)

= κ
∑

p∈�∗
+

V̂ (p/N )bpb−p − κ
∑

p∈�∗
+

V̂ (p/N )bp[B(η), b−p]

+
∗∑

n,k

(−1)k+n

k!n! κ
∑

p∈�∗
+

V̂ (p/N )ad(n)(bp)ad
(k)(b−p)

(4.42)

where the sum
∑∗ runs over all pairs (n, k) �= (0, 0), (0, 1). The first term on the r.h.s.

of (4.42) does not enter the definition (4.39) of the error term E (2)
N . The second term on

the r.h.s. of (4.42) is given by
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− κ
∑

p∈�∗
+

V̂ (p/N )bp
[
B(η), b−p

]

= N − N+

N
κ

∑

p∈�∗
+

V̂ (p/N )ηpbbb
∗
p − κ

N

∑

p,q∈�∗
+

V̂ (p/N )ηqbpb
∗
qa

∗−qa−p

=
(
N − N+

N

)2

κ
∑

p∈�∗
+

V̂ (p/N )ηp +
N − N+

N
κ

∑

p∈�∗
+

V̂ (p/N )ηp

(
b∗
pbp − 3

N
a∗
pap

)

− N − N+

N 2 κ
∑

p,q∈�∗
V̂ (p/N )ηqa

∗
qa

∗−qapa−p (4.43)

To bound the expectation of the last term, we observe that
∣∣∣∣∣∣
κ

N

∑

p,q∈�∗
V̂ (p/N )ηq〈ξ, a∗

qa
∗−qapa−pξ 〉

∣∣∣∣∣∣

≤ κ

N

∥∥∥
∑

q∈�∗
+

ηqaqa−qξ

∥∥∥
∥∥∥

∑

p∈�∗
+

V̂ (p/N )apa−pξ

∥∥∥ (4.44)

On the one hand,
∥∥∥

∑

q∈�∗
+

ηqaqa−qξ

∥∥∥ ≤
∑

q∈�∗
+

|ηq |‖aq(N+ + 1)1/2ξ‖

≤ Cκ‖(N+ + 1)ξ‖ ≤ CN 1/2κ‖(N+ + 1)1/2ξ‖
On the other hand, switching to position space,

κ

∥∥∥
∑

p∈�∗
+

V̂ (p/N )apa−pξ

∥∥∥ ≤ κ

∫

�×�

dxdyN 3V (N (x − y))‖ǎx ǎyξ‖

≤ CN 1/2
(
κ1/2‖V1/2

N ξ‖ + Cκ‖(N+ + 1)1/2ξ‖
)

From (4.44), we find
∣∣∣∣∣∣
κ

N

∑

p,q∈�∗
V̂ (p/N )ηq〈ξ, a∗

qa
∗−qapa−pξ 〉

∣∣∣∣∣∣

≤ Cκ2‖(N+ + 1)1/2ξ‖2 + Cκ3/2‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖ (4.45)

To control the first and second term on the r.h.s. of (4.43), we observe that

κ

N

∑

p∈�∗
+

|V̂ (p/N )|ηp ≤ Cκ2

N

∑

p∈�∗
+

|V̂ (p/N )|
p2

≤ Cκ2
∑

q∈�∗
+/N

1

N 3

|V̂ (q)|
q2

≤ Cκ2
∫

R3

|V̂ (q)|
q2

dq ≤ Cκ2 (4.46)
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since the sum over the rescaled lattice N−1�∗
+ can be interpreted as a Riemann sum.

Together with (4.45), this remark implies that
∣∣∣ − κ

∑

p∈�∗
+

V̂ (p/N )〈ξ, bp[B(η), b−p]ξ 〉 − κ
∑

p∈�∗
+

V̂ (p/N )ηp

∣∣∣

≤ Cκ2‖(N+ + 1)1/2ξ‖2 + Cκ3/2‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖

(4.47)

Let us now focus on the sum
∑∗ over all pairs (n, k) �= (0, 0), (0, 1) on the r.h.s. of

(4.42). According to Lemma 2.6, the operator

κ
∑

p∈�∗
+

V̂ (p/N )ad(n)(bp)ad
(k)(b−p) (4.48)

can be expanded as the sum of 2n+kn!k! terms having the form

I = κ
∑

p∈�∗
+

V̂ (p/N )�1 . . . �i1N
−k1�

(1)
�,�(η

j1, . . . , η jk1 ; η1
p ϕα1 p)

× �′
1 . . . �′

i2N
−k2�

(1)
�′,�′(ηm1, . . . , ηmk2 ; η2

p ϕ−α2 p)

where i1, i2, k1, k2, 1, 2 ∈ N, j1, . . . , jk1 ,m1, . . . ,mk2 ∈ N\{0}, αi = (−1)i for
i = 1, 2 and where each operator �i ,�

′
i is either a factor (N − N+)/N , a factor

(N − N+ + 1)/N or a �(2)-operator of order h ∈ N\{0} having the form

N−h �
(2)
�,�(η

z1, . . . ηzh ) (4.49)

with z1, . . . , zh ∈ N\{0}. To bound the expectation of an operator of the form I we
consider first the case 1 + 2 ≥ 1. Combining the bounds (4.6) (if 1 + 2 ≥ 2), (4.7)
(if (1, 2) = (1, 0)) and (4.9) (if (1, 2) = (0, 1)) from Lemma 4.1, we obtain

|〈ξ, Iξ 〉| ≤ κ
∑

p∈�∗
+

|V̂ (p/N )|‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2�1 . . . �i1

× N−k1�
(1)
�,�(η

j1, . . . , η jk1 ; η1
p ϕp)�

′
1 . . . �′

i2

× N−k2�
(1)
�′,�′(ηm1 , . . . , ηmk2 ; η2

p ϕp)ξ‖
≤ Cn+kκn+k+1‖(N+ + 1)1/2ξ‖

×
∑

p∈�∗
+

|V̂ (p/N )|
{
(1 + k/N )p−4‖(N+ + 1)1/2ξ‖

+ p−2‖apξ‖ + N−1 p−2‖(N+ + 1)1/2ξ‖
}

≤ Ck+n(1 + k/N )κn+k+1‖(N+ + 1)1/2ξ‖2 (4.50)

where we used again the bound (4.46). If instead 1 = 2 = 0, we use (4.10) to
decompose

〈ξ, I ξ 〉 = κ
∑

p∈�∗
+

V̂ (p/N )〈(N+ + 1)1/2ξ,E1(p,−p)〉

+ κ
∑

p∈�∗
+

V̂ (p/N )〈(N+ + 1)1/2ξ,E2apa−pξ 〉
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The r.h.s. of the last equation can be estimated exactly as we did with the r.h.s. of (4.36).
We obtain, similarly to (4.38), that for 1 = 2 = 0,

|〈ξ, Iξ 〉| ≤ Ck+n(1 + k/N )κn+k+1‖(N+ + 1)1/2ξ‖2
+ Ck+nκn+k+1/2‖(N+ + 1)1/2ξ‖‖V1/2

N ξ‖.
Combining this bound with (4.50), we find from (4.48) that for sufficiently small κ ,

∣∣∣
∗∑

n,k

(−1)k+n

k!n! κ
∑

p∈�∗
+

V̂ (p/N )〈ξ, ad(n)(bp)ad
(k)(b−p)ξ 〉

∣∣∣

≤ Cκ‖(N+ + 1)1/2ξ‖2 + Cκ1/2‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖.

Together with (4.41), (4.42) and (4.47), we conclude that

|〈ξ, E (2)
N ξ 〉| ≤ Cκ‖(N+ + 1)1/2ξ‖2 + Cκ1/2‖(N+ + 1)1/2ξ‖‖V1/2

N ξ‖.
Hence, for every δ > 0 we can find a constant C > 0 such that

±E (2)
N ≤ δVN + Cκ‖(N+ + 1)1/2ξ‖2.

��

4.4. Analysis of G(3)
N . From (3.3) and (4.1), we have

G(3)
N = κ√

N

∑

p,q∈�∗
+,p+q �=0

V̂ (p/N )e−B(η)b∗
p+qa

∗−paqe
B(η) + h.c. (4.51)

In the next proposition, we show how to bound G(3)
N .

Proposition 4.5. Let the assumptions of Proposition 3.2 be satisfied (in particular, sup-
pose κ ≥ 0 is small enough). Then, for every δ > 0 there exists C > 0 such that, on
F∗
+ ,

±G(3)
N ≤ δVN + Cκ(N+ + 1)

Since some of the terms inG(3)
N (andmany terms inG(4)

N , whichwill be analyzed in the
next subsection) have to be bounded with the potential energy operator, in the proof of
Proposition 4.5 (and in the proof of Proposition 4.7 in the next subsection) we will often
need to switch to position space. For this reason it is convenient to show a version of
the estimates in Lemma 4.1 stated in position space. The proof of the following Lemma
follows closely the proof of Lemma 5.2 in [3].

Lemma 4.6. Let ξ ∈ F≤N
+ , β ∈ N, i1, i2, k1, k2, 1, 2 ∈ N, j1, . . . , jk1 ,m1, . . . ,mk2 ∈

N\{0}, For every s = 1, . . . ,max{i1, i2}, let �s,�
′
s be either a factor (N − N+)/N,

(N − N+ + 1)/N or a �(2)-operator of the form

N−h�
(2)
�,�(η

z1, . . . , ηzh ) (4.52)
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for some h ∈ N\{0}, z1, . . . , zh ∈ N\{0} and �, � ∈ {·, ∗}h. Suppose that the operators

�1 . . . �i1N
−k1�

(1)
�,�(η

j1, . . . , η jk1 ; η̌1
x )

�′
1 . . . �′

i2N
−k2�

(1)
�′,�′(ηm1, . . . , ηmk2 ; η̌2

y )

for some � ∈ {·, ∗}k1 , � ∈ {·, ∗}k1+1, �′ ∈ {·, ∗}k2 , �′ ∈ {·, ∗}k2+1 appear in the expansion
of ad(n)

B(η)(b̌x ) and of ad(k)
B(η)(b̌y) for some n, k ∈ N, as described in Lemma 2.5. Here

we use the notation η̌
1
x for the function z → η̌1(x − z), where η̌1 denotes the Fourier

transform of the function η1 defined on �∗
+. Let

S = ‖(N+ + 1)β/2�′
1 . . . �′

i2N
−k2�

(1)
�′,�′(ηm1 , . . . , ηmk2 ; η̌2

y )

× �1 . . . �i1N
−k1�

(1)
�,�(η

j1 , . . . , η jk1 ; η̌1
x )ξ‖.

Then we have the following bounds. If 1, 2 ≥ 1,

S ≤ Cn+kκn+k‖(N+ + 1)(β+2)/2ξ‖ (4.53)

If 1 = 0 and 2 ≥ 1,

S ≤ Cn+kκn+k‖ǎx (N+ + 1)(β+1)/2ξ‖.
If 1 ≥ 1 and 2 = 0,

S ≤ Cn+kκn+knN−1‖(N+ + 1)(β+2)/2ξ‖
+ Cn+kκn+k−1μ1 |η̌1(x − y)|‖(N+ + 1)β/2ξ‖
+ Cn+kκn+k‖ǎy(N+ + 1)(β+1)/2ξ‖

(4.54)

where μ1 = 1 if 1 is odd, while μ1 = 0 if 1 is even. If 1 ≥ 1 and 2 = 0 and we
additionally assume that k1 > 0 or k2 > 0 or at least one of the �- or �′-operators is
a �(2)-operator of the form (4.52), we obtain the improved estimate

S ≤ Cn+kκn+knN−1‖(N+ + 1)(β+2)/2ξ‖
+ Cn+kκn+k−1μ1N

−1|η̌1(x − y)|‖(N+ + 1)(β+2)/2ξ‖
+ Cn+kκn+k‖ǎy(N+ + 1)(β+1)/2ξ‖.

(4.55)

Finally, if 1 = 2 = 0,

S ≤ Cn+kκn+knN−1‖ǎx (N+ + 1)(β+1)/2ξ‖ + Cn+kκn+k‖ǎx ǎy(N+ + 1)β/2ξ‖
We are now ready to proceed with the proof of Proposition 4.5.

Proof of Proposition 4.5. We start by writing

e−B(η)a∗−paqe
B(η) = a∗−paq +

∫ 1

0
ds e−sB(η)[a∗−paq , B(η)]esB(η)

= a∗−paq +
∫ 1

0
e−sB(η)(ηqb

∗−pb
∗−q + ηpbqbp)e

sB(η).
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With Lemma 2.6, we obtain

e−B(η)a∗−paqe
B(η)

= a∗−paq +
∑

n,k≥0

(−1)n+k

n!k!(n + k + 1)

[
ηqad

(n)
B(η)(b

∗−p)ad
(k)
B(η)(b

∗−q)

+ ηpad
(n)
B(η)(bq)ad

(k)
B(η)(bp)

]
.

From (4.51), we find

G(3)
N =

∑

r≥0

(−1)r

r !
κ√
N

∑

p,q∈�∗
+:p+q �=0

V̂ (p/N )ad(r)
B(η)(b

∗
p+q)a

∗−paq

+
∑

n,k,r≥0

(−1)n+k+r

n!k!r !(nk + 1)

× κ√
N

∑

p,q∈�∗
+,p+q �=0

V̂ (p/N )ηq ad
(r)
B(η)(b

∗
p+q)ad

(n)
B(η)(b

∗−p)ad
(k)
B(η)(b

∗−q)

+
∑

n,k,r≥0

(−1)n+k+r

n!k!r !(n + k + 1)

× κ√
N

∑

p,q∈�∗
+,p+q �=0

V̂ (p/N )ηp ad
(r)
B(η)(b

∗
p+q)ad

(n)
B(η)(bp)ad

(k)
B(η)(bq)

+ h.c. (4.56)

We start by analyzing the last sum on the r.h.s. of (4.56). From Lemma 2.5, each
operator

κ√
N

∑

p,q∈�∗
+,p+q �=0

V̂ (p/N )ηp ad
(r)
B(η)(b

∗
p+q)ad

(n)
B(η)(bp)ad

(k)
B(η)(bq) (4.57)

can be expanded in the sum of 2n+k+r n!k!r ! terms having the form

L = κ√
N

∑

p,q∈�∗
+,p+q �=0

V̂ (p/N )ηp �
(1)
�,�(η

j1, . . . , η jk1 ; η
1
p+qϕα1(p+q))

∗�∗
i1 . . . �∗

i1

× �′
1 . . . �′

i2N
−k2�

(1)
�′,�′(ηm1, . . . , ηmk2 ; η2

p ϕα2 p)

× �′′
1 . . . �′′

i3N
−k3�

(1)
�′′,�′′(ηs1 , . . . , ηsk3 ; η3ϕα3q) (4.58)

where i1, i2, i3, k1, k2, k3, 1, 2, 3 ∈ N, j1, . . . , jk1 ,m1, . . . ,mk2 , s1, . . . , sk3 ∈ N\{0},
αi = (−1)i for i = 1, 2 and where each operator �i ,�

′
i ,�

′′
i is either a factor

(N − N+)/N , a factor (N + 1 − N+)/N or a �(2)-operator of the form

N−h�
(2)
�,�(η

z1, . . . , ηzs )
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for some h, z1 . . . , zh ∈ N\{0}. The expectation of (4.58) can be bounded by

|〈ξ,Lξ 〉| ≤ κ√
N

∑

p,q∈�∗
+:

p �=−q

|V̂ (p/N )||ηp|‖�1 . . . �i1

× N−k1�
(1)
�,�(η

j1, . . . , η jk1 ; η
1
p+qϕα1(p+q))ξ‖

× ‖�′
1 . . . �′

i2N
−k2�

(1)
�′,�′(ηm1 , . . . , ηmk2 ; η2

p ϕα2 p)

× �′′
1 . . . �′′

i3N
−k3�

(1)
�′′,�′′(ηs1, . . . , ηsk3 ; η3ϕα3q)ξ‖.

Combining the bounds (4.4) (if 1 ≥ 1) and (4.5) (if 1 = 0) on the one hand, and the
bounds (4.6) (if 2, 3 ≥ 1), (4.7) (if 2 ≥ 1 and 3 = 0), (4.8) (if 2 = 0 and 3 ≥ 1)
and (4.10) (if 1 = 2 = 0) on the other hand, we conclude that

|〈ξ,Lξ 〉| ≤ Cn+k+rκn+k+r+2

× 1√
N

∑

p,q∈�∗
+:

p �=−q

1

p2

{ 1

(p + q)2
‖(N+ + 1)1/2ξ‖ + ‖ap+qξ‖

}

×
{ (1 + r/N )

p2q2
‖(N+ + 1)ξ‖ +

(1 + r/N )

p2
‖aq(N+ + 1)1/2ξ‖

+
1

q2
‖ap(N+ + 1)1/2ξ‖ + ‖apaqξ‖

}

≤ Cn+k+r (1 + r/N )κn+k+r+2‖(N+ + 1)1/2ξ‖2.
From (4.57), we obtain that the expectation of the last sum on the r.h.s. of (4.56) is
bounded by

∣∣∣
∑

n,k,r≥0

(−1)n+k+r

n!k!r !(n + k + 1)

× κ√
N

∑

p,q∈�∗
+,p+q �=0

V̂ (p/N )ηp 〈ξ, ad(r)
B(η)(b

∗
p+q)ad

(n)
B(η)(bp)ad

(k)
B(η)(bq)ξ 〉

∣∣∣

≤ Cκ2‖(N+ + 1)1/2ξ‖2. (4.59)

Next, we consider the second sum on the r.h.s. of (4.56) (we take the hermitian
conjugated operator). To bound the expectation of this term, we will need to use the
potential energy operator. For this reason, it is convenient to switch to position space.
We find

κ√
N

∑

p,q∈�∗
+,p+q �=0

V̂ (p/N )ηq ad
(r)
B(η)(b−q)ad

(n)
B(η)(b−p)ad

(k)
B(η)(bp+q)

= κ

∫

�×�

dxdy N 5/2V (N (x − y))ad(r)
B(η)(b(η̌

1+1
x )ad(n)

B(η)(b̌y)ad
(k)
B(η)(b̌x ) (4.60)

where we used the notation η̌s to indicate the Fourier transform of the sequence �∗ �
p → ηsp, and η̌sx denotes the function (or the distribution, if s = 0) z → η̌sx (z) =
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η̌s(z− x). With Lemma 2.5, the r.h.s. of (4.60) can be written as the sum of 2n+k+r n!k!r !
terms, all having the form

M = κ

∫

�×�

dxdy N 5/2V (N (x − y))�1 . . . �i1N
−k1�

(1)
�,�(η

j1, . . . , η jk1 ; η̌1+1
x )

× �′
1 . . . �′

i2N
−k2�

(1)
�′,�′(ηm1, . . . , ηmk2 ; η̌2

y )

× �
′′
1 . . . �

′′
i3N

−k3�
(1)
�
′′
,�

′′ (ηs1, . . . , ηsk3 ; η̌3
x ) (4.61)

where i1, i2, i3, k1, k2, k3, 1, 2, 3 ∈ N, j1, . . . , jk1 ,m1, . . . ,mk2 , s1, . . . , sk3 ∈ N\{0}
and where each operator �i ,�

′
i ,�

′′
i is either a factor (N − N+)/N , a factor (N + 1 −

N+)/N or a �(2)-operator of the form

N−h�
(2)
�,�(η

z1, . . . , ηzh ) (4.62)

for some h, z1, . . . , zh ∈ N\{0}. To bound the expectation of (4.61), we first assume
that (n, k) �= (0, 1). Under this condition, we bound

|〈ξ,Mξ 〉| ≤ κ

∫

�×�

dxdy N 5/2V (N (x − y))

× ‖N−k1�
(1)
�,�(η

j1, . . . , η jk1 ; η̌1+1
x )∗�∗

i1 . . . �∗
1ξ‖

×
∥∥∥�′

1 . . . �′
i2N

−k2�
(1)
�′,�′(ηm1, . . . , ηmk2 ; η̌2

y )

× �
′′
1 . . . �

′′
i3N

−k3�
(1)
�
′′
,�

′′ (ηs1, . . . , ηsk3 ; η̌3
x )ξ

∥∥∥. (4.63)

With Lemma 4.6, we estimate

‖N−k1�
(1)
�,�(η

j1, . . . , η jk1 ; η̌1+1
x )∗�∗

i1 . . . �∗
1ξ‖ ≤ Crκr+1‖(N+ + 1)1/2ξ‖ (4.64)

Considering separately all possible choices for the parameters 2, 3, Lemma 4.6 also
implies that
∥∥∥�′

1 . . . �′
i2N

−k2�
(1)
�′,�′(ηm1, . . . , ηmk2 ; η̌2

y )�
′′
1 . . . �

′′
i3N

−k3�
(1)
�
′′
,�

′′ (ηs1 , . . . , ηsk3 ; η̌3
x )ξ

∥∥∥

≤ Cn+kκn+k
{
(1 + k/N )‖(N+ + 1)ξ‖ + (1 + k/N )‖ǎx (N+ + 1)1/2ξ‖

+ ‖ǎy(N+ + 1)1/2ξ‖ + ‖ǎx ǎyξ‖
}

(4.65)

When dealing with the choice (2, 3) = (0, 1), we used here the exclusion of the pair
(n, k) = (0, 1), which implies that n + k ≥ 1 (because n ≥ 2, k ≥ 3) and therefore
that either k2 > 0 or k3 > 0 or that at least one of the �′- or of the �′′-operators is a
�(2)-operator of the form (4.62); this observation allowed us to use the bound (4.55),
which together with |η̌(x − y)| ≤ CN‖V ‖1, led us to (4.65). Inserting (4.64) and (4.65)
in (4.63), we arrive at

|〈ξ,Mξ 〉| ≤ Cn+k+r (1 + k/N )κn+k+r+2‖(N+ + 1)1/2ξ‖
∫

�×�

dxdy N 5/2V (N (x − y))

×
{
‖(N+ + 1)ξ‖ + ‖ǎx (N+ + 1)1/2‖ + ‖ǎy(N+ + 1)1/2ξ‖ + ‖ǎx ǎyξ‖

}
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≤ Cn+k+r (1 + k/N )κn+k+r+2‖(N+ + 1)1/2ξ‖2
+ Cn+k+r (1 + k/N )κn+k+r+3/2‖(N+ + 1)1/2ξ‖‖V1/2

N ξ‖. (4.66)

Finally, let us consider the expectation of (4.61) in the case (n, k) = (0, 1). In
fact, we can further restrict our attention to the choice (2, 3) = (0, 1), because for
all other choices of (2, 3), the bound (4.65) remains true even if (n, k) = (0, 1). If
(2, 3) = (n, k) = (0, 1), by Lemma 2.5, part (iii) and (iv), the operator (4.61) has the
form

M = κ

∫

�×�

dxdy N 5/2V (N (x − y))

× �1 . . . �i1N
−k1�

(1)
�,�(η

j1 , . . . , η jk1 , η̌1+1
x )b̌y

(N − N+)

N
b∗(η̌x )

= κ

∫

�×�

dxdy N 5/2V (N (x − y))

× �1 . . . �i1N
−k1�

(1)
�,�(η

j1 , . . . , η jk1 , η̌1+1
x )a∗(η̌x )

(N + 1 − N+)

N
ǎy

+ κ

∫

�×�

dxdy N 5/2V (N (x − y))

× �1 . . . �i1N
−k1�

(1)
�,�(η

j1 , . . . , η jk1 , η̌1+1
x )

(N + 1 − N+)

N

(N − N+)

N
η̌(x − y)

=: M1 +M2. (4.67)

The expectation of the first term can be bounded by

|〈ξ,M1ξ 〉| ≤ Crκr+2
∫

�×�

dxdy N 5/2V (N (x − y))‖(N+ + 1)1/2ξ‖‖ǎy(N+ + 1)1/2ξ‖
≤ Crκr+2‖(N+ + 1)1/2ξ‖2. (4.68)

As for the second termon the r.h.s. of (4.67), its expectation vanishes on vectors ξ ∈ F≤N
+

(because of the orthogonality to the constant orbital ϕ0).
Combining (4.66) with (4.67) and (4.68), and summing over all n, k, r ∈ N, we

conclude that, if ‖V ‖1 is small enough, the expectation of the second sum on the r.h.s.
of (4.56) is bounded by

∣∣∣
∑

n,k,r≥0

(−1)n+k+r

n!k!r !(n + k + 1)

× κ√
N

∑

p,q∈�∗
+,p+q �=0

V̂ (p/N )ηq 〈ξ, ad(r)
B(η)(b

∗
p+q)ad

(n)
B(η)(b

∗−p)ad
(k)
B(η)(b

∗−q)ξ 〉
∣∣∣

≤ Cκ2‖(N+ + 1)1/2ξ‖2 + Cκ3/2‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖. (4.69)

Finally, we consider the first sum on the r.h.s. of (4.56). From Lemma 2.5, each
operator

κ√
N

∑

p,q∈�∗
+:p+q �=0

V̂ (p/N )ad(r)
B(η)(b

∗
p+q)a

∗−paq (4.70)
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can be written as the sum of 2r r ! terms having the form

P = κ√
N

∑

p,q∈�∗
+:p+q �=0

V̂ (p/N )N−k1�
(1)
�,�(η

j1, . . . , η jk1 ; η
1
p+qϕα1(p+q))

∗

× �∗
i1 . . . �∗

1a
∗−paq (4.71)

for i1, k1, 1 ∈ N, j1, . . . , jk1 ∈ N\{0}, α1 = 1 if 1 is even, α1 = −1 if 1 is odd. To
bound the expectation of P we distinguish three cases.

If 1 ≥ 2, we bound (proceeding as in Lemma 4.1)

|〈ξ,Pξ 〉| ≤ Cκ√
N

∑

p,q∈�∗
+:p �=−q

|ηp+q |1 ‖a−p�1..�i1N
−k1

× �(1)(η j1, . . . , η jk1 ;ϕα1(p+q))ξ‖‖aqξ‖
≤ Crκr+1

∑

p,q∈�∗
+:p �=−q

1

(p + q)4

{
‖a−pξ‖ +

r

Np2
‖(N+ + 1)1/2ξ‖

}
‖aqξ‖

≤ Cr (1 + r/N )κr+1‖(N+ + 1)1/2ξ‖2.
If 1 = 1, we commute the operator a−(p+q) (or the b−(p+q) operator) appearing in

the �(1)-operator in (4.71) to the right, and the operator a∗−p to the left (it is important
to note that [a−(p+q), a∗−p] = 0 since q �= 0). We find

|〈ξ,Pξ 〉| ≤ Crκr+1√
N

∑

p,q∈�∗
+:p �=−q

|V̂ (p/N )| 1

(p + q)2

{ r

Np2
‖(N+ + 1)ξ‖‖aqξ‖

+
1

N (p + q)2
‖a−p(N+ + 1)1/2ξ‖‖aqξ‖ + ‖a−pξ‖‖a−(p+q)aqξ‖

}

≤ Crκr+1‖(N+ + 1)1/2ξ‖2

Finally, if 1 = 0 we only commute a∗−p to the left. We find (similarly as in
Lemma 4.1)

|〈ξ,Pξ 〉| ≤
∣∣∣∣∣∣

κ√
N

∑

p,q∈�∗
+:p+q �=0

V̂ (p/N )〈R ap+qa−pξ, aqξ 〉
∣∣∣∣∣∣

+
Crrκr+1

N

∑

p,q∈�∗
+:p �=−q

|V̂ (p/N )|
p2

‖ap+qξ‖‖aqξ‖ (4.72)

for an operator R with ‖Rξ‖ ≤ Crκr . To bound the first term, we switch to position
space. We find, similarly to (4.46),

|〈ξ,Pξ 〉| ≤ κ

∫

�×�

dxdy N 5/2V (N (x − y))‖R ǎx ǎyξ‖‖ǎxξ‖

+
Crrκr+1

N

∑

p,q∈�∗
+:p �=−q

|V̂ (p/N )|
p2

‖ap+qξ‖‖aqξ‖

≤ Crκr+1/2‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖ + Crrκr+1‖(N+ + 1)1/2ξ‖2.
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From (4.70), summing over all r ∈ N, we conclude that the expectation of the first sum
on the r.h.s. of (4.56) is bounded, if ‖V ‖1 is small enough, by

∣∣∣
∑

r≥0

(−1)r

r !
κ√
N

∑

p,q∈�∗
+:p+q �=0

V̂ (p/n)〈ξ, ad(r)
B(η)(b

∗
p+q)a

∗−paqξ 〉
∣∣∣

≤ Cκ‖(N+ + 1)1/2ξ‖2 + Cκ1/2‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖.

From (4.56), (4.59), (4.69) and the last equation, it follows that for every δ > 0 there
exists C > 0 such that

±G(3)
N ≤ δVN + Cκ(N+ + 1).

��

4.5. Analysis of G(4)
N . With L(4)

N as defined in (3.3), we write

G(4)
N = e−B(η)L(4)

N eB(η)

= VN +
κ

2N

∑

q∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηq+rηq

+
κ

2N

∑

q,r∈�∗
+:r �=−q

V̂ (r/N ) ηq+r

(
bqb−q + b∗

qb
∗−q

)
+ E (4)

N . (4.73)

In the next proposition, we estimate the error term E (4)
N .

Proposition 4.7. Let the assumptions of Proposition 3.2 be satisfied (in particular, sup-
pose κ ≥ 0 is small enough). Then, for every δ > 0 there exists C > 0 such that, on
F∗
+ ,

±E (4)
N ≤ δVN + Cκ(N+ + 1).

Proof. We have

e−B(η)L(4)
N eB(η)

= κ

2N

∑

p,q∈�∗
+,r∈�∗:r �=−p,q

V̂ (r/N )e−B(η)a∗
pa

∗
qaq−r ap+r e

B(η)

= VN +
κ

2N

∑

p,q∈�∗
+,r∈�∗:r �=−p,q

V̂ (r/N )

∫ 1

0
ds e−sB(η)

[
a∗
pa

∗
qaq−r ap+r , B(η)

]
esB(η)

= VN +
κ

2N

∑

q∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηq+r

∫ 1

0
ds

(
e−sB(η)b∗

qb
∗−qe

sB(η) + h.c.
)

+
κ

N

∑

p,q∈�∗
+,r∈�∗:r �=p,−q

V̂ (r/N )ηq+r

∫ 1

0
ds

(
e−sB(η)b∗

p+r b
∗
qa

∗−q−r ape
sB(η) + h.c.

)
.

(4.74)
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Now we observe that

e−sB(η)a∗−q−r ape
sB(η)

= a∗−q−r ap +
∫ s

0
dτ e−τ B(η)

[
a∗−q−r ap, B(η)

]
e−τ B(η)

= a∗−q−r ap +
∫ s

0
dτ e−τ B(η)

(
ηpb

∗−pb
∗−q−r + ηq+r bpbq+r

)
e−τ B(η).

Inserting in (4.74) and using Lemma 2.6, we obtain

e−B(η)L(4)
N eB(η) − VN = W1 +W2 +W3 +W4,

where we defined

W1 =
∞∑

n,k=0

(−1)n+k

n!k!(n + k + 1)

× κ

2N

∑

q∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηq+r

(
ad(n)

B(η)(bq)ad
(k)
B(η)(b−q) + h.c.

)

W2 =
∞∑

n,k=0

(−1)n+k

n!k!(n + k + 1)

× κ

N

∑

p,q∈�∗
+,r∈�∗:r �=p,−q

V̂ (r/N )ηq+r

(
ad(n)

B(η)(b
∗
p+r )ad

(k)
B(η)(b

∗
q)a

∗−q−r ap + h.c.
)

(4.75)

and

W3 =
∞∑

n,k,i, j=0

(−1)n+k+i+ j

n!k!i ! j !(i + j + 1)(n + k + i + j + 2)

× κ

N

∑

p,q∈�∗
+,r∈�∗:r �=−p−q

V̂ (r/N )ηq+rηp

×
(
ad(n)

B(η)(b
∗
p+r )ad

(k)
B(η)(b

∗
q)ad

(i)
B(η)(b

∗−p)ad
( j)
B(η)(b

∗−q−r ) + h.c.
)

W4 =
∞∑

n,k,i, j=0

(−1)n+k+i+ j

n!k!i ! j !(i + j + 1)(n + k + i + j + 2)

× κ

N

∑

p,q∈�∗
+,r∈�∗:r �=−p−q

V̂ (r/N )η2q+r

×
(
ad(n)

B(η)(b
∗
p+r )ad

(k)
B(η)(b

∗
q)ad

(i)
B(η)(bp)ad

( j)
B(η)(bq+r ) + h.c.

)
. (4.76)

We consider, first of all, the expectation of the termW2. Since we will need the potential
energy operator to bound this term, it is convenient to switch to position space. OnF≤N

+ ,
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we find

W2 =
∞∑

n,k=0

(−1)n+k

n!k!(n + k + 1)

× κ

∫

�×�

dxdyN 2V (N (x − y))
(
ad(n)

B(η)(b̌
∗
x )ad

(k)
B(η)(b̌

∗
y)a

∗(η̌x )ǎy + h.c.
)

(4.77)

with the notation η̌x (z) = η̌(x − z). With Cauchy–Schwarz, we find
∣∣∣κ

∫

�×�

dxdy N 2V (N (x − y))〈ξ, ad(n)
B(η)(b̌

∗
x )ad

(k)
B(η)(b̌

∗
y)a

∗(η̌x )ǎyξ 〉
∣∣∣

≤ κ

∫

�×�

dxdy N 2V (N (x − y))

× ‖(N+ + 1)1/2ad(k)
B(η)(b̌y)ad

(n)
B(η)(b̌x )ξ‖‖(N+ + 1)−1/2a∗(η̌x )ǎyξ‖.

We bound

‖(N+ + 1)−1/2a∗(η̌x )ǎyξ‖ ≤ Cκ‖ǎyξ‖.
With Lemma 2.5, we estimate ‖(N+ + 1)1/2ad(k)

B(η)(b̌y)ad
(n)
B(η)(b̌x )ξ‖ by the sum of

2n+kn!k! terms of the form

T =
∥∥∥(N+ + 1)1/2�1 . . . �i1N

−k1�
(1)
�,�(η

j1, . . . , η jk1 ; η̌1
y )

×�′
1 . . . �′

i2N
−k2�

(1)
�,�(η

m1, . . . , ηmk2 ; η̌2
x )ξ

∥∥∥ (4.78)

with i1, i2, k1, k2, 1, 2 ≥ 0, j1, . . . , jk1 ,m1, . . . ,mk2 ≥ 0 and where each �i and �′
i

operator is either a factor (N − N+)/N , (N − N+ + 1)/N or a �(2)-operator (here η̌1

indicates the function with Fourier coefficients given by η
1
p , for all p ∈ �∗

+).
With Lemma 4.6, we find

T ≤ (n + 1)Ck+nκk+n
{
‖(N+ + 1)3/2ξ‖ + ‖ǎy(N+ + 1)ξ‖ + ‖ǎx (N+ + 1)ξ‖

+ N‖(N+ + 1)1/2ξ‖ +
√
N‖ǎx ǎyξ‖

}
. (4.79)

For ξ ∈ F≤N
+ , we obtain

∣∣∣∣κ
∫

�×�

dxdyN 2V (N (x − y))〈ξ, ad(n)
B(η)(b̌

∗
x )ad

(k)
B(η)(b̌

∗
y)a

∗(η̌x )ǎyξ 〉
∣∣∣∣

≤ (n + 1)!k!Cn+kκn+k+2
∫

�×�

dxdy N 2V (N (x − y))‖ayξ‖

×
{
N‖(N+ + 1)1/2ξ‖ + N‖ǎxξ‖ + N‖ǎyξ‖ + N 1/2‖ǎx ǎyξ‖

}

≤ (n + 1)!k!Cn+kκn+k+3/2‖(N+ + 1)1/2ξ‖‖(VN +N+ + 1)1/2ξ‖
and therefore, if κ is small enough,

|〈ξ,W2ξ 〉| ≤ Cκ2‖(N+ + 1)1/2ξ‖2 + Cκ3/2‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖. (4.80)



Complete Bose–Einstein Condensation in the Gross–Pitaevskii Regime 1019

Next, let us consider the termW3, defined in (4.76). As above, we switch to position
space. We find

W3 =
∞∑

n,k,i, j=0

(−1)n+k+i+ j

n!k!i ! j !(i + j + 1)(n + k + i + j + 2)

× κ

∫
dxdy N 2V (N (x − y))

×
(
ad(n)(b̌∗

x )ad
(k)
B(η)(b̌

∗
y)ad

(i)
B(η)(b

∗(η̌x ))ad( j)
B(η)(b

∗(η̌y)) + h.c.
)

. (4.81)

With Cauchy–Schwarz, we have
∣∣∣∣κ

∫
dxdyN 2V (N (x − y))〈ξ, ad(n)

B(η)(b̌
∗
x )ad

(k)
B(η)(b̌

∗
y)ad

(i)
B(η)(b̌

∗(η̌x ))ad( j)
B(η)(b̌(η̌y))ξ 〉

∣∣∣∣

≤ κ

∫
dxdy N 2V (N (x − y)) ‖(N+ + 1)1/2ad(k)

B(η)(b̌y)ad
(n)
B(η)(b̌x )ξ‖

× ‖(N+ + 1)−1/2ad(i)
B(η)(b(η̌x ))ad

( j)(b(η̌y))ξ‖.

Expanding ad(i)
B(ηt )

(b(η̌x ))ad( j)(b(η̌y)) as in Lemma 2.5 and using Lemma 4.6 (with 1

and 2 replaced by 1 + 1 and 2 + 1, so that we can always use the inequality (4.53)),
we obtain

‖(N+ + 1)−1/2ad(i)
B(η)(b(η̌x ))ad

( j)(b(η̌y))ξ‖ ≤ i ! j !Ci+ jκ i+ j+2‖(N+ + 1)1/2ξ‖ (4.82)

As for the norm ‖(N+ + 1)1/2ad(k)
B(η)(b̌y)ad

(n)
B(η)(b̌x )ξ‖, we can estimate by the sum of

2n+kn!k! contributions of the form (4.78). With (4.79), we conclude that, if κ is small
enough,

|〈ξ,W3ξ 〉| ≤ Cκ2‖(N+ + 1)1/2ξ‖2 + Cκ3/2‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖. (4.83)

The term W4 in (4.76) can be bounded similarly. First, we switch to position space.
We find

W4 =
∞∑

n,k,i, j=0

(−1)n+k+i+ j

n!k!i ! j !(i + j + 1)(n + k + i + j + 2)

× κ

∫
dxdy N 2V (N (x − y))

(
ad(n)(b̌x )ad

(k)(b̌y)ad
(i)(b(η̌2x ))ad

( j)(b̌y) + h.c.
)

.

(4.84)

The expectation of the operators on the r.h.s. of (4.84) can be bounded similarly as we
did for the operators on the r.h.s. of (4.81). The only difference is the fact that now we
have to replace the estimate (4.82) with

‖(N+ + 1)−1/2ad(i)(b(η̌2x ))ad
( j)(b̌y)ξ‖ ≤ i ! j !Ci+ jκ i+ j+2

[
‖(N+ + 1)1/2ξ‖ + ‖ayξ‖

]
.

We arrive at

|〈ξ,W4ξ 〉| ≤ Cκ2‖(N+ + 1)1/2ξ‖2 + Cκ3/2‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖. (4.85)
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Finally, we consider the term W1 in (4.75). Here, we separate contributions with
(n, k) = (0, 0), (0, 1) by writing:

W1 = κ

2N

∑

q�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηr+q(bqb−q + h.c.)

− κ

4N

∑

q∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηq+r
(
bq

[
B(η), b−q

]
+ h.c.

)
+ W̃1 (4.86)

where

W̃1 =
∗∑

n,k

(−1)n+k

n!k!(n + k + 1)

κ

2N
∑

q∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηq+r

(
ad(n)

B(η)(bq)ad
(k)
B(η)(b−q) + h.c.

)
(4.87)

and where the sum
∑∗

n,k runs over all pairs (n, k) �= (0, 0), (0, 1).
The first term on the r.h.s. of (4.86) does not enter the definition (4.73) of the error

term E (4)
N . We do not have to estimate it. As for the second term on the r.h.s. of (4.86),

we compute the commutator

[B(η), b−q ] = −ηq(1 − N+/N )b∗
q +

1

N

∑

m∈�∗
+

ηmb
∗
ma

∗−ma−q

Hence

κ

N

∑

q∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηr+qbq
[
B(η), b−q

]

= − κ

N

∑

q∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηr+qηqbqb
∗
q

(
1 − N+ + 1

N

)

+
κ

N 2

∑

q,m∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηr+qηmbqb
∗
ma

∗−ma−q

and therefore

κ

N

∑

q∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηr+qbq
[
B(η), b−q

]

= − κ

N

∑

q∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηr+qηq

(
1 − N+

N

)(
1 − N+ + 1

N

)

+
2κ

N 2

∑

q∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηr+qηqa
∗
qaq

(
1 − N+ + 1

N

)

+
κ

N 3

∑

q,m∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηr+qηma
∗
ma

∗−maqa−q .



Complete Bose–Einstein Condensation in the Gross–Pitaevskii Regime 1021

We conclude that

κ

N

∑

q∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηr+qbq
[
B(η), b−q

]
+

κ

N

∑

q∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηr+qηq

= T1 + T2 + T3

with

T1 = κ

N 2

∑

q∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηr+qηq(2N+ + 1 +N+/N +N 2
+ /N )

T2 = 2κ

N 2

∑

q∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηr+qηqa
∗
qaq

(
1 − N+ + 1

N

)

T3 = κ

N 3

∑

q,m∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηr+qηma
∗
ma

∗−maqa−q .

Since
κ

N 2

∑

q∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )
1

(r + q)2q2
≤ C < ∞ (4.88)

uniformly in N , we easily find

|〈ξ,T1ξ 〉| ≤ Cκ‖(N+ + 1)1/2ξ‖2

Furthermore,

|〈ξ,T2ξ 〉| ≤ 2κ3

N 2

∑

q∈�∗
+,r∈�∗:r �=−q

|V̂ (r/N )| 1

(r + q)2q2
‖aqξ‖2

≤ CN−1κ3‖(N+ + 1)1/2ξ‖2.
Finally, we consider the term T3. To this end, we switch to position space. We find

T3 = κ

N 3

∑

q,m∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηr+qηma
∗
ma

∗−maqa−q

= κ

∫

�×�

dxdy V (N (x − y))η̌(x − y)Bǎx ǎy

where B = ∑
m∈�∗

+
ηma∗

ma
∗−m . Since ‖B∗ξ‖ ≤ Cκ‖(N+ + 1)ξ‖, we obtain

|〈ξ,T3ξ 〉| ≤ Cκ2‖(N+ + 1)1/2ξ‖
∫

�×�

dxdy N 1/2V (N (x − y))|η̌(x − y)|‖ǎx ǎyξ‖

≤ Cκ2‖(N+ + 1)1/2ξ‖
∫

�×�

N 3/2V (N (x − y))‖axayξ‖

≤ CN−1κ3/2‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖.
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Let us now focus on the expectation of (4.87). According to Lemma 2.5, the operator

κ

N

∑

q∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηq+rad
(n)(bq)ad

(k)(b−q)

can be written as the sum of 2n+kn!k! terms having the form

X = κ

N

∑

q∈�∗
+,r∈�∗:r �=−q

V̂ (r/N )ηq+r�1 . . . �i1N
−k1�

(1)
�,�(η

j1, . . . , η jk1 ; η1
q ϕα1q)

× �′
1 . . . �′

i2N
−k2�

(1)
�′,�′(ηm1, . . . , ηmk2 ; η2

q ϕ−α2q)

where i1, i2, k1, k2, 1, 2 ∈ N, j1, . . . , jk1 ,m1, . . . ,mk2 ∈ N\{0}, αi = 1 if i is even
and αi = −1 if i is odd. To bound the expectation of the operator X, we distinguish
two cases.

If 1 + 2 ≥ 1, we use Lemma 4.1 to estimate

|〈ξ,Xξ 〉| ≤ Cn+kκn+k+2‖(N+ + 1)1/2ξ‖N−1
∑

q,r∈�∗
+:r �=−q

|V̂ (r/N )|
(q + r)2

×
{
1

q4
(1 + k/N )‖(N+ + 1)1/2ξ‖ +

1

q2
‖aqξ‖ +

1

Nq2
‖(N+ + 1)1/2ξ‖

}
.

Here we used the fact that we excluded the pairs (n, k) = (0, 0), (0, 1) to make sure
that, if 1 = 0 and 2 = 1, then either k1 > 0 or k2 > 0 or at least one of the operators
� or �′ has to be a �(2)-operator. From (4.88) and from the similar bound

sup
q

1

N

∑

r

|V̂ (r/N )| 1

(q + r)2
≤ C < ∞

uniformly in N , we conclude that, for 1 + 2 ≥ 1,

|〈ξ,Xξ 〉| ≤ Cκ2‖(N+ + 1)1/2ξ‖2. (4.89)

For 1 = 2 = 0, we use Lemma 4.1 to write

X = κ

N

∑

q∈�∗
+,r∈�∗

V̂ (r/N )ηq+r
[
Aq + Baqa−q

] =: X1 + X2,

where

|〈ξ,Aqξ 〉| ≤ Cn+kκn+k k

Nq2
‖(N+ + 1)1/2ξ‖2

and (since we excluded the term with (n, k) = (0, 0))

‖B∗ξ‖ ≤ Cn+k N−1κn+k‖(N+ + 1)ξ‖.
We immediately obtain that

|〈ξ,X1ξ 〉| ≤ Cn+kκn+k+2

N 2

∑

q∈�∗
+,r∈�∗

V̂ (r/N )
1

(q + r)2q2
‖(N+ + 1)1/2ξ‖2

≤ Cn+kκn+k+2‖(N+ + 1)1/2ξ‖2



Complete Bose–Einstein Condensation in the Gross–Pitaevskii Regime 1023

and, switching to position space,

|〈ξ,X2ξ 〉| =
∣∣∣κ

∫

�×�

dxdy N 2V (N (x − y))η(x − y)〈B∗ξ, ǎx ǎyξ 〉
∣∣∣

≤ κ

∫

�×�

dxdyN 2V (N (x − y))|η(x − y)|‖ǎx ǎyξ‖‖B∗ξ‖

≤ Cκn+k+2‖(N+ + 1)1/2ξ‖
∫

�×�

dxdyN 5/2V (N (x − y))‖ǎx ǎyξ‖

≤ Cκn+k+3/2‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖.

Combining the last two bounds with (4.89), and then summing over all n, k, we find

|〈ξ, W̃1ξ 〉| ≤ Cκ2‖(N+ + 1)1/2ξ‖2 + Cκ3/2‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖.

With (4.75), (4.76), (4.80), (4.83), (4.85), we conclude the proof of the proposition. ��

4.6. Proof of Proposition 3.2. Combining the results of Propositions 4.2, 4.3, 4.4, 4.5
and 4.7, we conclude that the excitation Hamiltonian GN defined in (3.14) is such that

GN = (N − 1)

2
κ V̂ (0) +

∑

p∈�∗
+

ηp

⎡

⎣p2ηp + κ V̂ (p/N ) +
κ

2N

∑

r∈�∗:r �=−p

V̂ (r/N )ηp+r

⎤

⎦

+
∑

p∈�∗
+

⎡

⎣p2ηp + κ
V̂ (p/N )

2
+

κ

2N

∑

r∈�∗:r �=−q

V̂ (r/N )ηp+r

⎤

⎦
[
bpb−p + b∗

pb
∗−p

]

+K + VN + EN
where the operator EN is such that, for all δ > 0 there exists C > 0 with

±EN ≤ δ(K + VN ) + Cκ(N+ + 1).

With (3.13), we obtain

GN = (N − 1)

2
κ V̂ (0) +

κ

2

∑

p∈�∗
+

V̂ (p/N )ηp +K + VN + EN

+
∑

p∈�∗
+

ηp

⎡

⎣−κ
V̂ (p/N )η0

2N
+ λN

3χ̂(p) + λN
2

∑

q∈�∗
χ̂(p − q)ηq

⎤

⎦

+
∑

p∈�∗
+

⎡

⎣N 3λχ̂(p) + N 2λ

∑

q∈�∗
χ̂(p − q)ηq − κ

2N
V̂ (p/N )η0

⎤

⎦

× (bpb−p + b∗
pb

∗−p). (4.90)

With the definition (3.9) and with the estimate (3.11) we find that
∣∣∣∣∣∣
(N − 1)

2
κ V̂ (0) +

κ

2

∑

p∈�∗
+

V̂ (p/N )ηp − Nκ

2

∫
N 3V (Nx) f(Nx)dx

∣∣∣∣∣∣
≤ Cκ.
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With the approximate identity (3.7), we conclude that
∣∣∣∣∣∣
(N − 1)

2
κ V̂ (0) +

κ

2

∑

p∈�∗
+

V̂ (p/N )ηp − 4πa0N

∣∣∣∣∣∣
≤ Cκ.

As for the terms on the second line on the r.h.s. of (4.90), they are all at most of order
one. The first term can be estimated with (3.11) by

∣∣∣
κ

N

∑

p∈�∗
+

V̂ (p/N )ηpη0

∣∣∣ ≤ Cκ3

N

∑

p∈�∗
+

V̂ (p/N )

p2
≤ Cκ3

similarly to (4.46). The second term can be controlled using Lemma 3.1, part (i), which
implies that λN 3 ≤ Cκ . We find

∣∣∣∣∣∣
N 3λ

∑

p∈�∗
+

χ̂(p)ηp

∣∣∣∣∣∣
≤ Cκ‖χ‖‖η‖ ≤ Cκ2.

As for the third term, we use again the bound N 3λ ≤ Cκ to estimate
∣∣∣λN

2
∑

p∈�∗
+,q∈�∗

χ̂(p − q)ηqηp

∣∣∣ ≤ CN−1κ‖η‖2 ≤ CN−1κ3

Next, we bound the expectation of the operator on the last line on the r.h.s. of (4.90).
The first contribution can be estimated by
∣∣∣N 3λ

∑

p∈�∗
+

χ̂(p)〈ξ, bpb−pξ 〉
∣∣∣ ≤ Cκ‖(N+ + 1)1/2ξ‖

∑

p∈�∗
+

|χ̂(p)‖a−pξ‖

≤ Cκ‖χ‖‖(N+ + 1)1/2ξ‖2 ≤ Cκ‖(N+ + 1)1/2ξ‖2.
Similarly,

∣∣∣N 2λ

∑

p∈�∗
+,q∈�∗

χ̂(p − q)ηq〈ξ, bpb−pξ 〉
∣∣∣ ≤ CN−1κ‖χ̂ ∗ η‖‖(N+ + 1)1/2ξ‖2

≤ CN−1κ‖(N+ + 1)1/2ξ‖2.
Finally, to estimate the contribution of the last term on the last line on the r.h.s. of (4.90),
we switch to position space. We find

∣∣∣
κ

2N

∑

p∈�∗
+

V̂ (p/N )η0〈ξ, bpb−pξ 〉
∣∣∣ ≤ Cκ

∫
dxdy N 2V (N (x − y))‖ǎx ǎyξ‖‖ξ‖

≤ CN−1/2κ3/2‖V1/2
N ξ‖‖ξ‖.

We conclude that

GN = 4πa0N +K + VN + ẼN



Complete Bose–Einstein Condensation in the Gross–Pitaevskii Regime 1025

where the error term ẼN is such that, for all δ > 0 there exists a constant C > 0 such
that

±ẼN ≤ δ(K + VN ) + Cκ(N+ + 1). (4.91)

The statement of Proposition 3.2 now follows by the remark that, on F≤N
+ , N+ ≤

(2π)−2K (i.e. the kinetic energy operator onF≤N
+ is gapped). Taking for example δ = 1

in (4.91), we find

GN ≤ 4πa0N + 2(K + VN ) + C(N+ + 1) ≤ 4πa0N + C(K + VN + 1).

Taking instead δ = 1/3, we find the lower bound

GN ≥ 4πa0N +
2

3
(K + VN ) − Cκ(N+ + 1) ≥ 4πa0N +

[
2

3
− Cκ

(2π)2

]
(K + VN ) − C.

Now, if κ ≥ 0 is small enough, we obtain that

GN ≥ 4πa0N +
1

2
(K + VN ) − C ≥ 4πa0N + 2π2N+ − C,

which completes the proof of Proposition 3.2.
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