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Abstract
Objective: Autism spectrum disorder (ASD) is a neurodevelopmental condition with a heterogeneous phenotype. The role of biomarkers in ASD diagnosis has been highlighted; cortical thickness has proved to be involved in the etiopathogenesis of ASD core symptoms. We apply support vector machine, a supervised machine learning method, in order to identify specific cortical thickness alterations in ASD subjects.

Methods: A sample of 76 subjects (9.5 ± 3.4 years old) has been selected, 40 diagnosed with ASD and 36 typically developed subjects. All children underwent a magnetic resonance imaging (MRI) examination; T1-MPRAGE sequences were analyzed to extract features for the characterization and parcellation of regions of interests (ROI); average cortical thickness (CT) has been measured for each ROI. For the classification process, the extracted features were used as input for a classifier to identify ASD subjects through a “learning by example” procedure; the features with best performance was then selected by “greedy forward-feature selection.” Finally, this model underwent a leave-one-out cross-validation approach.

Results: From the training set of 68 ROIs, five ROIs reached accuracies of over 70%. After this phase, we used a recursive feature selection process in order to identify the eight features with the best accuracy (84.2%). CT resulted higher in ASD compared to controls in all the ROIs identified at the end of the process.

Conclusion: We found increased CT in various brain regions in ASD subjects, confirming their role in the pathogenesis of this condition. Considering the brain development curve during ages, these changes in CT may normalize during development. Further validation on a larger sample is required.
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1 | INTRODUCTION

Autism spectrum disorder (ASD) is a neurodevelopmental condition that includes a wide phenotypic range (Lord et al., 2000); there is now a single diagnosis of autism spectrum disorder in DSM 5 that replaces the different subdivisions—autistic disorder, Asperger’s disorder, and pervasive developmental disorder—not otherwise specified (PDD-NOS). The main clinical features of ASD are early-onset impairment in social communication, repetitive behaviors, and restricted interests (Honey et al., 2012). ASD has a complex pathophysiology that has not been completely elucidated. Combinations of environmental and genetic factors causing aberrant development of brain regions have been linked to the disorder (Bhandari et al., 2020; Embertti et al., 2019), which usually onsets in the early years of life (Embertti et al., 2019). In the last decades, a dramatic increase in ASD prevalence has been recorded, being estimated to one subject in 59 (Baio et al., 2018). Such an evidence could be partially related to the recent innovations in diagnostic criteria, but could also account for a higher attention on this condition and a real increase in incidence (Tordjman et al., 2014). Therefore, the construction and validation of diagnostic resources aimed to address early tailored treatment strategies is a striking target of the current research. Most diagnostic procedures rely on standardized assessment tests and on clinical observation (Bishop et al., 2008). Machine learning (ML) techniques applied to brain magnetic resonance imaging (MRI) could likely help to identify disease-specific biomarkers. ML methods aim to automatically identify patterns from data, without any a-priori knowledge. Patterns learnt from the training set are then used to infer models, which are applied to new, unseen data (Squarcina et al., 2019). According to a recent review (Moon et al., 2019) ML approaches have proved to be reliable especially in studies on structural MRI (sMRI). Support vector machine (SVM) is a supervised ML method which has proved to be considerably effective, and it is commonly used for classification purposes in biological assessment (Cortes & Vapnik, 1995; Lee et al., 2019; Vapnik, 2013). In recent years, various studies have focused on the SVM classification of ASD from sMRI data, confirming the reliability of such an approach with satisfying accuracy outcomes. Although results show some heterogeneity, classification accuracy can reach values over 90% (Almeida et al., 2017; Bi et al., 2018; Chaddad et al., 2017; Demirhan, 2018; Ecker et al., 2010; Hoeft et al., 2011; Retico et al., 2016; Sabuncu & Konukoglu, 2015; Subbaraju et al., 2015; Xiao et al., 2017), confirmed also by a recent systematic review and meta-analysis (Moon et al., 2019). Studies demonstrated that a multivariate approach may be of benefit in the study of ASD: in example, Rakic and colleagues (2020) showed that using functional MRI together with structural MRI consistently improves performances.

ML studies highlight the involvement of various brain areas in ASD, especially in hippocampus and corpus callosum (Bi et al., 2018; Demirhan, 2018; Fu et al., 2021; Hoeft et al., 2011; Richards et al., 2020), cingulate and temporal regions (Almeida et al., 2017; Retico et al., 2016). Subcortical and limbic areas also resulted relevant for the classification (Sarovic et al., 2020), with an accuracy of around 80%.

Significant outcomes

Support vector machine (SVM), a supervised machine learning technique, provides a relevant and innovative approach in detecting biomarkers in Autism Spectrum Disorder (ASD). The present study detected an increased cortical thickness (CT) in ASD children compared to typically developed subjects in cortical areas putatively involved in the pathogenesis of ASD core symptoms. Our findings suggest the trajectory of brain development of ASD children distances itself from typically developing children, especially in brain regions which are involved in information processing, social relationships and decision making.

Limitations

The main limitation is related to the small sample size of participant groups; the present findings, therefore, need to be replicated in a larger sample in order to validate the present SVM method.

Previous evidence describes conflicting results regarding cortical thickness (CT) (Moon et al., 2019), reporting both increase and reduction in CT in different brain regions (Chung et al., 2005; Hyde et al., 2010; Misaki et al., 2012; Pagnozzi et al., 2018; Sarovic et al., 2020; Scheel et al., 2011) in ASD subjects. Cortical development trajectories in ASD subjects report an early hyperplasia in the first years of life (Brun et al., 2009; Carper & Courchesne, 2005; Carper et al., 2002), followed by nearly normalization in successive stages (Hyde et al., 2010); this suggests that a process of early brain overgrowth, followed by volume plateau and decline, could be considered a biologic hallmark of this disease. Thickness alterations in specific brain regions seem to have a specific correlation with clinical features: frontal lobes thickness is likely associated with more severe social impairment (Richter et al., 2015; van Rooij et al., 2018) and repetitive behaviors (Kohls et al., 2014); temporal lobe and anterior cingulate cortex thickness correlates with motor stereotype severity (Hardan et al., 2009), attention, and executive functions (Achiron et al., 2013; Urbain et al., 2016); and orbitofrontal thickness is presumably implied in social cognition (Chung et al., 2005; Jiao et al., 2010) and theory of mind impairment (Girgis et al., 2007). Other studies support the role of CT as a functional biomarker: more specifically, increased thickness was found to be associated with more compromised language skills (Sharada et al., 2016, 2017) and global performance (Moradi et al., 2017; Sato et al., 2013). The deviation from the physiological cortical growth trajectory could reflect a structural and functional disruption in the connectivity network (Lewis & Elman, 2008), producing a functional performance ineffective for “high level” integration and processing (Narzisi et al., 2013; Wass, 2011). According to this and other evidence from the literature, it has been hypothesized that delayed maturation of the cortex could be a core feature of ASD pathogenesis (Raznahan et al., 2011; Shaw et al., 2008).
In this study, we aimed to apply SVM classification on CT, which seems to be a sensitive clinical biomarker for specific ASD traits (Gebauer et al., 2015) and has been hypothesized to be directly related to dendritic arborization and pruning (Huttenlocher et al., 1990). Unlike other works in the field, our aim was to identify a small number of specific brain areas which differentiate the most between patients with autism and controls: this could shed some light on the biologic etiology of the disease.

2 | AIMS OF THE STUDY

With this work, we aim to automatically identify brain regions potentially affected by ASD. The identification of brain imaging markers for autism may be of great importance for defining the etiology of the disorder. We aim to use a completely automatic machine learning method to exclude any bias given by a-priori hypotheses.

3 | METHODS

3.1 | Data set

We selected a sample of 76 children, 40 diagnosed with ASD (36 males, 8.9 ± 3.5 years old) and 36 typically developed subjects (31 males, 9.5 ± 3.4 years old). Children were recruited at “La Nostra Famiglia,” Scientific Institute IRCCS “E. Medea,” Pasian di Prato, Udine, Italy. Recruitment procedures were similar to a previous work from our group (Mengotti et al., 2011). The ASD diagnosis fulfilled the DSM-IV criteria and the autism diagnostic observation schedule (ADOS) was validated through a consensus meeting between a child psychiatrist and a child psychologist. Illness severity was determined using the childhood autism rating scale (CARS). None of the patients had comorbid attention deficit hyperactivity disorder (ADHD), seizure disturbance, or any other associated disorder known to cause autism. Typically developed subjects, chosen as a control group, were not suffering from any major medical, neurological or developmental problem. The subjects had no history of seizures or head injuries. None of the children was taking or had ever taken any psychotropic medications. Intelligence quotient (IQ) was determined with the Leiter-R or the Griffiths or the Wechsler intelligence scale for children (WISC) IV scales.

All children underwent an MRI examination, mostly under sedation because of their young age or inability to remain still. MRI scans were checked for abnormalities by an experienced radiologist and no evidence of gross central nervous system abnormalities was detected.

Demographic and clinical information on the sample is reported in Table 1. There was no difference in age or IQ between patients with autism or controls.

The research was approved by the Ethics Committee of the Scientific Institute IRCCS “E. Medea,”

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Demographic and clinical information</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Typically developed subjects (N = 36)</td>
</tr>
<tr>
<td>Age (SD)</td>
<td>9.5 (3.4)</td>
</tr>
<tr>
<td>Sex</td>
<td>28 males</td>
</tr>
<tr>
<td>IQ</td>
<td>80.9 (15.3)</td>
</tr>
<tr>
<td>ADOS total score</td>
<td>–</td>
</tr>
<tr>
<td>NEPSY attention/executive</td>
<td>–</td>
</tr>
<tr>
<td>NEPSY sensomotory</td>
<td>–</td>
</tr>
<tr>
<td>NEPSY visuospatial</td>
<td>–</td>
</tr>
<tr>
<td>NEPSY memory</td>
<td>–</td>
</tr>
</tbody>
</table>

Abbreviations: ADOS, autism diagnostic observation schedule; NEPSY, a developmental NEuroPSYchological assessment; SD, standard deviation.

3.2 | Image acquisition

MRI scans were acquired using a 1.5T Siemens Magnetom Symphony Maestro Class, Syngo MR 2002B. A 3D T1 sequence (sagittal plane) was acquired covering the entire brain (TR = 1750 ms, TE = 3.93 ms, flip angle = 15°, FOV = 238 × 238, slice thickness = 1.25 mm, 120 slices, matrix size = 410 × 512, TI = 1100). Data were visually inspected for artifacts and image quality.

3.3 | Feature extraction

T1-MPRAGE images were analyzed to extract features for the characterization of cortical structures. Brain cortex parcellation was computed using FreeSurfer software package (version 4.3.1 http://surfer.nmr.mgh.harvard.edu/). A mesh of the pial surface and of the boundaries between white matter (WM) and gray matter (GM) are calculated for every hemisphere. The shortest distance between each vertex of a mesh to the complementary surface has been calculated and linked to the vertex as CT. Then the meshes are automatically divided into gyral based regions of interest (ROIs) using the Desikan-Killiany atlas included in FreeSurfer (Desikan et al., 2006).

The characterization of cortical ROIs has been done by measuring their average CT, which was then normalized in respect to brain total cortical volume. Possible influences of age differences in CT are taken into account using the generalized linear model (GLM) approach: data were linearly fit to a model and residues, that is, the portion of data not explicable by age, were retained for further analysis.

3.4 | Classification procedure

The extracted features were used as input for a classifier to detect subjects with autism by adopting a learning by example procedure. SVM provide a classification method that projects data to higher
dimensional spaces, with the aim of distinguishing more easily, in respect to the original space, samples belonging to different classes. SVM perform a linear separation between classes, exploiting the principle of maximum margin, to find the best hyperplane in terms of classes’ separation. In SVM, a parameter is present (usually known as C) which controls the relationship between the error of classification and the generalizability of the model: a large C gives a high penalty to misclassified samples during the in-training phase, and could lead to overfitting. On the other hand, small values of C could produce an underfitted model.

In this study, SVM will be implemented with LIBSVM toolbox (Chang & Lin, 2001). We chose to use RBF as kernel, and the two free parameters C and σ will be tuned using a grid-search, as described in Section 2.6.

3.5 Feature selection

The group of features that achieved best performance was identified by greedy forward-feature selection, where the best performing feature is combined with already selected features iteratively. Formally, the feature set is initialized \( F = \{ f_0 \} \). Then, the following steps are iterated:

- find the feature \( j \) to add to \( F \) with best performance (in our case, accuracy has been used as measure of performance)
- add \( f_j \) to the feature set \( F = \{ f_0, f_j \} \)
- repeat until \( F = \{ f_0, \ldots, f_N \} \).

This approach has the complex of \( O(N^2) \) with \( N \) as total number of features. In our case, \( N = 68 \), which is the total number of features considered. The final number \( K \) of features in \( F \) depends on the accuracy of the classification at each iteration, so \( 1 < K < N \).

3.6 Parameters selection and validation

In order to achieve the best performances with the SVM method, we chose the parameters \( C \) and \( \sigma \) which maximized classification accuracy. In particular, we used a grid-search approach: a set of 17 exponentially spaced values for the parameter \( C \) and 19 exponentially spaced values for the parameter \( \sigma \) were provided to the classifier. All the configurations and their total accuracy have been evaluated. Finally, we used a leave-one-out cross-validation approach: the model was trained on all the available samples except one, which was then used as the verification element. This process was iterated on the whole dataset, excluding a sample each time. The overall performance evaluation was obtained by checking how many elements were correctly classified, and which lead to a general view of the predictive model performances. For completeness and to exclude bias introduced with the choice of the cross-validation procedure, we also performed a N-fold cross-validation, results of which are reported in the supporting information.

The mean CT of the ROI identified by the classifier has been compared between groups (t-test, alpha = 0.05).

<table>
<thead>
<tr>
<th>ROI</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right SFG</td>
<td>0.776</td>
<td>0.725</td>
<td>0.833</td>
</tr>
<tr>
<td>Right LO</td>
<td>0.724</td>
<td>0.725</td>
<td>0.722</td>
</tr>
<tr>
<td>Right PO</td>
<td>0.724</td>
<td>0.700</td>
<td>0.750</td>
</tr>
<tr>
<td>Left LOF</td>
<td>0.711</td>
<td>0.800</td>
<td>0.611</td>
</tr>
<tr>
<td>Left pericalcarene</td>
<td>0.711</td>
<td>0.700</td>
<td>0.722</td>
</tr>
<tr>
<td>8 features concatenated</td>
<td>0.842</td>
<td>0.800</td>
<td>0.889</td>
</tr>
</tbody>
</table>

Abbreviations: LO, lateral occipital; LOF, lateral orbito-frontal; PO, pars orbitalis; ROI, region of interest; SFG, superior frontal gyrus.

4 RESULTS

MRI data resulted of good quality after visual inspection. All 68 ROIs obtained from the Desikan-Killiany FreeSurfer atlas (Desikan et al., 2006) were considered in the first run of RBF-SVM. Five ROIs, listed in Table 2, reached accuracies of over 70%. In particular, with the right hemisphere superior frontal thickness the classifier obtained an accuracy of 77.6% with a specificity of 83.3% and a sensitivity of 72.5%.

After this phase, we used a recursive feature selection process, with the aim of identifying the eight features which, concatenated, gave the best accuracy. The best accuracy obtained with this process was 84.2%, reached concatenating the gray matter thickness of the following eight ROIs: right hemisphere superior frontal gyrus, right hemisphere medial orbital frontal cortex, right hemisphere postcentral gyrus, left hemisphere frontal pole, left hemisphere middle temporal gyrus, right hemisphere entorhinal cortex, right hemisphere insula, right hemisphere middle temporal gyrus. The most discriminant regions are represented in Figure 1.

Average CT resulted higher in ASD in respect to controls in all the ROIs identified by the classifier (Table 3). This difference reached statistical significance in right superior frontal gyrus, pars orbitalis, middle temporal gyrus, entorhinal cortex, insula, and left middle temporal gyrus.

5 DISCUSSION

ASD has a complex etiology. Combinations of environmental, metabolic, and genetic factors causing aberrant development of brain regions have been linked to the disorder (Agostoni et al., 2017; Esposito et al., 2021). According to our results, subjects with ASD showed selective alterations of cortical areas involved in information processing associated with interpersonal relationship, “self vs. non-self” discrimination, language and motricity in a broad sense. Such findings are consistent with current literature evidence (Coghill & Wang, 2016; Crippa et al., 2015; Zoccante et al., 2010), which highlighted a putative involvement of the aforementioned areas in the pathogenesis of ASD symptoms, therefore confirming the reliability of SVM approaches in order to identify early diagnostic marker in
FIGURE 1  The most discriminant region when considering one region at a time resulted to be the right superior frontal gyrus (highlighted in light blue) with an accuracy of 77.6%. The accuracy reached 83% when concatenating the following regions: right superior frontal gyrus (light blue), right medial orbito-frontal cortex (magenta), right entorhinal cortex (red), right postcentral gyrus (red), right insula (yellow), right middle temporal gyrus (orange), left middle temporal gyrus (orange), left frontal pole (violet), LH = left hemisphere; RH = right hemisphere; A-P = antero-posterior. P-A = postero-anterior. This image was obtained with the tool available at https://developmentalimagingmcri.github.io/freesurfer_statsurf_display/

TABLE 3  Mean cortical thickness in ASD and CT and comparison between groups

<table>
<thead>
<tr>
<th>ROI</th>
<th>CT ASD patients (mean ± SD)</th>
<th>CT Typically developed subjects (mean ± SD)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right SFG</td>
<td>3.32 (0.31)</td>
<td>3.17 (0.29)</td>
<td>0.043</td>
</tr>
<tr>
<td>Right LO</td>
<td>2.62 (0.25)</td>
<td>2.52 (0.20)</td>
<td>0.054</td>
</tr>
<tr>
<td>Right PO</td>
<td>3.35 (0.41)</td>
<td>3.16 (0.42)</td>
<td>0.047</td>
</tr>
<tr>
<td>Left LOF</td>
<td>3.19 (0.33)</td>
<td>3.06 (0.29)</td>
<td>0.065</td>
</tr>
<tr>
<td>Left pericalcarine</td>
<td>1.81 (0.22)</td>
<td>1.75 (0.21)</td>
<td>0.20</td>
</tr>
<tr>
<td>Right MOF</td>
<td>3.12 (0.36)</td>
<td>3.02 (0.32)</td>
<td>0.19</td>
</tr>
<tr>
<td>Right PG</td>
<td>2.41 (0.21)</td>
<td>2.34 (0.19)</td>
<td>0.11</td>
</tr>
<tr>
<td>Left FP</td>
<td>3.64 (0.46)</td>
<td>3.50 (0.53)</td>
<td>0.22</td>
</tr>
<tr>
<td>Left MTG</td>
<td>3.33 (0.29)</td>
<td>3.18 (0.31)</td>
<td>0.039</td>
</tr>
<tr>
<td>Right MTG</td>
<td>3.40 (0.25)</td>
<td>3.19 (0.33)</td>
<td>0.002</td>
</tr>
<tr>
<td>Right EC</td>
<td>3.73 (0.39)</td>
<td>3.43 (0.36)</td>
<td>0.008</td>
</tr>
<tr>
<td>Right insula</td>
<td>3.57 (0.25)</td>
<td>3.39 (0.37)</td>
<td>0.017</td>
</tr>
</tbody>
</table>

Abbreviations: ASD, autism spectrum disorder; CT, cortical thickness; EC, entorhinal cortex; FP, frontal pole; LO, lateral occipital; LOF, lateral orbitofrontal; MOF, medial orbital frontal; MTG, middle temporal gyrus; PG, postcentral gyrus; PO, pars orbitalis; ROI, region of interest; SD, standard deviation; SFG, superior frontal gyrus.

Regions whose thickness differs significantly between HC and ASD are highlighted in bold. p-values not corrected for multiple comparisons.

ASD. The best accuracy obtained in our study was reached by the concatenation of gray matter thickness values of the following ROIs: right superior frontal gyrus, medial orbital frontal cortex, postcentral gyrus and left frontal pole, middle temporal gyrus, entorhinal cortex, insula, right hemisphere, and temporal gyrus, consistently with previous findings, which identified medial, ventromedial, and dorsolateral regions of the frontal lobe as being associated with ASD-related neuroanatomical abnormalities (Irimia et al., 2018). More specifically, the right medial orbital sulcus has been postulated to be implicated in ASD-related social impairment (Amaral et al., 2008), selectively in repetitive or stereotyped behaviors, in the abnormal actions of obsessive-compulsive disorder (Atmaca et al., 2007; Whiteside et al., 2004), in decision making and in expectation rewarding (Kringelbach, 2005), all of which are impaired in ASD. The straight gyrus (gyrus rectus) is involved in attentional control and its functions are tightly integrated with those of orbital cortex (Nestor et al., 2015) and it has been found to exhibit bilateral structural abnormalities in ASD (Irimia et al., 2018). The inferior frontal gyrus, known for being crucially involved in expressive language function and therefore functionally impaired in ASD (Redcay, 2008) has been previously found to be abnormal in autism both in terms of morphology (Levitt et al., 2003; Nordahl et al., 2017 ), GM thickness (Jiao et al., 2010) and WM connectivity (Irimia et al., 2018; Pardini et al., 2009 ) making it a point of interest of crucial importance for distinguishing between ASD and typically developing children when using SVM (Ecker et al., 2010). Various authors (Reticò et al., 2016; Spera et al., 2019) focused on GM thickness, reporting a significantly increased GM volume in ASD children with respect to control subjects, eminently in bilateral...
superior frontal gyrus, precuneus, and superior temporal gyrus. In contrast, GM was found to be depleted in ASD patients in other areas right inferior temporal gyrus. In agreement with the majority of CT studies, we found increased thickness in various regions for ASD children. The use of automatic methods allows the identification of brain markers, which can shed light on the etiology of the disease. The fact that concatenating different features reaches a better accuracy than considering single features at once, hints to a disruption of a whole network instead of focal alterations in brain structure. This is in accordance to the view of ASD as a connectivity disorder, which seems to be confirmed by several studies employing functional MRI; current literature evidence suggests a broad disruption in local and diffuse connectivity between networks in ASD, resulting in both under- and overconnectivity patterns (Hull et al., 2017; Mohammad-Rezazadeh et al., 2016). It has also to be noted that the frontal regions seem to be crucial in the disorder: the frontal gyrus is both the region with the highest accuracy and selected by the greedy-forward feature selection process.

It has to be noted that the regions identified with the greedy-forward feature selection procedure are different from the region which reached high accuracies when considered singularly. This is because the automatic selection procedure considered all the 68 ROIs originally identified, and the accuracy of the combination of different features is not necessarily related to the accuracy of the single region taken separately. Moreover, the final number of regions selected depends on the accuracy of the different combinations used in the selection procedures: in our case, the best accuracy was obtained when considering eight features: considering less or more features resulted in worse accuracy.

The main limitation of this work is related to the small sample size of participant groups; the present findings, therefore, need to be replicated in order to validate our SVM method and this work should be considered as a starting point to develop new studies with this method and with a larger sample size. A recent review of the literature on machine learning applied to structural MRI images of ASD subjects (Nogay & Adell, 2020) showed that, although results reached generally good accuracy, results tend to be related to the sample size, which is an aspect which must be taken into account. Moreover, it has to be considered that in this work we did not have an independent sample to perform a test of our classifier performance: this is a frequent limitation of medical studies, which then should be addressed in future studies as well. Larger datasets would also allow other meaningful applications of machine learning approaches, as multi-class classification or stratification of the dataset in multiple groups, which may add meaning from a clinical and therapeutic point of view.

6 | CONCLUSION

In this work, we demonstrated that it is possible to identify ASD patients using CT data, without the need of a-priori clinical knowledge. We confirm the hypothesis that the trajectory of development of ASD children distances itself from typically developing children and, in particular, it is possible to identify subtle changes in brain regions which are crucial for behavior and decision making. We confirm previous findings in the literature, and moreover we identified a small number of brain regions whose CT has the potential to be a biomarker for autism.
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