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Abstract
Historical reanalyses that span more than a century are needed for a wide range

of studies, from understanding large-scale climate trends to diagnosing the impacts

of individual historical extreme weather events. The Twentieth Century Reanalysis

(20CR) Project is an effort to fill this need. It is supported by the National Oceanic

and Atmospheric Administration (NOAA), the Cooperative Institute for Research in

Environmental Sciences (CIRES), and the U.S. Department of Energy (DOE), and is

facilitated by collaboration with the international Atmospheric Circulation Recon-

structions over the Earth initiative. 20CR is the first ensemble of sub-daily global

atmospheric conditions spanning over 100 years. This provides a best estimate of

the weather at any given place and time as well as an estimate of its confidence and

uncertainty. While extremely useful, version 2c of this dataset (20CRv2c) has sev-

eral significant issues, including inaccurate estimates of confidence and a global sea

level pressure bias in the mid-19th century. These and other issues can reduce its

effectiveness for studies at many spatial and temporal scales. Therefore, the 20CR

system underwent a series of developments to generate a significant new version of

the reanalysis. The version 3 system (NOAA-CIRES-DOE 20CRv3) uses upgraded

data assimilation methods including an adaptive inflation algorithm; has a newer,

higher-resolution forecast model that specifies dry air mass; and assimilates a larger

set of pressure observations. These changes have improved the ensemble-based

estimates of confidence, removed spin-up effects in the precipitation fields, and

diminished the sea-level pressure bias. Other improvements include more accurate

representations of storm intensity, smaller errors, and large-scale reductions in model
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bias. The 20CRv3 system is comprehensively reviewed, focusing on the aspects that

have ameliorated issues in 20CRv2c. Despite the many improvements, some chal-

lenges remain, including a systematic bias in tropical precipitation and time-varying

biases in southern high-latitude pressure fields.

K E Y W O R D S
data assimilation, reanalysis, surface pressure, 20CRv3



2878 SLIVINSKI ET AL.

1 INTRODUCTION

In order to study historical and contemporary weather events,
including extremes, within a broader climate context, long
time series of accurate, reliable, sub-daily atmospheric vari-
ables are essential. Retrospective analyses, or “reanalyses”,
take advantage of the benefits of past observations and mod-
ern weather forecast models by combining the two in a pro-
cess called “data assimilation” (DA; Daley 1993). The idea
of “reanalysis” arguably began in the early 19th century with
Brandes’ hand-drawn synoptic weather maps (Monmonier,
1999), and has matured significantly in the centuries since;
Compo et al. (2006, 2011) give a detailed history. Historical
reanalyses, which span a century or longer, act as a bridge
between weather and climate since they are intended to cap-
ture individual weather events around the globe as well as
larger climatic trends over many decades within the context
of a single, consistent dataset (Slivinski, 2018).

In contrast to historical reanalyses, “modern” reanalyses
generally only extend back to the 1950s, and more often only
to 1979, when upper-air and satellite data became available
for assimilation. These reanalyses include the European Cen-
tre for Medium-Range Weather Forecasts (ECMWF) interim
reanalysis (ERA-Interim; Dee et al. 2011), the National Aero-
nautics and Space Administration (NASA) Modern-Era Ret-
rospective analysis for Research and Applications version 2
(MERRA-2; Gelaro et al. 2017), the 55-year Japanese Reanal-
ysis (JRA-55; Kobayashi et al. 2015), and the reanalysis pro-
duced jointly by the US National Centers for Environmental
Prediction (NCEP) and the National Center for Atmospheric
Research (NCAR), the NCEP-NCAR Reanalysis (Kalnay
et al., 1996; Kistler et al., 2001), among others. (Fujiwara
et al. 2017 give a review of reanalysis systems.) At present,
long-term studies using modern reanalyses are restricted to
span as few as 40–60 years, preventing in-depth investigation
of infrequent extreme weather and climate events. Another
difficulty is that significant changes to the observing sys-
tem, such as the introduction of satellite data, can yield
non-climatic discontinuities in some reanalysis fields, includ-
ing an apparent shift in the tropical divergent circulation (Kin-
ter et al., 2004) and trends in temperature, integrated water
vapour, kinetic energy, and precipitation (Bengtsson et al.,
2004; Bosilovich et al., 2011; Zhang et al., 2012). In order
to avoid such artifacts, historical reanalyses that span at least
a century assimilate only near-surface conventional observa-
tions, which have been available for the entire time period:
specifically, these include surface pressure and marine winds.

The NOAA-CIRES Twentieth Century Reanalysis (20CR)
marked the introduction of recent efforts to generate histori-
cal reanalyses, as it was the first reanalysis to assimilate only
surface pressure observations (Compo et al., 2011). Since
then, the range of studies to use these types of data has
grown, and other centennial reanalyses were developed that

assimilated these data. ECMWF produced ERA-20C (Poli
et al., 2016), an atmospheric reanalysis spanning 1900 to 2010
that assimilated surface pressure as well as marine winds, and
CERA-20C (Laloyaux et al., 2018), which utilizes a coupled
ocean–atmosphere model and spans 1901 to 2010. In addi-
tion, NOAA and CIRES produced an update to the 20CR
version 2 described by Compo et al. (2011) that spanned 1871
to 2012; this update, 20CR version 2c (20CRv2c; Giese et al.,
2016 and detailed below), extended back to 1851 and ame-
liorates several issues with 20CRv2. Finally, the latest 20CR
version 3 (20CRv3) is currently being produced by NOAA,
CIRES, and DOE. It is expected to extend back to 1836 and
be released in 2019.

Historical reanalyses have broad areas of application
because they span time-scales of weather to climate by pro-
viding sub-daily estimates of the Earth system with global
coverage for a century or longer. These datasets have been uti-
lized in studies including: climate change (e.g. Compo et al.,
2013; Huang et al., 2016); climate dynamics (e.g. Huang
et al., 2017); trends in hurricanes (e.g. Burn and Palmer,
2015), extratropical cyclones (e.g. Wang et al., 2013, 2016),
and extremes in temperature and precipitation (e.g. Donat
et al., 2016); blocking (e.g. Häkkinen et al., 2011; Rohrer
et al., 2018); individual case-studies of particular storms
(e.g. Moore and Babij, 2017); historic climatology in remote
regions (e.g. Lorrey and Chappell, 2016); El Niño (e.g. Giese
et al., 2010; Deser et al., 2017); the Madden–Julian Oscilla-
tion (e.g. Klotzbach et al., 2016); convergence zone activity
(e.g. Lorrey et al., 2012; Harvey et al., 2019); seasonal and
climatic responses to volcanic eruptions (e.g. Brohan et al.,
2016; Paik and Min, 2017); weather typing (e.g. Jones et al.,
2013, 2016); and the emerging field of decadal climate pre-
diction (e.g. Mueller et al., 2014), among many others.

A key aspect for informed application of reanalyses is
properly accounting for their uncertainty (e.g. Parker, 2016).
Comparing different reanalyses that span similar time peri-
ods is one way to cross-validate the datasets and determine
a “meta-confidence” by agreement or disagreement among
the datasets. It is also important that each historical reanal-
ysis dataset is as accurate as possible, both in terms of past
climate state estimates as well as internal quantification of its
uncertainty (as measured by ensemble standard deviation or
“spread”, for instance). This internal quantification of uncer-
tainty is used by the DA system during the production of the
reanalysis to make the best use of the observations and prior
background information, but is also important to the end-users
of the reanalysis. As an example, a historical reanalysis may
display a long-term trend in one variable that, according to the
quantified uncertainty of the dataset, is significant. However,
researchers may be unaware that the trend is an artificial one
due to a bias in the observations, and appears to be significant
solely due to errors in the uncertainty estimate. Continuing
to work towards more reliable historical reanalyses allows
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studies on all time-scales, such as those listed above, to avoid
erroneous conclusions and make use of the best data possible.

In this vein, despite several major improvements from
20CRv2 to 20CRv2c, certain issues remain. While some are
obvious, such as artificial large-scale trends and a lack of
certain major storm systems, others are more subtle, such as
suboptimal usage of observations and inaccurate estimates of
confidence. These problems can hinder the effectiveness of
20CRv2c for climate analysis applications. Investigations into
many of these issues occurred prior or in parallel to develop-
ment of version 3, informing the implementation of particular
algorithms that are expected to improve the efficacy of the
reanalysis. In other cases, version 3 will likely benefit from
general improvements and upgrades to the system, as well as
a larger observational database. This work discusses how the
significant issues in version 2c are addressed, as well as other
upgrades to the version 3 system. Preliminary results with the
20CRv3 dataset shown here will focus on several test periods
between 1851 and 2002, and are intended to be representa-
tive of different time periods (in terms of quality, confidence,
observational network density, biases, etc.) Results from the
complete 20CRv3 dataset and deeper investigations of it on
climatic and synoptic scales are left for future work. Unless
otherwise noted, all maps shown below are plotted at the
native resolution of the dataset. Finally, we emphasize that
many updates to the 20CRv3 system were made simultane-
ously, so a single improvement in this preliminary 20CRv3
data can rarely be attributed to a specific change in the system.

The Twentieth Century Reanalysis system is described in
detail in Section 2. Aspects of the system that changed from
20CRv2c to 20CRv3 are highlighted, as well as features of the
version of the NCEP Global Forecast System (GFS) coupled
atmosphere–land model used. Section 3 discusses several
large-scale issues in the confidence derived from ensemble
spread and in the biases of sea-level pressure (SLP), precipi-
tation, and wind in 20CRv2c. Preliminary results suggest that
updates to the forecast model and DA algorithm will improve
the confidence estimation and reduce most of these biases in
20CRv3. In addition to addressing known issues, other devel-
opments in the version 3 system are expected to result in
further improvements. As shown in Section 4, updates to the
localization procedure, quality control (QC), and observation
errors will likely improve the use of observations and result
in more accurate representations of variability and extremes,
such as tropical cyclones. Despite significant improvements
across the board, several issues remain in the 20CRv3 system.
These are discussed in Section 5. Section 6 concludes with a
discussion and final remarks.

2 SYSTEM OVERVIEW

In several basic ways, each iteration of the Twentieth Cen-
tury Reanalysis system remains the same as that proposed

originally by Compo et al. (2006). First, modern weather
forecast models are used to generate the atmospheric back-
ground fields given prescribed sea surface temperature (SST)
and sea ice concentration fields. Second, an ensemble method
assimilates historical observations to update the background
fields, yielding analysis fields. Ensemble methods are partic-
ularly useful as they allow for estimates of uncertainty and
confidence via ensemble spread (e.g. ensemble standard devi-
ation) as well as an estimate of the atmospheric state via
the ensemble mean. Finally, surface pressure values are the
only type of observations that are ever assimilated. Sea ice
and SST observations are implicitly included in the reanal-
ysis in the form of boundary conditions and can guide the
model to represent large-scale climate features, but they are
not assimilated. While the temporal frequency, spatial density,
and quality of the surface pressure observations have changed
over time as a result of developments in instrumentation and
theory (Middleton, 1964), the 20CR system assumes that the
most important part of the observation error is its so-called
“error of representativeness” (Lorenc, 1986; Janjić and Cohn,
2006). Observation errors are therefore assumed to be con-
stant in time; Section 4.2 gives more discussion. Feedback
from reanalysis datasets that assimilate these observations can
be used to improve this estimate in the future (e.g. Poli et al.,
2015; Laloyaux et al., 2018).

For purposes of comparison, the 20CRv2c system outlined
by Giese et al. (2016) is detailed in Appendix A, and the
20CRv3 system is detailed here. To address significant issues
in the 20CRv2c dataset, and as a result of general progress in
the fields of modelling and DA, several aspects of the 20CR
system were updated before producing 20CRv3. Broadly,
20CRv3 will benefit from an improved, higher-resolution
model, a larger observational database, updated DA meth-
ods, and a larger ensemble size. The atmospheric model used
in 20CRv3 has been updated to the 2017 version of the
NCEP GFS with a resolution of total spherical wavenumber
254 (about 0.5◦ horizontal resolution) and 64 vertical hybrid
sigma-pressure levels; differences between the version of the
GFS operational in autumn 2017 and the version used for
20CRv3 are detailed in Appendix A. Additionally, the ver-
sion 2c system allowed the assimilation to update the dry air
pressure, resulting in a feedback loop with biased observa-
tions that caused significant artificial trends in the mid-19th
century (Section 3). In version 3, the dry air pressure was held
fixed in the forecast and analysis steps.

The 20CRv2c dataset began in 1851 due to the availabil-
ity of its prescribed sea ice fields. The addition of more 19th
century observations available to the 20CRv3 assimilation
system, as well as early investigations of confidence and fore-
cast errors (not shown), suggested that 20CRv3 could span
further back in time than 20CRv2c, given appropriate bound-
ary conditions. 1804 is the first year that every 6-hr window
has at least one observation (globally) to be assimilated. Due
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to computational and storage resource limitations, 1836 was
the earliest year that 20CRv3 could be produced. Experiments
for the years 1804–1835 are ongoing.

The 20CRv3 dataset is expected to consist of two overlap-
ping sub-versions: 20CRv3si (1836–2012) and 20CRv3mo
(1981–2015), where the only difference between the two
sub-versions is the prescribed SSTs. 20CRv3mo prescribes
SSTs from HadISST2.2 (Rayner et al., 2006; Poli et al.,
2016; Laloyaux et al., 2018), which consists of an ensemble
of 5-day average SST fields interpolated to daily resolu-
tion. This interpolation is cubic, with the coefficients adapted
to the autocorrelation of the data (Kwon et al., 2004). Of
the ten members available, two of the ensemble members
had quite different bias adjustments from the others; thus,
20CRv3mo only uses the remaining eight members as bound-
ary conditions. 20CRv3si prescribes SSTs from the pentad,
linearly interpolated to daily, eight-member Simple Ocean
Data Assimilation with sparse input version 3 (SODAsi.3)
ensemble that itself used 20CRv2c fields as atmospheric
boundary conditions and forcing (Giese et al., 2016). The
SODAsi.3 SSTs used for 20CRv3si were seasonally adjusted
to the 1981–2010 HadISST2.2 daily climatology. For both
versions, each of the eight distinct SST ensemble members
was duplicated ten times to create a total of 80 members.
Thus, the first, 9th, 17th, 25th, ..., and 73rd members of the
20CRv3 ensemble have the same SST forcing, and the second,
10th, 18th, 26th, ..., and 74th members have the same SST
forcing as each other (but different from the first set), and so
on. Sea ice concentrations were specified from HadISST2.3,
which is identical to HadISST2.2 (Titchner and Rayner, 2014)
from 1972 onwards. From 1850 to 1971, HadISST2.3 spec-
ifies Arctic sea ice extent from the Sea Ice Back To 1850
dataset (SIBT1850; Walsh et al., 2016). Prior to 1850, sea
ice extent and concentration are specified as the 1860–1891
HadISST2.3 climatology.

Thanks to international efforts facilitated by the Atmo-
spheric Circulation Reconstructions over the Earth (ACRE)
initiative (Allan et al., 2011) and many volunteer efforts, there
are millions more observations assimilated in 20CRv3 than
in 20CRv2c. This represents an average of 5% more available
observations per assimilation cycle in recent periods (after
about 1930), and up to 25% more available observations per
cycle in earlier years. The new observational dataset, the
International Surface Pressure Databank (ISPD) version 4.7
(Compo et al., 2015; Cram et al., 2015), blends surface pres-
sure and sea-level pressure (SLP) from the Integrated Surface
Database (ISD; Lott et al., 2008; Smith et al., 2011) with addi-
tional station observations, archived and previously undigi-
tized terrestrial data submitted to the ISPD from international
ACRE partners, pressure reports for tropical cyclones from
version V03r10 of the International Best Track Archive
for Climate Stewardship (IBTrACS; Knapp et al., 2010;
Kruk et al., 2010) combined with additional Pacific tropical

cyclone data (Kubota, 2012), and marine observations from
the International Comprehensive Ocean–Atmosphere Data
Set (Worley et al., 2005; Woodruff et al., 2011; Freeman et al.,
2017) ICOADS3+ version 2. The latter is our own improve-
ment to ICOADS3 that includes recently digitized and
better positioned and quality-controlled observations from
ACRE-recovered expeditions, OldWeather.org, and the Aus-
tralian Weather Detective project (Spencer et al. 2019; https://
github.com/oldweather/ICOADS3.plus/releases, accessed 9
July 2019, and Appendices A, B).

Unlike 20CRv2c, which used a 56-member ensemble
Kalman filter with a digital filter applied to the back-
ground forecast, 20CRv3 assimilates observations with
an 80-member ensemble Kalman filter that utilizes a
four-dimensional incremental analysis update (Bloom et al.,
1996; Lei and Whitaker, 2016) and no digital filtering
(Section 3 and Appendix A). Additionally, 20CRv2c inter-
polated station pressure observations to the model surface
prior to assimilation, while 20CRv3 uses the more typi-
cal procedure and assimilates them at the observation level,
absorbing the vertical interpolation of the background fore-
cast into the observation operator (H). As will be discussed
in Section 4, 20CRv3 includes a nonlinear QC algorithm
for the observations, an adaptive localization algorithm, an
inflation method based on relaxation-to-prior-spread, and an
offline bias correction for marine observations prior to 1871
(Appendices B–D give more details). 20CRv3 also includes
an updated bias correction for station data over land: these
biases are “learned” over a 60-day time period. That is, they
are calculated as the average difference between the obser-
vation and the first guess over the 60-day window (with a
minimum of 31 days’ worth of data in the window) prior to
the current assimilation step; if significant, these differences
are subsequently removed from the observation at the step
prior to assimilation (Compo et al., 2011, their appendix B,
give more details). Finally, the baseline observation errors
used in 20CRv3 are given in Table 1. Row 4 (“station”)
refers to observations of surface pressure, while row 5 (“SLP
only”) refers to stations that only reported pressure reduced

T A B L E 1 Platform-dependent baseline observation errors

(hPa) used in the 20CRv3 system. Note that only surface pressure

data are assimilated, including from radiosonde and dropsonde

observing platforms. “SLP only” refers to stations that do not report

surface pressure, only sea-level pressure

Type Error (hPa)
Radiosonde 1.2

Dropsonde 2.0

Marine 2.0

Station 1.2

Station (SLP only) 1.6

Tropical cyclones 2.5

SLP = sea-level pressure.
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F I G U R E 1 Time series of the annual average number of observations available to be assimilated globally per 6-hr window within 20CRv2c

(ISPDv3.2.9, solid black) and 20CRv3 (ISPDv4.7, dashed grey)

to sea level. Observation errors are increased by 0.001 hPa
for each one-meter difference between the observation ele-
vation and the model orography. These are the same errors
used in 20CRv2c, with the exception of tropical cyclone data
(Table A1 in Appendix).

3 ADDRESSING ISSUES IN
20CRV2C

The 20CRv3 dataset will build on two previous efforts:
20CRv2 and 20CRv2c. The 20CRv2 dataset represented an
important step forward for weather and climate research
because it filled a need for a consistent, long-term, sub-daily
gridded atmospheric dataset using instrumental observations.
As of the time of writing, the paper describing the 20CRv2
dataset (Compo et al., 2011) has more than 2000 cita-
tions (Google Scholar; accessed 4 February 2019). While
useful, the 20CRv2 dataset has several issues, including a
mis-specification of polar sea ice that resulted in positive
near-surface temperature biases (Brönnimann et al., 2012)
and inhomogeneities associated with variations in observa-
tion density and its covariance inflation algorithm prior to
1952 (Ferguson and Villarini, 2012).

The 20CRv2c dataset was an effort to address those issues,
use a novel SST specification, and include additional observa-
tions compared to 20CRv2. However, as more studies delved
into different aspects of 20CRv2c, its limitations became
apparent. Simultaneously, the many studies using 20CRv2c
motivated further data rescue efforts, and the number of
pressure observations available to be assimilated grew sig-
nificantly, particularly in early years. Figure 1 illustrates the
global annual average number of observations available to
be assimilated in a 6-hr window of 20CRv2c (solid black)
and 20CRv3 (dashed grey). Here, “available” refers to obser-
vations that were rescued, digitized, externally quality con-
trolled, and blended into the version of the ISPD used in the
given reanalysis; it includes observations that may be flagged
or thinned by the internal 20CR QC system (Section 4 and
Appendix C give details.)

A new version of the 20CR system could make use of this
growing set of observations, as well as general progress in
modelling and DA methods, and would provide a significantly
improved dataset. Major issues in 20CRv2c, including inac-
curate representations of uncertainty as well as large-scale
biases and artifacts in SLP, precipitation, and wind, also
informed and motivated the development of the 20CRv3
system.

3.1 Estimation of confidence
In order to make conclusions about the significance of trends,
signals, and extrema from reanalyses, we must be able to
quantitatively measure confidence in the datasets. A defining
characteristic of 20CR is its use of an ensemble DA method,
which yields both a single best estimate of the analysis (the
mean) as well as a quantification of the uncertainty around
that estimate via the ensemble spread (the standard devia-
tion). More spread implies more uncertainty, and less spread
implies less uncertainty. In general, the uncertainty in the
ensemble mean as an estimate will correlate negatively with
the density of the available observational network. In addi-
tion, the variability of the ensemble mean in time, or temporal
spread (Equation 1), can be used as an estimate of clima-
tological uncertainty. At time 𝑡𝑘, the temporal spread of the
ensemble mean over a window of length Δ𝑇 is given by:

temp. spread(𝑡𝑘)

=

[
1

𝑁time− 1

𝑡𝑘+Δ𝑇 ∕2∑
𝑡=𝑡𝑘−Δ𝑇 ∕2

(
𝑥ensmean(𝑡) − 𝑥ensmean

)2

]1∕2

, (1)

where 𝑁time is the number of time steps in the window [𝑡𝑘 −
Δ𝑇 ∕2, 𝑡𝑘 + Δ𝑇 ∕2], 𝑥ensmean(𝑡) is the area-averaged ensem-
ble mean of the variable of interest (for example, SLP) at
time 𝑡, and 𝑥ensmean is the time-average of the ensemble mean
𝑥ensmean(𝑡) over the time window.

As an example, Figure 2 includes time series of uncer-
tainty in SLP over the zonal band from 65 to 40◦S calculated
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F I G U R E 2 Time series of ensemble spread (bold dark blue curve) and temporal spread of the ensemble mean (thin light blue curve) for

sea-level pressure from 20CRv2c averaged over the zonal band from 65 to 40◦S. Number of observations assimilated per 6-hr window in this region

is shown in red (right-hand axis). A 1-year running average was applied to all curves. Correlation 𝑟 is calculated between the smoothed ensemble

spread and the smoothed logarithm of the number of assimilated observations. Notable years are emphasized with vertical lines and shading; see text

for details

from 20CRv2c. This region is particularly important for
investigations of anthropogenic CO2 uptake, and long time
series are needed for studies of its decadal variability (as
discussed in e.g. Landschützer et al., 2015). The analyzed
SLP ensemble spread is plotted (thick dark blue curve) along
with the temporal spread of the analyzed SLP ensemble mean
(thin light blue curve) and the number of observations assim-
ilated per 6-hr window (thin red curve, right-hand axis) in
this region. The temporal spread is calculated as the standard
deviation of the ensemble mean across a centred time window
using Equation (1) with Δ𝑇 = 61 days, and all time series
have a 1-year running average applied. This region has rel-
atively few observations available (compare with Figure 1),
and the effects of World War I (1914–1918) and World War II
(1939–1945) are particularly striking (shaded grey regions),
as is the First GARP (Global Atmospheric Research Program)
Global Experiment in 1979 (dashed line). The correlation 𝑟

between the ensemble spread and the log of the number of
observations assimilated per window is –0.96, demonstrating
the strong inverse relationship between the ensemble spread
and the observational network density.

However, ensemble spread is only an estimate of uncer-
tainty, and it is not always reliable. For instance, a well-known
issue with the EnKF is the tendency for ensembles to
“over-tighten” towards the mean, resulting in an ensemble
spread that is overconfident and ultimately in filter divergence
(that is, when the background ensemble standard deviation
approaches 0 and the ensemble is unable to use informa-
tion about observations; Anderson and Anderson, 1999;
Whitaker and Hamill, 2002). A common method to address
this problem is “covariance inflation”; generally, this refers
to artificially increasing the ensemble spread by, for example,
applying a multiplicative factor greater than 1 to the ensem-
ble covariance. When many observations are assimilated, the
ensemble is more prone to collapse, and thus requires more
inflation. In 20CRv2c, a simple multiplicative inflation factor

T A B L E 2 Covariance inflation parameters used in 20CRv2c as a

function of latitude and year. A value of 1 corresponds to no inflation

Years NH Tropics SH
1851 – 1870 1.01 1.01 1.01

1871 – 1890 1.05 1.01 1.01

1891 – 1920 1.09 1.02 1.01

1921 – 1950 1.12 1.03 1.02

1951 – 2014 1.12 1.07 1.07

NH = 90–30◦N; Tropics = 30◦N–30◦S; SH = 30–90◦S.

(Anderson and Anderson, 1999) was applied to the ensem-
ble covariance matrix at each step; this factor was predefined
based on year and latitude. Table 2 shows the inflation param-
eters used in 20CRv2c. These time periods were chosen to
loosely reflect availability and density of observations: for
example, there were few National Meteorological Services
organized prior to 1870, and thus the observational network
was relatively sparse. The period 1871–1890 represents a
transition period; with such developments as the founding of
the International Meteorological Committee in 1873, the net-
work of observations in the Northern Hemisphere becomes
denser. Conversely, the Southern Hemisphere observation
network remains relatively sparse into the 20th century.

While this method ensured that larger inflation parameters
were applied when the observation network was more dense
(e.g. in the Northern Hemisphere and in modern time peri-
ods), the abrupt changes in the parameters are responsible for
artificial signals in the time series of uncertainty. The spike
in ensemble spread in 1951 (solid black line in Figure 2) is
an artifact of the multiplicative inflation algorithm used in
20CRv2c; this is the year the inflation parameter in the South-
ern Hemisphere increased from 1.02 to 1.07 (Table 2), and
there is no corresponding decrease in number of observations
assimilated. In fact, 1951 marks an increase in assimilated
SLP observations; this originally motivated increasing the
inflation parameter in that particular year.
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(a) (b)

(c) (d)

F I G U R E 3 Maps of the adaptive inflation parameter 𝜆inf (unitless) used in the 20CRv3 system for 0000 UTC on 1 September in (a) 1854, (b)

1915, (c) 1935, and (d) 2000. A value of 1 corresponds to no inflation. Note the relationship of 𝜆inf with the observation network density

Another issue demonstrated by Figure 2 is the
under-confidence of the ensemble spread. As discussed
earlier, the temporal spread can be used as a proxy for a cli-
matological spread. Until the 1980s, the ensemble spread is
larger than the temporal spread, suggesting that the ensemble
was less confident than a climatological estimate. The inverse
also occurs: the fixed inflation algorithm can result in too lit-
tle inflation over data-rich regions, leading to overconfidence
in these areas (not shown).

The version 3 system uses an improved inflation algorithm
referred to as relaxation-to-prior-spread (Whitaker and
Hamill, 2012). Using this algorithm, the inflation adapts to
the observation network density. When there are few obser-
vations, the ensemble spread is hardly changed; when there
are dense observations, the ensemble spread is “relaxed” back
to the prior spread, by an amount 𝜆inf . For every model grid
point (𝑥, 𝑦) and analysis time 𝑡, the inflation parameter 𝜆inf is
given by:

𝜆inf(𝑥, 𝑦, 𝑡) = 𝑝relax

(
𝜎b(𝑥, 𝑦, 𝑡) − 𝜎a(𝑥, 𝑦, 𝑡)

𝜎a(𝑥, 𝑦, 𝑡)

)
+ 1, (2)

where 𝜎b(𝑥, 𝑦, 𝑡) is the standard deviation of the background
ensemble, 𝜎a(𝑥, 𝑦, 𝑡) is the standard deviation of the analysis
ensemble before inflation, and 𝑝relax is a relaxation parame-
ter that can vary from 0 (no inflation) to 1 (inflate to prior
spread). The ratio of ensemble spread in Equation (2) implic-
itly depends on the density of the observation network in
that region: a dense network will result in a smaller analysis

ensemble spread, and thus a larger inflation parameter, and
vice versa. Initial tests with the 20CRv3 system used 𝑝relax =
0.9 globally. These tests (not shown) suggested that this was
too large in the Southern Hemisphere, as the uncertainty
was larger than a climatological uncertainty. Thus, the final
20CRv3 system uses 𝑝relax = 0.9 for 20◦S–90◦N and 𝑝relax =
0.7 for 90–30◦S. In the transition zone 30–20◦S, 𝑝relax varies
linearly from 0.7 to 0.9. These values of 𝑝relax do not change
in time. Figure 3 shows representative examples of the adap-
tive inflation parameter 𝜆inf from four different years; a value
of 1 is equivalent to no inflation.

The GFS model in 20CRv3 uses stochastic physics
(Appendix A), which also contributes to the ensemble spread.
This effect is particularly strong in the Tropics, which reduces
the need for inflation in this region (e.g. Figure 3d). Outside
the Tropics, the inflation factor depends on the observation
network density: over the US and Europe, and throughout
the Northern Hemisphere in recent years, the inflation fac-
tor is larger than elsewhere. Note also that the range of
inflation parameter values used in 20CRv3 is much larger
than was prescribed in 20CRv2c (compare Figure 3 and
Table 2).

Figure 4 illustrates the result of these changes in terms
of the “confidence” in fields of SLP from versions 2c and
3 of 20CR during selected early 20th century boreal win-
ters. Here, “confidence” is defined as the difference of
the normalized time-averaged ensemble standard deviation
from 1:

𝑐𝑜𝑛𝑓 = 1 − 𝑠𝑝𝑟𝑒𝑎𝑑ens∕𝑠𝑝𝑟𝑒𝑎𝑑clim, (3)
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(a)

(b)

(c)

F I G U R E 4 Maps of normalized confidence of SLP averaged

over Jan-Feb-Mar for 1916–1918 from (a) 20CRv2c and (b) 20CRv3,

and (c) the difference (20CRv3 minus 20CRv2c). In (a, b), zero (black

contour) represents climatological uncertainty, blue represents less

certainty than climatology, and red represents more certainty. In (c),

red represents an increase in confidence from 20CRv2c to 20CRv3, and

blue a decrease

where 𝑠𝑝𝑟𝑒𝑎𝑑ens is the time-averaged standard deviation
of the ensemble of analyzed SLP from the stated ver-
sion of 20CR, and 𝑠𝑝𝑟𝑒𝑎𝑑clim is the temporal standard
deviation of the 20CRv2c ensemble mean 6-hr SLP over
Jan-Feb-Mar from 1981–2010. In other words, 𝑠𝑝𝑟𝑒𝑎𝑑clim

represents an estimate of the inherent weather variability; it
is assumed to be time-invariant and independent of ensemble
spread. Thus, a confidence value of zero (denoted by black
contours in Figure 4a, b) denotes an ensemble spread identical
to the climatological spread; greater confidence implies more
certainty than climatology, and negative confidence implies

less certainty than climatology. Aside from interannual vari-
ations in weather variability (e.g. Compo et al. 2001), the
minimum confidence value would be zero.

These maps demonstrate features of the new estimates
of confidence in 20CRv3. In particular, there is more cer-
tainty over the high Arctic latitudes in version 3 (red shading
in Figure 4c in this region) than simply using a climato-
logical mean as the analysis. There is also more spread
over the densely observed regions of North America and
Europe (blue shading in Figure 4c in these regions). Results
(not shown) using independent observations from UK Daily
Weather Reports comparing expected and actual errors sug-
gest that this is an improvement, as the 20CRv2c analy-
ses are overconfident over Europe in the 1900s. Similar
overconfidence is found for 20CRv2c first-guess fields (not
shown). We expect that the results would be similar for inde-
pendent observations over North America. In contrast, the
larger-than-climatological uncertainty over the high south-
ern latitudes has been reduced but not eliminated, despite the
decrease in 𝑝relax discussed above. There is also a decrease
in confidence in 20CRv3 throughout much of the Tropics;
this may be due to the stochastic physics described above.
The decrease in confidence throughout the midlatitude oceans
suggest that further experiments with 𝑝relax may be necessary
in the future. While many of the differences are likely due to
the new adaptive inflation algorithm, recall that 20CRv3 uses
an 80-member ensemble, as opposed to the 56 members in
20CRv2c. The larger ensemble, as well as other updates to
the 20CRv3 system, may also have contributed to greater con-
sistency between the quantified confidence of version 3 and
prior expectations.

3.2 Global sea-level pressure bias
Another significant issue in 20CRv2c, an SLP bias prior to the
1870s, prevented this dataset from being as useful as it could
have been for its full span. This bias is evident in globally
averaged time series of SLP (Figure 5, blue curve) for most
years prior to 1870. Relative to several reanalyses of vary-
ing timespans, including ERA-Interim (orange), the historical
reanalyses ERA-20C (green) and CERA-20C (gold), and a
56-member ensemble of simulations with the same version of
the GFS used in 20CRv2c but without assimilation (“no DA”;
red), the global SLP from 20CRv2c is as much as 2–4 hPa too
low during the period of concern. Shading on Figure 5 rep-
resents one standard deviation when ensemble estimates are
available; note that the 20CRv2c spread in the biased period
is still several hPa away from the “no DA” mean and standard
deviation.

The cause is revealed to be biased ship observations in the
mid-19th century, first reported by Todd Mitchell at a marine
data workshop (Diaz et al., 2002; Allan and Ansell, 2006;
Ansell et al., 2006), combined with the 20CRv2c system
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F I G U R E 5 Time series of annually averaged global SLP from several reanalyses, as well as a non-assimilating (no DA) ensemble of model

simulations

(a)

(b)

F I G U R E 6 Maps of analyzed sea-level pressure anomalies (with

respect to the analyzed 20CRv2c 1981–2010 climatology) for

1851–1853 of (a) 20CRv2c and (b) an identical experiment with the

20CRv2c system which assimilated 10% fewer ship observations

allowing the global dry air pressure to be updated during the
assimilation cycle. The 20CRv2c system assimilated many
low-biased ship observations throughout the world oceans.
During the assimilation, the global SLP field and the global
dry air pressure were updated to be lower and more consistent
with these biased observations. This resulted in a feedback
cycle, as the biased observations continued to be assimilated

in the mid-19th century and the global SLP and dry air pres-
sure fields continued to be lowered. While 20CRv2c included
a bias correction to land stations, it did not include a marine
observation bias correction algorithm. Figure 6a shows a map
of the 1851–1853 time-averaged SLP anomaly fields from
20CRv2c analyses: note the widespread negative anomalies,
particularly over the oceans. Figure 6b differs from Figure 6a
in that it shows an experiment that assimilated about 10%
fewer ship observations than 20CRv2c, but with an other-
wise identical set-up. Overall, the anomalies are less negative,
demonstrating that assimilating more ship observations from
1851–1853 negatively biased the globally averaged analyzed
SLP by as much as 4 hPa. Note that these ships were not cho-
sen on an 𝑎 𝑝𝑟𝑖𝑜𝑟𝑖 basis: this illustrates the strong effect of a
small number of biased observing platforms within a cycled
DA system.

Two improvements in 20CRv3 will address this issue.
First, the global dry air pressure can no longer be updated
within the assimilation: instead, it is specified at 98.3050 kPa
(Trenberth and Smith, 2005). This prevents the feedback loop
with the biased ship observations that allowed the global SLP
bias to persist for nearly two decades of 20CRv2c data. Sec-
ond, to directly address the observation bias, a correction is
applied to marine observations prior to 1870. Investigations
into the individual observations found that the negative bias
is not consistent across different voyages in this time period,
suggesting that a single bias correction for all marine obser-
vations in this time period would not be sufficient. Thus,
a bias for each individual ship is calculated as the mean
deviation from the 20CRv2c 1981–2010 climatology, and
subtracted from the marine observations prior to assimilation
(Appendix B gives more details).

Figure 7 illustrates a test of these new procedures.
Figure 7a shows the 20CRv2c SLP annual anomaly for 1854;
note the consistently negative differences throughout the
Tropics and midlatitudes. The effect of constraining dry air
pressure in the version 3 system without bias correcting the
observations is shown in Figure 7b. There are still negative
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(a)

(b)

(c)

F I G U R E 7 Maps of the year 1854 annually averaged sea-level

pressure anomaly (with respect to the 1981–2010 climatology) of (a)

20CRv2c (without dry air mass specification), (b) preliminary

version 3 tests without ship bias correction (with dry air mass

specification), and (c) preliminary version 3 tests with ship bias

correction (with dry air mass specification)

anomalies in the highly trafficked regions of the ocean
(around Cape Horn, South America; the North Pacific Ocean
off the coast of the US; and the North Atlantic Ocean). In
order to retain the fixed dry pressure, this leads to an increased
SLP anomaly where there are fewer observations, particu-
larly around the poles. Figure 7c includes both the fixed dry
pressure and the bias-corrected ship observations. The nega-
tive anomalies in high-density marine regions are now almost
entirely removed, and while the positive anomaly over the
high southern latitudes remains, it has been diminished. The

black curves in Figure 5 represent the annual global SLP
from 20CRv3 during three test periods, and demonstrate the
large-scale effects of these changes to the 20CRv3 system.

As with many bias correction schemes, it is possible that
this method is removing real signals from historical obser-
vations by forcing them towards a modern climatology. For
example, the negative SLP anomalies in the southern midlat-
itudes prior to bias correction (Figure 7b) are assumed to be
effects of biased observations from ships, as these anomalies
are strongest in heavily trafficked shipping lanes and whaling
areas. However, this pattern could be a real climatological
shift in wave number 3 of the zonal flow in the Southern
Hemisphere (e.g. van Loon and Jenne, 1972; Raphael, 2004)
and would be erroneously removed by the bias correction
scheme (Figure 7c). Nevertheless, in the absence of more
information about these pressure observations or indepen-
dent reconstructions of the mid-19th century SLP fields for
validation, this procedure provides an improvement over
uncorrected marine observations leading to spurious SLP
trends (e.g. Figure 5). Deeper investigations into the cause
of this observational bias (such as changes in meteorolog-
ical logs or barometer-correction practices over the period
1850–1860) could allow for more realistic bias correction
schemes in the future.

3.3 Artifacts in precipitation and wind
While the global SLP trend prior to 1870 in Figure 5 could be
attributed in some way to the observations, other artifacts can
be traced back to the assimilation method. One example stems
from the use of a digital filter (Lynch and Huang, 1992; Huang
and Lynch, 1993) in the forecast step of 20CRv2c which was
implemented to temporally smooth the physical fields after
the EnKF update (Appendix A). Without this filtering, imbal-
ances introduced by the EnKF update would have resulted in
numerical noise during the forecast step, which in turn would
have contaminated the forecasts and the covariance estimate
during the next assimilation step, degrading the accuracy of
the analysis. The digital filter was active for forecast hours
0–3, and was turned off for 3–6 hr. One effect of the digi-
tal filter switching on and off is an artificial positive trend in
the tendency of precipitation rates from consecutive forecast
windows (Figure 8a).

Instead of a digital filter, the version 3 system uses a 4D
incremental analysis update (4DIAU) (Bloom et al., 1996; Lei
and Whitaker, 2016) to mitigate the imbalances introduced
by the EnKF update. Essentially, the updates calculated by
the EnKF analysis step are applied as a model forcing at every
time step within the forecast, preventing gravity wave noise
from contaminating its short-term evolution. Unlike the digi-
tal filter, the temporal smoothing in the 4DIAU is effectively
only applied to analysis increments, not to the fields output
from the model, thereby eliminating the spurious tendency
trends seen during the forecasts of version 2c. Figure 8b
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(a)

(b)

F I G U R E 8 Maps of the year 2002 annually averaged differences

(mm/day) between 3–6 hr forecasted precipitation rate and 0–3 hr

forecasted precipitation rate in (a) 20CRv2c (which uses the digital

filter) and (b) 20CRv3 (which uses the IAU instead of the digital filter).

In a perfect system, these differences would be approximately zero

demonstrates the improvement over the digital filter: the
precipitation rate biases have almost entirely disappeared.
Note that the spatial average of the tendencies (difference
between 3–6 and 0–3 hr forecast precipitation rates) from
20CRv2c fields (Figure 8a) is 0.72 mm/day, while the aver-
age from 20CRv3 (Figure 8b) is 0.05 mm/day. These figures
show the annual average for 2002 but are representative of
all available years.

Despite this change, the global annual average precipita-
tion rate in tests with the 20CRv3 system is nearly the same as
20CRv2c. Figure 9 shows the 2002 annual average precipita-
tion rates for (a) 20CRv2c, (b) 20CRv3, and (c) the gridded,
blended satellite/gauge precipitation dataset from NASA’s
Global Precipitation Climatology Project (GPCP; Adler et al.
2003). The 20CRv3 field has a stronger separation in the
western tropical rainband than 20CRv2c, leading to a double
Inter-Tropical Convergence Zone (ITCZ) that is not as appar-
ent in the GPCP dataset. Note that both versions of 20CR
also overestimate global precipitation rates relative to GPCP;
investigations into this issue are ongoing.

Figures 8a and 9a show another artifact of 20CRv2c, pre-
viously identified by Kent et al. (2013): namely, a spectral
ringing characteristic in the precipitation mean and difference
fields. This artifact is even more apparent in the 10 m wind

(a)

(b)

(c)

F I G U R E 9 Maps of the year 2002 annually averaged forecasted

precipitation rate (mm/day) in (a) 20CRv2c, (b) 20CRv3, and (c) the

GPCP satellite/gauge blended fields

fields (Figure 10a). This effect is the result of an error
in the spectral transform of a higher-resolution orography
to the lower-resolution field used as an input to 20CRv2c
(Figure 10c). Since 20CRv3 uses a model at a higher res-
olution than 20CRv2c, it does not suffer from this issue as
dramatically (Figure 10b, d), and the precipitation and wind
fields lack any spectral ringing signals.

4 ADDITIONAL IMPROVEMENTS
IN 20CRV3

In addition to the specific developments in the version 3 sys-
tem that were designed to ameliorate issues in 20CRv2c, early
tests with the 20CRv3 system suggest that it will benefit
from other updates to the system leading to overall improve-
ments. In particular, the version 3 system uses adaptive
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F I G U R E 10 Maps of the year 2002 annual average of (a, b) 10 m meridional wind fields (m/s) and (c, d) surface orography fields (m) from

(a, c) 20CRv2c and (b, d) 20CRv3. The 1,000 and 2,000 m contours have been plotted in yellow in (c) and (d), with the 1000 m contour labeled

QC and localization and specifies smaller tropical cyclone
observation errors. These changes, in conjunction with a
newer, higher-resolution forecast model, a larger observa-
tional database, and the improvements described in Section 3,
yield results suggesting that 20CRv3 will have smaller fore-
cast errors, large-scale reductions in model bias, and more
accurate representations of hurricanes.

4.1 Adaptive methods for assimilating
observations
All versions of 20CR use an ensemble Kalman filter to
assimilate observations. It is well-known that localization
is required to prevent spurious ensemble cross-correlations
from developing far away from the assimilated observa-
tions (Houtekamer and Mitchell, 1998; 2001; Hamill et al.,
2001; Anderson, 2007). The use of localization in ensem-
ble DA systems for weather prediction is crucial, since
current-generation systems are being run with ensemble sizes
many orders of magnitude smaller than the size of the fore-
cast model state vector. Traditional localization schemes

use a smooth cut-off function, such as the piecewise con-
tinuous fifth-order polynomial function described by Gas-
pari and Cohn (1999), to taper the covariances to zero at
a given distance away from an observation. Typically, this
Gaspari–Cohn localization is a function of only the hori-
zontal distance between an observation and a state variable,
and is described by a single parameter that is related to the
distance at which the Gaspari–Cohn function goes to zero.
The optimal value for the localization length-scale may be
a function of many aspects of the DA system, such as the
density of the observing system and the scale of the phe-
nomena being observed. This makes tuning the localization
length-scale difficult, especially when the observing system
is very inhomogeneous, and many different scales are being
observed simultaneously. The 20CRv2c system used a local-
ization radius of 4,000 km for all times and locations based
on early tests (Whitaker et al., 2004); a relatively large value
was chosen to maximize the use of observations in data-sparse
regions and to minimize the generation of small-scale noise
by the EnKF update. In addition, a five-step QC process
was employed in 20CRv2c; this is the same process used in
20CRv2 and described in Appendix B of Compo et al. (2011).
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(a)

(c) (d)

(b)

F I G U R E 11 Localization values (km) for all observations assimilated in 20CRv3 at 1200 UTC on 1 June for the years (a) 1854, (b) 1915, (c)

1935, and (d) 2000. Note that comparable plots for 20CRv2c would consist entirely of light orange circles (localization value of 4,000 km)

Since the 20CR system only assimilates surface pressure
observations and the network can become quite sparse in the
19th century, it is important to extract the most information
from each observation. In order to make better use of the
observations, 20CRv3 uses an adaptive QC procedure jointly
with an adaptive localization algorithm. Observations must
pass two initial gross QC steps: if the observation is outside
a plausible range or if the observation is too far from the first
guess, the observation is rejected. The first step will reject an
observation that is outside the range of 850 to 1090 hPa. The
second step will reject an observation 𝑥ob if it is too far from
the first guess 𝑥b:

|𝑥ob − 𝑥b| > 3.2
√

𝜎2
b + 𝜎2

ob , (4)

where 𝜎2
b is the variance of the first-guess ensemble inter-

polated to the observation time and location and 𝜎2
ob is the

observation error variance. Unlike 20CRv2c, version 3 does
not utilize a “buddy check” or a thinning algorithm to reject
observations which degrade the fit of the analysis to nearby
observations or which do not decrease the analysis ensemble
spread. Instead, the adaptive QC assigns these observations
larger errors and smaller localization radii, so that their region
of influence is essentially zero. Details of the adaptive QC

and localization procedures used in 20CRv3 can be found in
Appendices C and D.

Figure 11 shows maps of observations within a single
assimilation window for four test years: 1854, 1915, 1935, and
2000. Note that, as the observation network becomes denser,
the localization lengths generally decrease. In 1854 and 1915,
the observation network is relatively sparse, and most obser-
vations have localization length-scales near the maximum
allowed of 4,000 km. In the year 2000, however, most obser-
vations located within densely observed areas have local-
ization length-scales closer to 1000 km, though there are a
few observations within these areas that the algorithm selects
for greater localization length-scales. Observations located
within areas that are sparsely observed (such as the South-
ern Ocean and Antarctica) still have fairly large localization
length-scales in the year 2000. This new procedure allows
many more observations to be assimilated within 20CRv3
while adaptively allowing observations with significant bene-
ficial effects to have larger ranges of impact, and observations
with less beneficial effects to have smaller ranges.

4.2 Observation statistics
Observations have a large impact on overall performance of
reanalyses: inaccurate observations as well as the incorrect
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prescription of their errors can impact global fields and their
trends (recall the global SLP bias in Figure 5). It is crucial,
then, to investigate the behaviour of their statistics in the con-
text of the full system. Here we show that, while 20CRv2c
performs fairly well under many measures, the updated algo-
rithms used in 20CRv3 produce clear improvements in several
test periods.

Statistics of the departures of observations from the
first-guess field can provide one measure of how well the
entire system is performing, particularly when compared
with statistics of the expected errors. The “actual” error is
defined as:

RMSEactual =

[
1

𝑁obs

𝑁obs∑
𝑖=1

(
𝑥ob,𝑖 − 𝑥b,𝑖

)2

]1∕2

, (5)

where 𝑖 indexes all 𝑁obs observations that are contributing to
the statistic (in space or time), 𝑥ob,𝑖 is the 𝑖th observation, and
𝑥b,𝑖 is the first-guess field interpolated to the 𝑖th observation
time and location. The expected error is then defined as:

RMSEexp =

[
1

𝑁obs

𝑁obs∑
𝑖=1

(
𝜎2

ob,𝑖 + 𝜎2
b,𝑖

)]1∕2

, (6)

where 𝑖 indexes the same 𝑁obs observations as above, 𝜎2
ob,𝑖 is

the 𝑖th observation error variance, and 𝜎2
b,𝑖 is the variance of

the first-guess ensemble, interpolated to the 𝑖th observation
time and location. As shown by Desroziers et al. (2005),
under the assumptions that the observation and background
errors are uncorrelated and unbiased, these errors should
be equivalent. In a DA system that is performing well, the
actual errors should not be larger than the expected errors.
We consider time series of regionally and annually averaged
surface pressure forecast errors for the Northern Hemisphere
(20–90◦N), Tropics (20◦S to 20◦N), and Southern Hemi-
sphere (90–20◦S). That is, the statistics in Equations 5–6 are
calculated using all observations in the given region for each
year. These are plotted in Figure 12 for 20CRv2c (blue) for
all years and 20CRv3 (black) for three test periods.

As expected from EnKF theory and seen with 20CRv2
(Compo et al., 2011), errors decrease in time as observa-
tions are denser and more accurate. Note that this is not a
result of any “tuning”. The Southern Hemisphere errors from
20CRv2c match the expected errors particularly well in all
decades after 1860. The 20CRv2c errors in the Tropics are
less consistent, and the actual errors in the Northern Hemi-
sphere are almost always larger than the expected errors, by
over 1 hPa in earlier decades and by 0.3–0.5 hPa in recent
decades. This suggests that, in the 20CRv2c system, the errors
assigned to observations might be too low, the first-guess
ensemble spread is too small, the observations or first-guess
fields are biased, or a combination of these.

(a)

(b)

(c)

F I G U R E 12 Time series of actual (solid) and expected (dashed)

annual first-guess RMS errors for observations assimilated in 20CRv2c

(blue) and 20CRv3 (black) averaged over (a) the Northern Hemisphere

(20 to 90◦N), (b) the Tropics (20◦S to 20◦N), and (c) the Southern

Hemisphere (90 to 20◦S)

The preliminary 20CRv3 errors (black curves in
Figure 12) show improvements in nearly every test period.
While the actual errors in the 1851–1870 test period are still
larger than the expected errors, this discrepancy is smaller
than in 20CRv2c. Recall from Section 3 that, prior to 1871, a
bias correction was made to marine observations in 20CRv3,
in addition to the station observation bias correction.
Although dry air mass conservation is mainly responsible for
removing the low-pressure bias (Figure 7), the ship bias cor-
rection provides further improvement. For the modern period
in all regions, the actual error is always less than expected.
This suggests that the assigned observation errors may be
too large for modern years, and future work may investigate
the effects of time-varying observation errors as in Laloyaux
et al. (2018). Nevertheless, the overall effect of the new algo-
rithms in the version 3 system, including ship bias correction,
is to decrease the RMS errors in several different test periods.

These improvements in RMS errors may be due to the
updated model, as well as to the new algorithms implemented
in the 20CRv3 system. This is supported by investigations
into the station bias corrections. Recall that these corrections
are based on 60-day average differences between observations



SLIVINSKI ET AL. 2891

F I G U R E 13 Annual average station pressure biases (hPa) for (a, b) 1960, (c, d) 1980, and (e, f) 2000, calculated from (a, c, e) 20CRv2c and

(b, d, f) 20CRv3

from each station and the first-guess pressure at that loca-
tion. Ideally, the consistent mismatches between observations
and the model first guess are biases in the observations that
are removed; however, a mismatch could be due to model
errors, and the algorithm would actually be adjusting the
observations away from reality and towards the biased model
state. In particular, it is likely that biases with large-scale
spatial patterns are model errors, though they could result
from national issues producing similar biases (Slonosky and
Graham, 2005) or international changes in observing prac-
tices that are adopted by nations at different rates (discus-
sion in Trenberth and Paolino 1980). Conversely, small-scale

biases may point to a misassignment of station elevation
or position: these are observational biases that should be
corrected.

Figure 13a,c,e shows the annual average station pressure
biases from 1960, 1980, and 2000 that were removed from
observations in 20CRv2c. Note the annual values in the region
over eastern Europe and much of northern Asia are con-
sistently negative, suggesting a model bias (also van den
Besselaar et al. 2011). Conversely, the version 3 data does
not show the same spatial or temporal consistency of negative
values in this region (Figure 13b,d,f). This suggests that the
model used in version 3 may be less biased than in 20CRv2c.
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(a) (b)

(c) (d)

F I G U R E 14 Maps of the year 2000 annually averaged sea-level pressure differences (hPa) between (a) 20CRv2c and ERA-Interim, (b)

20CRv3 and ERA-Interim, (c) 20CRv2c and JRA-55, and (d) 20CRv3 and JRA-55, all plotted on approximately a 1.5◦ by 1.25◦ grid

Another cause could be due to the process of the station bias

correction: 20CRv2c calculated biases from the observations

interpolated to the model surface, but inadvertently applied

the correction at the level of the observation; in 20CRv3, the

bias correction is calculated and applied at the level of the

observation.

Unlike the Eurasian biases, consistent regional biases over

the US have hardly changed in 20CRv3; it is unclear whether

this is a model bias effect or not. Other possible causes

of large-scale biases include orography (biases over moun-

tain ranges tend to be consistent; e.g. the Himalaya) and

nationality (due to country-specific calibration and correction

methods; cf. the Canadian “50-foot rule” (Slonosky and Gra-

ham, 2005). Finally, version 3 includes many other changes

to the assimilation method and the observation handling, as

well as changes to the forecast model, so it is difficult to confi-

dently conclude that the negative bias over northern Asia was

a model error that has been fixed. Regardless, the overall mis-

match between station observations and first-guess fields has

been notably diminished in 20CRv3. This leads to analyzed

SLP fields (Figure 14) and 500 hPa geopotential height fields

(Figure 15) that are closer to those of ERA-Interim and

JRA-55, particularly in northern Eurasia.

4.3 Representation of hurricanes
Historical reanalyses are especially useful for studying
extreme weather events, since these are by definition rare but
high-impact events. Tropical and extratropical cyclones are
of particular interest as they can result in loss of life and
enormous financial costs. To improve understanding and pre-
dictions of these storms, it is necessary to improve our under-
standing of the large-scale drivers of them as well as how
storm characteristics are changing as the climate changes. If
historical reanalyses can accurately capture these storms, they
provide a long, consistent sample of such extreme events and
their associated large-scale environment.

In order to represent tropical cyclones (TCs), 20CRv2c
assimilated TC data from IBTrACS (Knapp et al., 2010) in
addition to land station and marine pressure observations.
IBTrACS consists of actual pressure measurements, pressure
reports calculated as time-interpolated values from tropical
cyclone warning centers, and wind-derived central pressure
reports (Knapp et al. 2010 and Compo et al. 2011 give more
details). Since these data are often significantly lower pres-
sure values than the nearby station observations, they would
generally fail the QC step that compares observations to their
nearest neighbours (Appendix B of Compo et al., 2011);
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(a) (b)

(c) (d)

F I G U R E 15 Maps of the year 2000 annually averaged 500 hPa geopotential height differences (m) between (a) 20CRv2c and ERA-Interim,

(b) 20CRv3 and ERA-Interim, (c) 20CRv2c and JRA-55, and (d) 20CRv3 and JRA-55, all plotted on approximately a 1.5◦ by 1.25◦ grid

therefore, the 20CR system has IBTrACS data bypass these
checks and assimilates these deep-low data.

In version 2c, these data were assigned observation errors
that were much higher than for any other type of observa-
tion to prevent numerical instabilities from arising imme-
diately after assimilation (Table A1 in Appendix). Despite
digital filtering to smooth the evolution of the post-update
fields, tests using smaller errors would occasionally still gen-
erate amplifying gravity waves and numerical instability.
While the large error assignment eliminated this problem, the
resulting 20CRv2c analyses can have central pressure val-
ues that are much higher than the IBTrACS data, sometimes
by 40 hPa or more. The version 3 system, with an updated,
higher-resolution forecast model and 4DIAU, can use these
observations more effectively. Assimilating TC low-pressure
values into the version 3 system does not generate instabili-
ties, and so the IBTrACS data can be assigned smaller obser-
vation errors (Table 1). This often yields stronger cyclones
with central pressure analyses that are closer to the original
IBTrACS value.

As an example, we investigate a strong hurricane that
hit Galveston, Texas in August 1915. Figure 16 illustrates
the analyzed SLP fields (contours) from four reanalyses, as
well as locations of observations available to each system

between 16 August 1915, 2100 UTC and 17 August 1915,
0900 UTC (circles); this window was chosen so that obser-
vations assimilated at 0000 UTC would be shown as well as
those assimilated at 0600 UTC. For each system, observa-
tions that were assimilated are shown as solid circles, while
observations that were rejected by the system’s QC step are
open circles. Blue circles represent station and marine obser-
vations, and red circles represent IBTrACS data. 20CRv2c
(Figure 16a) assimilated the IBTrACS report of 940 hPa on
17 August 1915 at 0600 UTC, producing an analyzed value of
986 hPa at the centre of the storm. In version 3 (Figure 16b),
the storm is even stronger, and the analyzed value at the
centre of the storm has decreased to 962 hPa, reducing the
observation–analysis departure calculated from 20CRv2c by
half. Since the IBTrACS reports were available and assim-
ilated into 20CRv2c and 20CRv3 beginning on 1 August
1915, this hurricane evolved and strengthened continuously
in time in both versions of 20CR (not shown.) For compar-
ison, the ERA-20C QC rejected the IBTrACS observations
(Figure 16c) and analyzed a low pressure system that is
weaker than that of 20CRv2c and has a misaligned centre. The
CERA-20C system also rejected the IBTrACS observations,
but additionally assigned larger errors to the nearby station
data than ERA-20C (Laloyaux et al., 2018), thereby showing
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20CRv2c 20CRv3

ERA-20C CERA-20C

(a) (b) 

(c) (d) 

F I G U R E 16 Sea-level pressure (orange contours with interval 5 hPa) and wind fields (vectors; m/s) for the 1915 Galveston hurricane, 17 Aug

1915 0600 UTC, from (a) 20CRv2c, (b) 20CRv3, (c) ERA-20C, and (d) CERA-20C. Locations of available observations taken between 16 August

1915 2100 UTC and 17 August 1915 0900 UTC are shown by circles: station and marine observations are blue, IBTrACS data are red, solid circles

denote observations that were assimilated, and open circles denote observations that were rejected

no trace of the storm (Figure 16d). Laloyaux et al. (2018) con-
ducted experiments with the CERA-20C system in which this
type of observation was white-listed, and found this yielded
better performance than CERA-20C for two hurricanes in
1900 and 2005 (their Figure 5).

5 REMAINING ISSUES

While the changes from the version 2c system to the ver-
sion 3 system have resulted in many improvements across the
board, there are several remaining issues in 20CRv3 as well as
new questions that have arisen. For instance, recall (Figure 9)
the precipitation biases that have strengthened in 20CRv3,
particularly the appearance of a double ITCZ and the over-
estimation of global precipitation rates relative to GPCP.
The Southern Hemisphere confidence fields (Figure 4) also
demonstrate that there is some remaining large uncertainty
over Antarctica (though these areas are relatively small),
despite tests that led to adjusting the inflation parameter in the
Southern Hemisphere.

Figures 7 and 14a,b demonstrate another potential issue

with the Southern Hemisphere: a high pressure bias over

Antarctica. Figure 7 shows that the 1854 annual average SLP

over Antarctica in 20CRv3 is several hPa higher than the

20CRv2c modern climatology, and this anomaly is larger in

20CRv3 than it was in 20CRv2c. Figure 14 demonstrates that

20CRv3 also displays this high pressure bias in a modern dif-

ference calculated with respect to ERA-Interim. However, the

strong difference relative to ERA-Interim is mainly over the

Antarctic landmass, which has a fairly high topography, so

the SLP field is likely not an appropriate variable to consider

when diagnosing the mass or circulation field of this region.

Indeed, the SLP difference with JRA-55 (Figure 14c,d) has

the opposite sign in this region.

A third Southern Hemisphere issue, regarding a trend in

sub-Antarctic SLP, was first brought to light during an inves-

tigation of ERA-20C (Poli et al. 2015,2016) and is demon-

strated in Figure 17. This figure shows the seasonal time series

of SLP area-averaged poleward of 60◦S for 20CRv2c (blue),

ERA-20C (green), CERA-20C (gold), and ERA-Interim
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F I G U R E 17 Time series of seasonal sea-level pressure poleward of 60◦S from 20CRv2c (blue), ERA-20C (green), CERA-20C (gold),

ERA-Interim (orange), a non-assimilating model simulation using the 20CRv2c system (red), and preliminary 20CRv3 data without confidence

intervals (black). Shading represents one ensemble standard deviation when available

(orange), as well as data from an ensemble of model simula-
tions using the 20CRv2c system but which did not assimilate
any observations (‘no DA’, red) and preliminary 20CRv3 data
for the test periods 1851–1870, 1910–1930, and 1990–2010
(black). ERA-20C has a high pressure bias south of 60◦S
in the early 20th century that is particularly strong in aus-
tral summer (green curve in Figure 17a between 1900 and
1930). Comparisons with 20CRv2c show that it has a sim-
ilar bias as ERA-20C in other seasons, but a weaker bias
than ERA-20C in Dec-Jan-Feb. There is a drop and subse-
quent increase in SLP from 20CRv2c in all seasons (most
notably in Sept-Oct-Nov) from 1890 to 1910, with another
significant drop-off between 1940 and 1960. The prelim-
inary 20CRv3 data agree with the 20CRv2c data for the
most part, though the early 20th century March-April-May
SLP has been diminished. In all seasons though, the modern
20CRv3 SLP is still about 5 hPa lower than the early 20th
century SLP.

ERA-20C and the 20CR datasets used entirely different
models and assimilation methods but show similar trends,
which suggests the culprit is in the observations. Poli et al.
(2015) and Laloyaux et al. (2018) assert that the problem was
caused not by a bias in the observations, but by the spatial
pattern of observations at this time in the Southern Hemi-
sphere. In particular, most of the observations are located

in the subtropical high-pressure belt; the positive increments
from assimilating these observations were communicated to
the unobserved, and thus unconstrained, region farther south.
They argue that this is caused by observation errors that are
too small in ERA-20C; thus in CERA-20C, larger observation
errors were assigned in this time period. This has significantly
decreased the trend in SLP from CERA-20C in all seasons
(gold curves in Figure 17), though it remains somewhat in
Dec-Jan-Feb, when the bias in ERA-20C was most obvious.
Hegerl et al. (2018) point out the HadCRUT4 temperature
dataset (Morice et al., 2012) also exhibits anomalously low
SSTs during the years 1906–1915 in the Southern Ocean
(their Figure 2c), possibly due to instrumental biases or uncer-
tainties in the sea ice fields; investigations into this issue and
possible connections with the SLP signals in Figure 17 are
ongoing.

6 CONCLUSIONS

With the growing need to understand and predict climate
and extreme weather variations on decadal to centennial
time-scales, the use of historical reanalyses continues to
expand in areas such as assessments of long-term cli-
mate change, investigations of extreme events, and detailed
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histories of weather. Therefore it is becoming more important
that these reanalyses be reliable, both in their state estimates
and their quantification of uncertainty. Users must recognize
when and where historical reanalyses can be confidently uti-
lized, and when caution should be taken (or a different dataset
chosen). This work seeks to illuminate particular aspects of
20CRv2c that require careful consideration, the ways in which
these issues informed the development of the 20CRv3 sys-
tem, and particular aspects of 20CRv3 that show preliminary
improvements over 20CRv2c.

The Twentieth Century Reanalysis version 2c improved
upon several issues discovered in the previous NOAA-CIRES
historical reanalysis, 20CRv2, but other problems remained.
They provided specific focus areas when developing the
NOAA-CIRES-DOE 20CRv3 system. Indeed, many of the
issues in 20CRv2c discussed here have been ameliorated in
20CRv3 due to a combination of factors: a newer NCEP GFS
forecast model with higher resolution; improved DA algo-
rithms, observation processing, and QC; and an updated ISPD
observation database. Several other issues with 20CRv2c
exist that have not been discussed here, including spin-up
effects in sea ice thickness, snow depth, and soil moisture,
and biases in the upper-stratospheric temperatures; some of
these issues are reduced in 20CRv3 and will be discussed in
future work.

Preliminary results with the 20CRv3 dataset are quite
promising, though they are already highlighting areas for
future research, particularly in the “Deep South” of the South-
ern Hemisphere. The confidence in that region remains too
low; further work regarding the relaxation-to-prior-spread
inflation algorithm in this region may be necessary to increase
the confidence to more realistic values. A larger set of avail-
able observations in this region would also increase the confi-
dence (recall Figure 2), motivating greater data rescue efforts
here. Gathering high-quality observations in these sparsely
observed regions remains a challenge within the data rescue
community (Allan et al., 2011; Brönnimann et al., 2018), but
new data rescue efforts (SouthernWeatherDiscovery.org) are
beginning to address this. More data are also needed in other
sparsely observed regions, as well as globally in the early 19th
century. Other data rescue efforts (including ACRE activ-
ities, WeatherRescue.org, the Copernicus Climate Change
Service South America data rescue project, and the UK/China
Climate Science for Service Partnership) have the potential
to significantly add to the observational database in these
regions.

Despite some remaining challenges with 20CRv3, there
are early suggestions that this dataset will be useful for stud-
ies in which 20CRv2c required more cautious analysis: for
example, tropical cyclones seem to show much stronger sig-
nals in 20CRv3 than in 20CRv2c. This suggests that 20CRv3
may be used for validating ongoing historical tropical cyclone
research that extends IBTrACS back in time (Diamond et al.,

2012), and for corroborating partial or discontinuous storm
track information (e.g. when storm systems passed close to
islands or ships). Utilizing an updated inflation algorithm also
allows for more consistent studies of long-term trends and
uncertainty, where 20CRv2c exhibited artificial signals due
to abrupt parameter changes.

Since the process of creating historical reanalyses is a
continuous cycle of improvement, we are already looking
ahead to further upgrades to the 20CR system. In partic-
ular, NCEP has recently significantly updated their global
forecast system with a finite volume, cubed sphere model
(Harris and Lin, 2013) (preliminary documentation available
at https://vlab.ncep.noaa.gov/web/fv3gfs/; accessed 7 July
2019); the changes resulting from this model versus the previ-
ous spectral model need to be investigated. Recent investiga-
tions into coupled DA algorithms, and the first implementa-
tion of a quasi-strongly coupled DA algorithm in CERA-20C
(Laloyaux et al., 2018), suggest that future versions of 20CR
could benefit from coupled systems. Finally, while all ver-
sions of 20CR so far have only assimilated surface pressure,
the possibility of assimilating other types of data (such as
marine winds, sea ice observations, or precipitation) seems to
be more feasible as DA algorithms continue to mature.
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APPENDICES

A.1 Implementation details for 20CR
versions 2c and 3
As several of the unique details of the 20CRv2c system have
not been previously documented, they are described here in
detail by way of comparison with the new 20CRv3 system.
20CRv2c used an experimental version of the 2008 NCEP
GFS (2008EX), a spectral coupled atmosphere–land model
with a comprehensive suite of physical parametrizations
and processes including representing the radiative effects of
time-varying CO2 concentrations, volcanic aerosols, and an
11-year solar cycle (Compo et al., 2011), at a horizontal res-
olution of total spherical wavenumber 62 (about 2◦) with 28
vertical hybrid sigma-pressure levels. In this version of the
GFS, the NCEP Global Spectral Model atmosphere is cou-
pled to the Noah land surface model (Ek et al., 2003) with
four subsurface soil levels and to a 2.5-layer thermodynamic

ice model with two layers of ice and one layer of snow (Win-
ton, 2000). The physical parametrizations used in the GFS
2008EX are described by Kanamitsu et al. (1991) and Moor-
thi et al. (2001). Additional updates to these parametrizations,
including revised solar radiative transfer, boundary-layer ver-
tical diffusion, cumulus convection, and gravity wave drag
parametrizations, are described by Saha et al. (2010). In addi-
tion, the cloud liquid water is a prognostic quantity with
a simple cloud microphysics parametrization. The radiation
interacts with a fractional cloud cover that is diagnostically
determined by the predicted cloud liquid water. Radiation
also interacts with a three-dimensional prognostic ozone that
is determined from a parametrization of gas-phase ozone
production and loss chemistry (McCormack et al., 2006)
implemented by NCEP/EMC (Moorthi, personal communi-
cation, 2011) The GFS 2008EX also includes the radiative
effects of historical time-varying CO2 concentrations, vol-
canic aerosols, and solar variations using the long-wave radi-
ation model of Mlawer et al. (1997) and short-wave radiation
model of Hou et al. (2002).

The specified boundary conditions needed to run the cou-
pled atmosphere–land model are taken from time-evolving
sea surface temperature and sea ice concentration fields.
The sea ice concentration fields are taken from monthly
COBE-SST2 (Hirahara et al., 2014) interpolated to daily
values. The GFS 2008EX was modified to allow sea ice
concentration specification down to fractions of 0.15, where
previously the smallest concentration allowed was 0.5. Addi-
tionally, the sea ice concentration mis-specification noted
by Compo et al. (2011) was corrected. The SST fields for
1851–2012 consist of 18 members of pentad Simple Ocean
Data Assimilation with sparse input version 2 (SODAsi.2;
Giese et al., 2016) with the high latitudes (above and below
60◦) adjusted to COBE-SST2 (Hirahara et al., 2014), and
the 1981–2010 climatology adjusted at each gridpoint to
that of COBE-SST2. The pentad values were interpolated
to daily resolution. Years 2013–2014 have specified SST
fields from the Optimum Interpolation SST version 2 (OIS-
STv2; Reynolds et al., 2007); the reanalysis was not extended
beyond 2014.

20CRv2c used additional pressure observations and modi-
fied observation errors compared to those used in 20CRv2 and
described by Compo et al. (2011). Observations are from the
International Surface Pressure Databank (ISPD) version 3.2.9
(Cram et al., 2015; Compo et al., 2015), which consists
of station observations, marine observations, and pressure
reports for tropical cyclones from the International Best Track
Archive for Climate Stewardship (IBTrACS) v03r05 (Knapp
et al., 2010; Kruk et al., 2010). The station component is a
blend of many national and international collections, with the
largest contributor being surface and SLP observations from
the Integrated Surface Database (ISD; Lott et al. 2008; Smith
et al. 2011). Procedures for blending the station component
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T A B L E A1 Observation errors (hPa) assigned to tropical

cyclone data in 20CRv2c. The upper half of the table is reserved for

observed central pressure data, and the lower half of the table

includes wind-derived central pressure data. Columns denote basin

and storm category, from ‘tropical depression’ (TD) to category 5.

Basin TD Cat1 Cat2 Cat3 Cat4 Cat5
Observed b1 6.0 6.0 7.0 9.0 9.0 9.0

b2 6.0 6.0 7.0 9.0 9.0 9.0

b3 3.0 3.0 3.5 4.5 4.5 4.5

b4 3.0 3.0 3.5 4.5 4.5 4.5

b5 9.0 9.0 10.5 13.5 13.5 13.5

b6 9.0 9.0 10.5 13.5 13.5 13.5

b7 9.0 9.0 10.5 13.5 13.5 13.5

b8 6.0 6.0 7.0 9.0 9.0 9.0

b9 3.0 3.0 3.5 4.5 4.5 4.5

Wind- b1 6.0 6.5 7.0 9.0 9.0 9.0

derived b2 6.0 6.5 7.0 9.0 9.0 9.0

b3 4.0 5.0 5.5 6.0 6.0 6.0

b4 4.0 5.0 5.5 6.0 6.0 6.0

b5 12.0 13.0 14.0 18.0 18.0 18.0

b6 12.0 13.0 14.0 18.0 18.0 18.0

b7 12.0 13.0 14.0 18.0 18.0 18.0

b8 6.0 6.5 7.0 9.0 9.0 9.0

b9 4.0 5.0 5.5 6.0 6.0 6.0
b1. Eastern North Pacific (sub-basin: Central Pacific).

b2. Eastern North Pacific.

b3. North Atlantic.

b4. North Indian.

b5. South Indian

b6. South Pacific (sub-basin: Eastern Australia).

b7. South Pacific.

b8. West Pacific.

b9. South Indian (sub-basin: Western Australia)

are described by Yin et al. (2008). Marine observations are
from the International Comprehensive Ocean–Atmosphere
Data Set (ICOADS; Worley et al. 2005; Woodruff et al.
2011) version 2.5.P, blended with additional observations
from ships of exploration during the mid-19th to mid-20th
centuries (Allan et al., 2011; Cram et al., 2015). The sur-
face pressure observations have been made available through
international cooperation facilitated by the Atmospheric Cir-
culation Reconstructions over the Earth (ACRE) initiative
and working groups of the Global Climate Observing System
and World Climate Research Programme. Many observations
from the early 19th century were collected as part of a study
on the Tambora eruption of 1815 (Brugnara et al., 2015; Bro-
han et al., 2016). The observation errors used in 20CRv2c are
the same as described in Table 1, with the exception of tropi-
cal cyclones; the errors used in 20CRv2c for those data were
defined based on storm category, ocean basin/sub-basin, and
whether the assimilated value was an observed central pres-
sure or a wind-derived central pressure (Landsea et al., 2008;
Compo et al., 2011; Kubota, 2012 and Landsea, personal
communication, 2008). These errors are given in Table A.1.

As in Compo et al. (2011), every fifth year was produced
in parallel for a continuous 5-year stream that started from
November of (stream year –1). Stream years are 1850, 1855,
..., 2000, 2005. Released data start in January of stream year
+1, e.g. 1851 to 1855, 1856 to 1860, ..., 2001 to 2005. Stream
year 2005 is extended to 2012 with the SODAsi.2 SST fields
and then to 2014 with the OISSTv2 SST fields.

While still assimilating only pressure observations, the
NOAA-CIRES-DOE 20CRv3 has changes in all other aspects
of the DA compared to 20CRv2c. 20CRv3 uses an updated
version of the NCEP GFS, v14.0.1, including the same Noah
land surface model and thermodynamic ice model used in
used in 2008EX and many other previous versions of the GFS.
Version 14.0.1 of the GFS became operational at NCEP in
autumn 2017. Several adjustments were made to the opera-
tional model prior to implementation in the 20CRv3 system.
First, the operational model includes an ensemble run at a res-
olution of T574, with a single deterministic forecast run at a
resolution of T1534. The version of the GFS used in 20CRv3
is run at a resolution of T254. Second, the dry air mass is spec-
ified to be 98.305 kPa (Trenberth and Smith, 2005). Third,
as in 20CRv2c, sea ice concentrations are allowed down to
0.15. Fourth, the radiation interacts with CMIP5 ozone from
1850 onwards (Cionni et al., 2011); prior to 1850, it uses
1850-level CMIP5 ozone. The model still advances a prog-
nostic ozone determined from a gas-phase parametrization
of linearized ozone production and loss (McCormack et al.,
2006) implemented by NCEP/EMC (Moorthi, personal com-
munication, 2011) This prognostic ozone is output during
model forecasts, but is not used in the internal radiation com-
putations. This was done to prevent spurious trends associated
with the fact that the prognostic ozone scheme was developed
for conditions that existed in the late 20th century, includ-
ing ozone depletion and the ‘ozone hole’ associated with
CFC emissions. Next, the solar forcing in 20CRv3 is deter-
mined from the Total Solar Irradiance Reconstruction based
on NRLTSI2 (Coddington et al., 2016). Volcanic aerosols in
20CRv3 are prescribed according to Crowley and Unterman
(2012). A hybrid eddy-diffusivity mass-flux boundary-layer
parametrization was used as described by Han et al. (2016),
but the dissipative heating in tropical cyclones that is used
operationally was turned off for 20CRv3 (Pegion, personal
communication, 2017) The coefficients that determine the
auto-conversion from ice to snow were decreased from the
operational values of (6e-4, 3e-4) to (2e-4, 2e-4) as the larger
values were found to give a substantial warm bias in the
global mid-troposphere. These lower values appear to be more
consistent with the reduced spatial resolution used here. The
model uses two stochastic physics schemes: Stochastically
Perturbed Parametrization Tendencies (SPPT; Palmer et al.,
2009; Shutts et al., 2011) and specific humidity perturbations
(SHUM; Tompkins and Berner 2008), which perturb the
humidity fields directly (Wang et al. 2019 give a description
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T A B L E A2 Summary of system details for 20CRv2c and 20CRv3.

20CRv2c 20CRv3
Horizontal resolution T62 T254

Effective resolution at equator 210 km 60 km

Vertical resolution 28 levels up to ∼2.5 hPa 64 levels up to ∼0.3 hPa

Temporal resolution 3–6 hourly 3 hourly

Forecast model GFS2008EX GFSv14.0.1

DA method EnSRF with digital filtering EnSRF with 4DIAU

Ensemble size 56 80

Observations ISPDv3.2.9 ISPDv4.7

Sea ice fields COBE-SST2 HadISST2.3

SST fields SODAsi.2 (1851–2012); SODAsi.3 (20CRv3si, 1836-2012);
Reynolds OIv2 (2013–2014) HadISST2.2 (20CRv3mo, 1981–2015)

Ozone Prognostic Specified
(McCormack et al., 2006) (CMIP5; Cionni et al. 2011)

of the GFS implementation). The snow depth and lower three
soil moisture levels are both subject to a 60-day relaxation
to a monthly climatology (Saha et al., 2010). The prescribed
CO2 and other physical parametrizations are unchanged from
20CRv2c and are described by Compo et al. (2011) and Saha
et al. (2010) and summarized by Fujiwara et al. (2017).

The boundary conditions for 20CRv3, namely sea ice
concentration and sea surface temperatures, have also been
updated from those used in 20CRv2c. Sea ice concentra-
tions for 20CRv3 are specified from HadISST2.3, which
is identical to HadISST2.2 (Titchner and Rayner, 2014)
from 1972 onwards. From 1850 to 1971, HadISST2.3 spec-
ifies sea ice extent from the Sea Ice Back To 1850 dataset
(SIBT1850; Walsh et al. 2016). Prior to 1850, sea ice is
specified as the 1860–1891 climatology of HadISST2.3. For
SST fields, 20CRv3si prescribes eight members of pentad
(interpolated to daily) SODAsi.3 SSTs duplicated ten times
each for 1814 onward (Giese et al., 2016). These fields are
seasonally adjusted to the 1981–2010 HadISST2.2 climatol-
ogy so that the 20CRv3si SST forcing climatology is the
same as 20CRv3mo. HadISST2.1 climatology (1861–1890)
is prescribed for the years 1813 and earlier. Regions where
sea ice was ever indicated in HadISST2.3 are filled with
HadISST2.2 daily (1963–2012), HadISST2.1 monthly inter-
polated to daily (1850-1962), or the 1861–1891 HadISST2.1
climatology (1849 and earlier). 20CRv3mo is distinguished
by having prescribed SSTs from eight members of pentad
(interpolated to daily) HadISST2.2 sea surface temperatures,
duplicated ten times.

The operational GFS uses a hybrid 4DEnVar (Kleist
and Ide, 2015) with a digital filter to prevent numerical
instabilities from forming in the analysis step (Lynch and
Huang, 1992; Huang and Lynch, 1993). The 20CRv2c sys-
tem used the deterministic Ensemble Square Root Filter
(EnSRF) (Whitaker and Hamill, 2002), as well as a digital
filter. Assimilation cycles were completed every 6 hr; e.g. at

0000, 0600, 1200, and 1800 UTC. For example, the assim-
ilation cycle completed at 0600 UTC includes an analysis
valid at 0600 UTC and assimilates observations from 0300
to 0900 UTC. The digital filter would then be active for
the first three forecast hours (i.e. from 0600 to 0900 UTC)
and turned off for the next six forecast hours (i.e. 0900 to
1500 UTC). The cycle then repeats, assimilating observations
from 0900 to 1500 UTC into the filtered 1200 UTC fore-
cast. While the 20CRv3 system also utilizes the EnSRF, it
includes a 4D Incremental Analysis Update (4DIAU; (Bloom
et al., 1996; Lei and Whitaker, 2016)) instead of the digital
filter. Analysis cycles are still completed every 6 hr, assimi-
lating observations in a 6-hr window centred at the analysis
time (–3 hr and +3 hr from the analysis time.) In the con-
text of the 4DIAU, assimilating observations results in three
‘preliminary’ analyses: one centred at the analysis time, one
3 hr prior, and one 3 hr after. The model is then re-run, start-
ing 3 hr prior to the analysis time, with additional forcing
added to guide the model towards the preliminary analyses
but without the discontinuous jumps that arise from a typi-
cal ensemble Kalman filter step. The result of this run is the
final analysis. The background, or forecast, is then generated
by running the model for 6 hr without the IAU forcing from
the end of the analysis window. In other words, to complete
a cycle at 0600 UTC, preliminary analyses are calculated for
0300, 0600, and 0900 UTC; the model is re-run using the
preliminary analyses as additional forcing to generate final
analyses at 0600 and 0900 UTC, and finally, the model is run
without IAU forcing from 0900 to 1500 UTC to generate the
background fields for the next analysis cycle.

The pressure observations assimilated into 20CRv3 con-
sist of an ACRE-facilitated blend of station data, marine
observations, and tropical cyclone data merged to generate
ISPDv4.7. The ISPDv3.2.9 used in 20CRv2c extended back
to 1755 (Cram et al., 2015), while ISPDv4.7 extends further
back to 1722. The updated version includes over 4500 new
station records from more than 30 collections, including
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station data on six continents. Note that this includes new
station records that are as short as one day, though many last
for years or decades. Land station data are bias-corrected
based on prior 60-day observation–first guess departures as
in Compo et al. (2011); data that are missing an observation
time are not included. The marine observations consist of
ICOADS3+v2, including observations from OldWeather.org
and the Australian Weather Detective project, as well as sev-
eral additional ships recently digitized (Spencer et al. (2019);
https://github.com/oldweather/ICOADS3.plus/releases –
accessed 11 July 2019 – gives a description of process-
ing procedures). ICOADS3+v2 fixes a date-misassignment
present in ICOADS3 (Freeman et al., 2017), and assigns
local noon to reports without a defined hour of observa-
tion. Marine observations prior to 1870 are bias-corrected
as described in Appendix B. The tropical cyclone data con-
sist of IBTrACS V03r10 (Knapp et al., 2010; Kruk et al.,
2010) combined with additional Pacific tropical cyclone data
(Kubota, 2012). Recall that the observation errors assigned
for each of these observations are given in Table 1. Note that
the tropical cyclone data bypass the nonlinear quality control
step (Appendix C).

Like 20CRv2c, 20CRv3 production was completed in par-
allel streams, starting from September of years 1834, 1839,
1844, 1849, ..., 2009. The first 16 months were taken as
spin-up, and released data will start in January of 1836, 1841,
1846, ..., 2011. These streams were initialized from 20CRv2c
ensembles.

B.1 Pre-1870 ship bias correction
For 20CRv3, biases from ICOADS R3 and auxiliary marine
observations taken prior to 1870 were precomputed and
subtracted from the observations (Brohan, personal com-
munication, 2017). Each ICOADS observation is associated
with a ‘deck’ and an ICOADS ID; generally, the ICOADS
ID is ship-specific, while the deck is a higher category
consisting of collections of ships (Worley et al., 2005;
Woodruff et al., 2011). For example, all Japanese whaling
ships fall under the same deck, but different ships should
have different ICOADS IDs. For each marine observation,
an individual bias is calculated as the difference between
the observed SLP and the climatological SLP for that time
and location (calculated from a 1981–2010 climatology from
20CRv2c). Individual biases from each ICOADS identifica-
tion for all years up to and including 1869 were aggregated
and averaged. This average bias is subtracted from each
observation with that ICOADS ID. At least ten observa-
tions were required to calculate a bias; any ICOADS IDs
with fewer than ten observations total prior to 1870 were
not bias corrected. Marine observations that did not have
an ICOADS ID were aggregated by year and deck; thus for
each year, all marine observations without an ICOADS ID

that share a given deck ID received the same average bias
correction.

C.1 Nonlinear quality control algorithm
A nonlinear quality control (QC) algorithm that includes a
representation of non-Gaussian observation errors has been
implemented in the 20CRv3 system. Non-Gaussian obser-
vation errors are typically handled in variational DA sys-
tems with a procedure known as ‘variational quality control’
(VarQC; e.g. Anderson and Järvinen, 1999). Instead of assum-
ing a Gaussian observation error, the distribution generally
used is ‘heavy-tailed’ in order to represent gross instrument
errors. The Kalman filter analogue of this approach was
described first by Dharssi et al. (1992): the equations are
identical to the familiar Kalman filter equations, except that
the observation error variance depends on the observation
innovation. The update is solved iteratively; within the serial
EnKF (in which each observation is assimilated sequentially),
each iteration is identical except that the observation error
variance in each iteration is modified by dividing by the
probability that the observation does not have a gross error,
estimated using the innovation from the previous iteration
(equations (15)–(17) in Dharssi et al., 1992). The Huber norm
observation error distribution is used (Tavolato and Isaksen,
2015), which implies that the probability of a gross error
is zero for |z| <= 𝑐 and 1 − |𝑐∕𝑧| for |𝑧| > 𝑐, where
𝑐 is a threshold parameter and z is the innovation normal-
ized by the observation error standard deviation: that is, z =
(y − Hx)∕𝜎ob, where y is the observation, H is the observa-
tion operator, x is the background model state, and 𝜎ob is the
observation error standard deviation. In 20CRv3, 𝑐 is set to
a value of 1.1, similar to what is used for surface pressure
observations in ECMWF operations. The Gaussian observa-
tion error standard deviation is reduced by an empirical factor
min(1, 0.5 + 0.25𝑐), following Tavolato and Isaksen (2015).
In the 20CRv3 system, the observation-space update is iter-
ated seven times to obtain the final observation-error variance
estimate; this estimate is then used one final time to update
the model state.

Effectively, the algorithm inflates the observation errors
for observations that are inconsistent with nearby observa-
tions (within a localization radius), in a manner similar to the
buddy-check algorithm used in the previous 20CRv2 system
(Appendix B of Compo et al., 2011). However, instead of a
binary decision to accept or reject an observation, in the new
procedure nearly all the observations are used, but those with
a higher probability of having a gross error are assigned larger
observation errors, and hence given less ‘weight’.

Figure C1 shows the impact of the new QC algorithm
for extratropical cyclone 𝑀𝑎𝑟𝑡𝑖𝑛 in December 1999 (Ulbrich
et al., 2001). The model and set-up used are the same as in
20CRv2c, but with a higher resolution (T126). If only the
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F I G U R E C1 Analyzed ensemble mean surface sea-level

pressure (solid contours; 980 hPa bold, 4 hPa interval) and background

ensemble spread (shading, in hPa) for 1800 UTC on 27 December

1999, using (a) background check QC only and (b) the Huber norm

QC. Circles represent observations; fill colours denote the probability

of a gross error, if assimilated.

background check QC is used (Figure C1a), most of the obser-
vations within the cyclone and many over continental Europe
are rejected. Recall from Section 4 that this QC rejects obser-
vations whose difference from the background field is larger

than 3.2
√

𝜎2
b + 𝜎2

ob; these observations are shown in white.

If the background QC threshold is increased from 3.2 to 16
and the nonlinear QC is activated (Figure C1b), most of those
observations are used, but given reduced weight. Figure C1b
shows observations coloured by the probability of a gross
error; a higher probability results in a smaller weight. As a
consequence of the nonlinear QC, the ensemble mean cyclone
is deeper and the background ensemble spread is larger in the
vicinity of the cyclone. However, we found that the reduction
of the background QC check threshold had an overall neg-
ative impact on analysis quality since suspect observations
in data-sparse regions were not flagged by the nonlinear QC
algorithm. We did find a small but significant positive impact
of including the nonlinear QC algorithm in addition to the
background QC check with a threshold of 3.2. This, in con-
junction with whitelisting central pressure data from tropical

cyclones, is the QC configuration used in the 20CR version 3
system.

D.1 Adaptively varying localization
length-scales in the serial EnKF
Unlike the fixed localization procedure in 20CRv2c, the ver-
sion 3 system utilizes an adaptive localization scheme that
avoids a specified value solely determining the localization
length-scale. This scheme makes the localization length-scale
proportional to the expected reduction of ensemble variance
in observation space for each serially assimilated observation.
Observations are sorted so the next observation assimilated
is always the one with the largest expected ensemble vari-
ance reduction. This ensures that the localization length-scale
decreases monotonically as observations are assimilated, so

F I G U R E D1 Surface pressure increment (hPa) for the (a) first

(smallest value of 𝜌) and (b) 10,000th (𝜌 statistically indistinguishable

from 1) observations assimilated globally on 1 April 2000. Note that

the domains differ between (a) and (b) since the first assimilated

observation is located west of the Antarctic peninsula, and the 10,000th

assimilated observation is in the western US. Also note that the colour

scales differ. A fixed localization length-scale of 4000 km in the

horizontal and four scale heights in the vertical was used, and

observations were assimilated in order of increasing 𝜌
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F I G U R E D2 𝜌 (blue, left axis) and L (red, right axis), diagnosed

using Equation D.2 with 𝑟 = 0.2 and 𝐿0=4000 km, as a function of

observation number in the serial assimilation algorithm for the

experiment described in Figure D1 but with adaptive localization

that the first (last) observation assimilated has the largest
(smallest) expected variance reduction in observation space,
and the largest (smallest) localization length-scale. Specifi-
cally, we hypothesize that for a single observation, the reduc-
tion of ensemble variance in observation space is inversely
proportional to the optimal localization length-scale for that

observation:

𝜌 = HPaHT∕HPbHT = R∕(HPbHT + R), (D1)

where H is the linearized observation operator, Pb is the
background ensemble covariance, Pa is the analysis ensemble
covariance, and R is the original observation error variance.
Small values of 𝜌 correspond to a large reduction in variance
of the observed variable when that observation is assimi-
lated, which we assume implies a large signal-to-noise ratio
in the ensemble covariance estimate, and therefore less severe
localization (a longer localization length-scale) should be
used. Conversely, as 𝜌 asymptotes to unity, there is very lit-
tle reduction in variance of the observed variable, implying
that the ensemble covariance is noisy, requiring a more severe
localization (a smaller localization length-scale) to be used.
Empirically, we choose the following relationship between 𝜌

and 𝐿, the localization length-scale:

𝐿 = 𝐿0(1 − e−(1−𝜌)∕𝑟), (D2)

where 𝐿 is the localization length-scale, 𝐿0 is the maxi-
mum allowed localization length-scale, and 𝑟 is a parameter
governing how tight the relationship between 𝜌 and 𝐿 is. The
observations are assimilated serially in order of increasing 𝜌,
and 𝜌 is recomputed after each observation is assimilated.

To validate the underlying assumption that signal-to-noise
ratio of the ensemble covariance estimate decreases with

F I G U R E D3 Time series of 500 hPa geopotential height error (relative to ERA-Interim reanalyses) for the experiments described in the text
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F I G U R E D4 The error spectra of 700 hPa temperature for the

adaptive localization experiment (‘varloc’) and two of the fixed

localization (‘fixedloc’) experiments (2500/2.5 and 3500/3.5 km per

scale height).

increasing 𝜌, we performed an experiment with a fixed
localization length-scale 𝐿 of 4000 km in the horizontal
and four scale heights in the vertical in which the surface
pressure observations were assimilated in order of increas-
ing 𝜌. Figure D1 shows the surface pressure increment for the
first and 10,000th observations assimilated in one cycle of this
experiment.

As expected, the spatial coherence of the surface pres-
sure increment generally decreases as a function of increasing
𝜌, and the increments become noisier and smaller scale as
𝜌 increases. Figure D2 shows 𝜌 as well as the localization
length-scale 𝐿, diagnosed using Equation D.2 with 𝐿0 =
4000 km and 𝑟 = 0.2, as a function of the number of
observations assimilated.

Based on these results, a series of experiments was
performed for the period January–April 2000 to assess
the impact of the adaptive localization scheme. Fixed
localization experiments were run with horizontal and

vertical localization scales corresponding to 2000/2, 2500/
2.5, 3000/3, 3500/3.5 and 4000/4 (km and scale heights,
respectively). A relaxation to prior spread coefficient of
0.9 was used throughout, station observations were bias
corrected, and the QC algorithm described in Appendix C
was used. These fixed localization experiments were com-
pared to an adaptive localization experiment using the scheme
described above with 𝑟 = 0.2 and 𝐿0 = 4000 km per four
scale heights. Figure D3 shows time series of Northern Hemi-
sphere geopotential height analysis errors at 500 hPa (relative
to ERA-Interim) for all of the experiments.

The adaptive localization experiment shows a clear reduc-
tion in analysis error relative to all of the fixed localization
experiments. The reason for the improvement can be under-
stood using the error spectrum shown in Figure D4. For the
fixed localization experiments, decreasing the localization
length-scale reduces the analysis error at small scales, but
increases the error at large scales. This is a well-known con-
sequence of localization with a fixed length-scale in a system
with multiple error scales (e.g. Buehner and Shlyaeva, 2015);
in essence, tuning the single length-scale results in a com-
promise of balancing reductions in errors at some scales
with increases in error at other scales. In contrast, the adap-
tive localization scheme is able to reduce errors at all scales
simultaneously. Based on these tests, the 20CR version 3
system uses the adaptive localization scheme described here
with 𝑟 = 0.2 and 𝐿0 = 4000 km per four scale heights.

This scheme has been tested with more complete observ-
ing systems than 20CR (including upper-air and satellite
radiance observations), but there have been no significant
positive impacts relative to using a fixed localization scale.
We hypothesize that the homogeneity of the observing sys-
tem used in 20CR (surface pressure observations only) is
crucial. An observing system with many different types of
observations (some of which may only be weakly correlated
with model state variables) will require a more sophisticated
metric for measuring sampling error than the expression for
𝜌 given by Equation D.1.


