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ABSTRACT

In this work, we propose a robust iris segmentation method for non-ideal ocular images, referred to as Polar Spline RANSAC, which approximates the iris shape as a closed curve with arbitrary degrees of freedom. The method is robust to several nonidealities, such as poor contrast, occlusions, gaze deviations, pupil dilation, motion blur, poor focus, frame interlacing, differences in image resolution, specular reflections, and shadows. Unlike most techniques in the literature, the proposed method obtains good performance in harsh conditions with different imaging wavelengths and datasets. We also investigate the role of different illumination compensation techniques on the iris segmentation process. The experiments showed that the proposed method results in higher or comparable accuracy with respect to other competing techniques presented in the literature for images acquired in non-ideal conditions. Furthermore, the proposed segmentation method is generalizable and can achieve competitive performance with different state-of-the-art feature extraction and matching techniques. In particular, in conjunction with a well-known recognition schema, it achieved Equal Error Rate of 4.34% on DB WVU, Equal Error Rate of 5.98% on DB QFIRE, and pixel-wise classification error rate of 0.0165 on DB UBIRIS v2. Moreover, experiments using different illumination compensation techniques demonstrate that algorithms based on the Retinex model offer improved segmentation and recognition accuracy, thereby highlighting the importance of adopting illumination models for processing non-ideal ocular images.

© 2019 Elsevier Ltd. All rights reserved.

1. Introduction

Iris recognition refers to the automated process of recognizing individuals based on their iris pattern, Daugman (2002). Due to its distinctive texture that varies in its details across individuals, the iris is a powerful biometric trait and the recognition systems based on iris have been deployed in a wide range of applications such as national ID cards, border control, user authentication in smartphones, etc. Iris recognition systems perform accurately when iris images are acquired from cooperative users under reasonably controlled conditions since the accuracy of such systems can be negatively impacted by non-ideal conditions characterized by harsh illumination, non-cooperative or moving subjects and unconstrained acquisition. Designing methods to process such non-ideal images can significantly reduce the level of user cooperation necessary during the acquisition process, relax the acquisition constraints, and expand the possible applications for iris recognition systems.

One of the most challenging tasks in iris recognition is the segmentation of the iris region from the input ocular or face image. Segmentation algorithms must cope with the fact that the iris region is a relatively small area that is behind the moist cornea, constantly in motion, and frequently occluded by eyelids and eyelashes. Moreover, the quality of iris samples can be reduced by external factors, such as sensor noise, low cooperation from the user, poor illumination conditions, and large standoff distances (See Table 1). The resulting nonidealities manifest themselves in images acquired using traditional iris scanners or in images captured at a distance using digital cameras. Fig. 1 shows examples of non-ideal samples acquired using a commercial sensor (Irispass), Fig. 2 shows non-ideal im-
ages captured using an infrared camera (Dalsa 4M30) placed at varying distances from the subject (ranging from 5 to 25 feet), and Fig. 3 shows non-ideal images acquired in natural light and uncooperative conditions using a single-lens reflex digital camera (Canon 5D) placed at varying distances from the subject (ranging from 4 to 8 meters).

Different studies report that strong nonidealities in iris images (especially strong occlusions and poor illumination conditions) can severely impact the recognition accuracy of iris recognition systems, as Proenca and Alexandre (2012a); Jillela et al. (2013); Donida Labati et al. (2012); Schmid et al. (2013); Tabassi et al. (2011).

---

**Table 1. Factors resulting in non-ideal iris images.**

<table>
<thead>
<tr>
<th>Source of nonideality</th>
<th>Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acquisition sensor</td>
<td>Low signal-to-noise ratio (SNR)</td>
</tr>
<tr>
<td></td>
<td>Frame interlacing</td>
</tr>
<tr>
<td></td>
<td>Poor focus</td>
</tr>
<tr>
<td></td>
<td>Motion blur</td>
</tr>
<tr>
<td>Low cooperation from the user</td>
<td>Strong occlusion</td>
</tr>
<tr>
<td></td>
<td>Gaze deviation</td>
</tr>
<tr>
<td>Uncontrolled distance from the camera</td>
<td>Strong differences in iris radii</td>
</tr>
<tr>
<td></td>
<td>Differences in illumination conditions</td>
</tr>
<tr>
<td>Illumination conditions</td>
<td>Low illumination</td>
</tr>
<tr>
<td></td>
<td>High illumination and pixel saturation</td>
</tr>
<tr>
<td></td>
<td>Non-constant illumination</td>
</tr>
<tr>
<td></td>
<td>Pupil dilation</td>
</tr>
<tr>
<td></td>
<td>Specular reflections</td>
</tr>
<tr>
<td></td>
<td>Shadows</td>
</tr>
</tbody>
</table>

**Fig. 1. Examples of nonidealities in iris images acquired using a commercial sensor (WVU database):**

(a) strong occlusion, (b) poor illumination, (c) blur due to poor focus or motion, (d) gaze deviation, (e) pupil dilation, and (f) interlacing. All the images have size of 640 × 480 pixels.

**Fig. 2. Examples of non-ideal images acquired at different distances and illumination conditions using an infrared camera (Q-FIRE database):**

(a) medium illumination and large iris diameter, (b) low illumination and medium iris diameter, and (c) high illumination and small iris diameter. All the images shown have been obtained by cropping a frame with size 640 × 480 pixels centered in the virtual center of the pupil. The samples present strong differences in terms of iris diameter (from approximately 110 pixels to more than 300 pixels).

**Fig. 3. Examples of non-ideal images acquired using a digital single-lens reflex digital camera in an uncooperative scenario, at different distances from the camera, and in natural light conditions (UBIRIS v.2 database):**

(a) gaze deviation, (b) occlusions, and (c) small iris diameter. All the images have size of 400 × 300 pixels.

Robust segmentation methods able to deal with non-ideal iris images acquired under poor illumination conditions should reliably extract the iris boundaries, i.e., the inner pupillary boundary and the outer limbus boundary, even if there are local regions that are underexposed or overexposed (see Fig. 1, Fig. 2, and Fig. 3).

To achieve this goal, this paper focuses on the design of an iris segmentation algorithm for non-ideal iris images acquired under poor illumination conditions and capable of working in different spectral bands. The algorithm can process ocular images acquired using both infrared and visible light illumination techniques. The first step of the method reduces the effect of specular reflections and noise. The second step is to estimate the internal iris boundary using an iterative algorithm. The third step is the illumination compensation. The final step is the segmentation of the external iris boundary using a novel method based on RANdom SAmples Consensus (RANSAC), which we refer to as Polar Spline RANSAC (PS-RANSAC). For the integration of this segmentation method into a complete iris biometric system, we also propose an iris normalization strategy in which the limits of the iris region are estimated from a segmentation mask. Fig. 4 shows the schema of the segmentation and template computation tasks of the iris recognition process.

The most important contribution of this work lies in the development of the PS-RANSAC algorithm, which approximates the iris boundaries as non-conic entities. PS-RANSAC takes advantage of the robustness of RANSAC to noisy data and the capability of Splines for representing functions with an arbitrary number of degrees of freedom. In Choi et al. (2009), RANSAC techniques have demonstrated better accuracy in approximating series that have high signal-to-noise ratios. However, other RANSAC-based iris segmentation techniques in the literature, as in Chou et al. (2010); Wang and Qian (2011), assume a conic shape for the iris boundary, which can restrict the success of iris segmentation when dealing with non-ideal images. In our experiments, PS-RANSAC obtained important improvements in terms of accuracy and robustness to noise with respect to state-of-the-art techniques. Another valuable contribution of this paper is the experimental evaluation of the benefits of various illumination compensation algorithms on segmentation accuracy and recognition performance. This paper presents the first systematic comparison of different illumination compensation techniques on the recognition accuracy of an iris system based on a segmentation method that can effectively deal with non-ideal samples. A further contribution is the exhaustive analysis of recent techniques for overcoming non-
idealities in iris images that can degrade the performance of segmentation methods.

Experiments were conducted using three databases of non-ideal samples: the “West Virginia University Non-ideal Iris Image Database”, the “Quality-Face/Iris Research Ensemble” (Q-FIRE) database, and the “Noisy Visible Wavelength Iris Image Databases v.2” database, which specifically include images exhibiting various types of nonidealities. Results show that the proposed segmentation method offers a considerable improvement in accuracy compared with other techniques presented in the literature for datasets acquired in non-ideal scenarios. The proposed method also achieved satisfactory performance on three datasets of images acquired in more favorable conditions: the CASIA-IrisV4 Interval database, the IIT Delhi Iris Database Version 1, and the ND-Iris-0405 database. Moreover, the results show that illumination compensation techniques based on the Retinex model yield better segmentation and recognition accuracy.

The paper is structured as follows. Section 2 presents related work. Section 3 describes the illumination compensation methods considered in this work and the novel segmentation strategy. Section 4 details the experiments performed and the results obtained. Section 5 presents a discussion on the achieved accuracy and Section 6 concludes the paper.

2. Related Work

The study described in Schmid et al. (2013) revealed that discarding low-quality iris samples can considerably improve recognition performance. The authors demonstrated that their proposed quality assessment method could decrease the error rate by 20 to 35 percent.

The IREX II Iris Quality Calibration and Evaluation (IQCE) competition, conducted by the National Institute of Standards and Technology (NIST) and presented in Tabassi et al. (2011), evaluated the effects of various nonidealities in iris images on the performance of an iris system. The list of characteristics that affected the results was sorted by relevance as follows: usable iris area, iris-pupil contrast, pupil shape, iris-sclera contrast, gaze angle, sharpness, dilation, interlacing, gray-scale spread, iris shape, iris size, motion blur, and signal-to-noise ratio. This study showed that characteristics related to the illumination conditions (iris-pupil contrast, iris-sclera contrast, and gray-scale spread) strongly influence the performance of iris segmentation methods.

Nonidealities in iris images caused by illumination factors can be present both in samples acquired using specialized iris scanners as well as in images acquired at a distance using commercial digital cameras. Iris scanners typically use an array of illumination sources placed in the vicinity of the eye to obtain uniformly illuminated images. In this scenario, the most important problem that arises is related to non-uniform illumination of the iris region due to incorrect positioning of the user with respect to the acquisition sensor. Images acquired at a distance can suffer from similar problems and can also present low contrast between the iris and the surrounding regions due to the large distance between the eye and the illumination source or the influence of ambient illumination. Furthermore, in natural light conditions, dark eyes present a low pupil-iris contrast and low contrast between the iris and eyelashes.

When illumination is not ideal, traditional approaches for iris segmentation can yield poor results due to the following reasons:

- the iris-sclera contrast can be low and non-uniform,
- the iris-pupil contrast can be low and non-uniform,
- the contrast between the iris and eyelashes can be low and non-uniform,
- the iris region can exhibit gray-level intensity levels similar to that of the skin, and
- the iris region can exhibit reflections.

In the literature, various studies have been presented on iris segmentation methods that are robust to samples affected by nonidealities, as in Donida Labati et al. (2012); Jillela and Ross (2014, 2013); Proenca and Alexandre (2012b). Moreover, several studies have evaluated preprocessing methods for reducing various nonidealities in iris images. Table 2 briefly reviews the methods in the literature designed to overcome specific nonidealities.

This section first provides an overview of iris segmentation algorithms designed for application to non-ideal images and then presents descriptions of various illumination compensation techniques adopted in iris recognition systems.

2.1. Iris segmentation methods

Iris segmentation includes the determination of the inner and outer iris boundaries as well as the estimation of the iris regions occluded by eyelids, eyelashes, hair, glasses and reflections. Usually, a segmentation method first estimates the iris boundaries and then refines the segmentation by removing reflections and occlusions. Table 3 presents a general overview of methods for estimating iris boundaries.

The majority of methods for segmenting iris boundaries approximate the contours as pre-defined geometric shapes, such as circles or ellipses. One segmentation method that is widely used in iris recognition systems was presented in Daugman (2002). To define both the inner and outer iris boundaries, this method uses the integro-differential operator (IDO) that searches for a circular contour with maximum variation in intensity across its boundary in the radial direction. It also searches for the boundaries of the eyelids by changing the shape of the integral path from circular to arcuate. Many variants of this method have been presented in the literature, some of which are designed to search for elliptical shapes, like in Shamsi and Kenari (2012). An example of an algorithm designed to reduce the computation time of the IDO method is the “intDiff” constellation, presented in Tan et al. (2010).

The technique based on the Hough transform described in Wildes (1997) is also very popular. This technique searches for pre-defined parametrized shapes by applying a voting procedure that analyzes the edges extracted from the input image. Because of its simplicity and robustness to noisy data,
it has been widely used in the literature. The techniques described in Feng et al. (2006); Masek and Kovesi (2003) present Hough-transform-based methods that search for circular shapes and the work proposed in Zuo and Schmid (2010) presents a Hough-transform-based method that searches for elliptical shapes. Moreover, some segmentation methods apply the Hough transform after invoking a pre-processing step intended to reduce both the level of noise and the area to be searched in an iris image. For example, the method described in Proença and Alexandre (2006) applies region clustering before boundary segmentation.

Methods based on the RANSAC algorithm strive to achieve greater robustness to nonidealities in iris images. RANSAC is an iterative method for curve fitting based on data that contain outliers. For particularly noisy data, this method can usually achieve better results than the Hough transform. The work presented in Chou et al. (2010) uses RANSAC to refine the iris boundaries obtained using classifiers that select contour points from features extracted from four-spectral images. Similarly, in Wang and Qian (2011), RANSAC is used to refine the boundaries obtained using linear basis functions in the polar coordinate system. The method presented in Morley and Foroosh (2017) uses a version of RANSAC with a modified metric distance to estimate a circle approximating the pupil boundary from features extracted using a deep Convolutional Neural Network (CNN). The RANSAC algorithm has also been used to segment the eyelids in Chou et al. (2010); Li et al. (2010); Liu et al. (2009).

Other interesting techniques for approximating iris boundaries based on previously defined shapes include the “Pulling and Pushing” method presented in He et al. (2009) and “Starburst” method described in Ryan et al. (2008).

To reduce the noise present in iris templates, recent articles have studied segmentation methods that are able to extract the iris boundaries without requiring any assumption about their shapes. Such iris segmentation methods can be divided into the following categories: approaches based on active contours, incremental methods, methods based on analysis of local characteristics, and methods based on deep learning.

Many approaches reported in the literature for the segmentation of poor-quality iris images involve the computation and analysis of local characteristics of an iris image to enable the labeling of different regions using clustering or classification methods. In most cases, this computation is a preliminary step with the purpose of reducing the search area and decreasing the amount of noise. Examples include Tan et al. (2010); Proença and Alexandre (2006); Li et al. (2010); Proença (2010); Du et al. (2011). Some studies have also investigated segmentation techniques that use computational intelligence to locate only those pixels that describe the iris region, as in Broussard et al. (2007). The study in Zhao and Kumar (2015) presents a total-variation based formulation which uses L1 norm regularization to robustly suppress noisy texture pixels for the accurate iris localization.

Segmentation methods that are based on active contours iteratively adapt the segmented shape to the edges extracted from the image. One well-known method of this type was presented in Shah and Ross (2009); Ross and Shah (2006). In each iteration, the curve that describes the iris boundary evolves toward the edges of the iris contour based on an evaluation of the Thin Plate Spline energy to analyze the relation between the active contours and the geodesics (curves of minimal length). Another active contour method is proposed in Zhang et al. (2010) that uses a different distance measure, called the semantic iris contour map. The method presented in Abdullah et al. (2017) introduces an external force to the active contour model to robustly segment non-ideal samples. In Jillela et al. (2013), active contours have also been used to segment the iris region in periorcular images.

In incremental methods, an initial approximation of the iris shape is first obtained, and refinement algorithms are then applied to represent the iris boundaries as two closed curves with arbitrary degrees of freedom. The method described in Daugman (2007) first computes a simple preliminary estimation of the iris center by applying the IDO method. Then, it searches for points on the contours by selecting the pixels that corre-
Recent methods based on deep learning techniques obtained remarkable segmentation accuracy for different image datasets. However, these methods require long training time and need a fine tuning to obtain the best performance in heterogeneous scenarios. The study presented in Liu et al. (2016) does not use any preprocessing or postprocessing strategy and includes two segmentation techniques based on different topologies of CNNs (hierarchical convolutional neural networks and multi-scale fully convolutional networks). The method presented in Arsalan et al. (2017) roughly estimates the iris region using an edge detection algorithm and then classifies the pixels in two classes (iris and non-iris) by using a CNN. The paper performed a fine tuning of a VGG CNN, similarly to Parkhi et al. (2015), for iris images acquired in visible light conditions. The method presented in He et al. (2017) consists of a specifically designed CNN able to classify every pixel into the following classes: pupil, iris, sclera, and background. The studies presented in Jalilian and Uhl (2017); Jalilian et al. (2017) use a fully convolutional encoder-decoder network trained for classifying iris and non-iris pixels in images acquired in a wide set of heterogeneous conditions. Convolutional encoder-decoder networks are also used in Sinha et al. (2017) to classify pixels pertaining to the pupil, iris and background. The work presented in Arsalan et al. (2018) proposed a deep network called IrisDenseNet and based on VGG-16 Simonyan and Zisserman (2014). The work presented in Bazrafkan et al. (2018) proposes a deep CNN and a data augmentation method for making the training process robust to heterogeneous non-ideal conditions. The work described in Morley and Foroosh (2017) uses a CNN to extract the edges of the limbic boundary. Other studies employ deep learning strategies for the feature extraction and matching steps of the iris recognition system, as in Gangwar and Joshi (2016); Zhao and Kumar (2017).

After estimating the iris boundaries, segmentation methods typically remove reflections using algorithms that analyze statistical indices computed based on the image intensity, as in Zuo and Schmid (2010); Ross and Shah (2006). Several studies have also investigated methods based on classification techniques and more complex features, as in Scotti and Piuri (2010). The eyelashes can be segmented using algorithms based on features obtained by applying various techniques: Donida Labati and Scotti (2010) use Gabor filters Donida Labati and Scotti (2010). He et al. (2008b) apply one-dimensional rank filters; and Aligholizadeh et al. (2011) apply wavelet transforms. An interesting approach designed to remove the occlusions caused by eyelids, eyelashes and reflections in a single step was proposed in Li and Savvides (2013). This method is based on Gaussian Mixture Modeling classifiers.

2.2. Illumination compensation for iris images

Illumination compensation techniques are widely used in biometric systems based on traits different from the iris, such as the face, as described in Makwana (2010).

The Retinex model is widely used in the literature to reduce problems related to poor illumination conditions in a wide range of application scenarios. Illumination compensation techniques based on the Retinex model attempt to improve the brightness and color consistency, thereby imposing consistency of perceived color and brightness on images that exhibit spatial and spectral variations in illumination. Specifically, the Retinex theory attempts to model the manner in which the human visual system perceives color. This theory states that an image $I$ can be modeled as the product of a reflectance function $R$ and a luminance function $L$, as follows:

$$I(x, y) = R(x, y)L(x, y).$$  \hspace{1cm} (1)

The reflectance $R$ represents the objects present in the image and depends on the reflectivity of each surface, whereas the luminance $L$ describes the illumination of the scene. Illumination normalization is performed by estimating the reflectance $R$, which is invariant with respect to illumination conditions. This computation is performed based on manipulations of Eq. (1), as follows:

$$R(x, y) = I(x, y)/L(x, y),$$  \hspace{1cm} (2)
Methods that use the logarithmic reflectance and methods that use the quotient reflectance can both be found in the literature. Examples of methods based on the logarithmic reflectance representation include: the Single-Scale Retinex (SSR), described in Jobson et al. (1997); and Multiple-Scale Retinex (MSR), described in Jobson et al. (1997). Examples of methods based on the quotient reflectance include: the Quotient Image (QI), described in Shashua and Riklin-Raviv (2001); and Self-Quotient Image (SQI), described in Wang et al. (2004). The luminance \( L \) is usually estimated before the estimation of \( R \) by smoothing the image space \( I \). Various methods have been studied for the optimal estimation of \( L \) for different types of images acquired under different environmental conditions.

One widely used illumination compensation method is SSR, in which \( L \) is computed by applying a Gaussian smoothing filter that is tuned according to the characteristics of the image \( I \). When properly tuned this algorithm can obtain satisfactory results for various kinds of images. However, in the presence of strong shadows, the reflectance images often exhibit halo effects.

MSR strives to overcome this limitation. For any \( n_k \) reflectance images \( R_i \), obtained using Gaussian filters with different kernels \( k_i \), the reflectance image \( R \) is computed as follows:

\[
R(x, y) = \sum_{i=1}^{n_k} R_i(x, y), \tag{4}
\]

Thus, the image \( I \) is convolved with a smoothing mask, using weighting coefficients obtained by combining two measures of the illumination discontinuity at each pixel.

A different approach is used in the QI method, in which the luminance \( L \) is estimated from a set of training images. The SQI method is a variant of the QI method that is designed to estimate \( L \) directly from the image \( I \). This estimation is performed by applying an anisotropic smoothing filter to \( I \). One advantage of this illumination compensation method is that it reduces the presence of shadows.

Illumination compensation techniques based on the Retinex model, however, require proper tuning of their parameters to achieve satisfactory results.

Other illumination compensation methods used for biometric applications do not aim to maintain the color consistency and are based on different algorithms. Since illumination variations mainly lie in the low-frequency band, the method described in Chen et al. (2006) truncates the first coefficients of the Discrete Cosine Transform (DCT) in the logarithmic domain. The algorithm presented in Tan and Triggs (2010) is composed of the following steps: gamma correction, Difference of Gaussian (DoG) filtering, masking, and contrast equalization. In the following, we will refer to these techniques as DCT and TT, respectively.

Only a few iris recognition methods presented in the literature use preprocessing algorithms that are specifically designed for illumination compensation. In fact, most existing systems include an enhancement step that simply improves the image contrast. Commonly used techniques for this purpose are based on well known image processing algorithms described in Gonzalez and Woods (2006) and include histogram equalization, local histogram equalization, adaptive histogram equalization and gamma correction. However, these techniques cannot address all nonidealities caused by illumination conditions; they typically yield poor results in the presence of non-uniform illumination, strong shadows and reflections. Moreover, most of these techniques rely on certain assumptions regarding the histogram distribution and use a set of fixed thresholds and parameters; therefore, images with similar characteristics and of similar resolutions are required to obtain satisfactory results.

The method presented in Shah and Ross (2009) uses an illumination compensation technique based on the anisotropic nonlinear diffusion. Other studies use algorithms based on the Retinex model. There are also studies that use Single Scale Retinex (SSR), as in the case of the methods described in Tan and Kumar (2013, 2012); Zhao and Kumar (2015). The work in Shukri et al. (2013) presents a more complete study that includes both Single and Multi Scale Retinex (MSR) applied to UBIRIS dataset. However, the study uses segmentation algorithm presented in Masek and Koveshi (2003), which is not designed for non-ideal iris images. In addition, the article does not provide information about the parameters used by the illumination compensation algorithms and uses subjective figures of merit. In contrast, our paper presents the first systematic comparison of different illumination compensation techniques by evaluating the recognition accuracy of a system based on a segmentation method effectively able to deal with non-ideal samples.

3. The Proposed Approach

We propose a novel iris segmentation method that is designed to overcome the various nonidealities observed in poor-quality iris images acquired under challenging infrared or visible light
illumination conditions. This method can be divided into the following sequential steps:

A) image preprocessing,
B) estimation of the internal iris boundary,
C) illumination compensation, and
D) estimation of the external iris boundary (PS-RANSAC).

Because most feature extraction and matching algorithms presented in the literature normalize the iris area by assuming that the limits of the internal and external iris boundaries can be represented by two circles or ellipses, we also propose an algorithm for estimating such limits from the segmented areas obtained using our method. This segmentation algorithm generates a circular approximation of the external limit of the iris region by evaluating the boundaries of the segmented iris mask.

Appendix A reports details on the parameters of the proposed algorithms and on tests performed to evaluate their robustness with respect to a wide range of different values, showing satisfactory results.

3.1. Image preprocessing

The purpose of this step is to eliminate details in an iris image that can reduce the iris segmentation accuracy, and the procedure used for this purpose is specifically designed for the proposed iris segmentation algorithms. Furthermore, in case of a color image, this step extracts only the red channel from the input iris image. The computation can be divided into two tasks: the removal of specular reflections and noise reduction.

To remove specular reflections, a binary map \( B \) of the reflection regions is first computed by analyzing the response of the iris image \( I_{in} \) to Gabor filters tuned using an empirically estimated frequency \( f \). First, the images \( G_0 \) and \( G_90 \) are computed by convolving \( I_{in} \) with Gabor filters with orientations of 0° and 90°, respectively. Then, an image describing the reflections, \( I_R \), is computed from \( G_0 \) and \( G_90 \). Subsequently, a binary map of the reflection regions, \( B_R \), is obtained from \( I_R \), and the reflections are removed using the inpainting algorithm described in Bertalmio et al. (2000). The image \( I_R \) is calculated as follows:

\[
I_R(x, y) = G_0(x, y) + G_{90}(x, y).
\]  

(5)

The binary image \( B_R \) is computed as follows:

\[
B_R(x, y) = \begin{cases} 
1 & \text{if } I_R(x, y) > t_R \\
0 & \text{otherwise} 
\end{cases}
\]  

(6)

where \( t_R \) corresponds to the \( p_R \) percentile of \( I_R \). The value of \( p_R \) is empirically tuned on the dataset(s) to be analyzed.

Then, the noise is reduced by applying a Gaussian-based bilateral filter to \( I_R \), as described in Paris et al. (2009). Bilateral filters are non-linear algorithms that allow an image to be blurred while preserving strong edges.

For an image \( I \), the notation \( I_p \) represents the intensity of \( I \) at pixel \( p \). Similarly, \( I_q \) is the intensity of \( I \) at pixel \( q \). The bilateral filter \( BF[\cdot] \) is defined as follows:

\[
BF[I]_p = \frac{1}{W_p} \sum_{q \in S} G_{\sigma_r}(\|p - q\|) G_{\sigma_i}(I_p - I_q) I_q,
\]  

(7)

where \( W_p \) is a normalization factor that ensures that the pixel weights sum is in the range 1 : 0 and is computed as follows:

\[
W_p = \sum_{q \in S} G_{\sigma_r}(\|p - q\|) G_{\sigma_i}(I_p - I_q).
\]  

(8)

Here, \( S \) is the set of all possible locations in the image (the spatial domain), \( G_{\sigma_r} \), is a spatial Gaussian kernel that decreases the influence of distant pixels, and \( G_{\sigma_i} \) is a range Gaussian kernel that decreases the influence of pixels \( q \) with an intensity value different from \( I_p \). The Gaussian kernels \( G_{\sigma_r} \) and \( G_{\sigma_i} \) have standard deviations of \( \sigma_r \) and \( \sigma_i \), respectively. The values of \( \sigma_r \) and \( \sigma_i \) and the size of the filter \( S = N_q \times N_q \) pixels) are empirically tuned on the dataset(s) to be analyzed.

We apply a bilateral filter to compute the enhanced image \( I_E \) as follows:

\[
E = BF[I_R]_p.
\]  

(9)

Fig. 5 presents an example of a degraded iris image before and after the application of the proposed preprocessing technique. The preprocessed image is less affected by noise and specular reflections than the input image.

3.2. Estimation of the internal iris boundary

We present a novel iterative algorithm optimized to deal with iris images affected by strong differences in illumination conditions and low iris-pupil contrast. The algorithm improves the robustness to irregularly shaped boundaries affected by noise and reflections by mixing an iterative thresholding technique designed for searching circular shapes and a RANSAC-based technique designed to regularize the pupil shape by discarding possible outliers.

The internal iris boundary is extracted from a binary image representing the pupil region. This image is computed by iteratively searching for the most circular shape obtained when binarizing the iris image in an empirically estimated range of intensity thresholds.

In each iteration \( i \), a binary image \( B_i \) is computed by applying a threshold value \( T(i) \) to the image \( E \). The 8-connected regions with major axis lengths greater than \( l_{\text{min}} \) and less than \( l_{\text{max}} \) are then identified as candidate pupil regions. Of these 8-connected regions, the region with the minimum eccentricity is ultimately chosen as the pupil area.

The coordinates of the pupil boundary are then extracted and refined using RANSAC for circle fitting, thus obtaining the vector of points \( v_B \).
For color images, which frequently present low iris-pupil contrast and dark eyelids and eyelashes, intensity-based algorithms frequently estimate the pupil region as part of the eyelashes. For this reason, works in the literature frequently perform a rough estimation of the external iris boundary to limit the image region candidate to represent the pupil, as in Proenca and Alexandre (2012a). Therefore, we narrowed the search region by using the integro-differential operator described in Daugman (2002), which is sufficiently effective in estimating the external iris boundary. In fact, color images usually present a high iris-sclera contrast, thus permitting to estimate the iris region reasonably well. However, this operator usually obtains poor accuracy in estimating the internal iris boundary. We, therefore, apply the proposed pupil segmentation algorithm in a region of interest corresponding to a circle with radius equal to 1/3 of the radius estimated by applying the integro-differential operator for searching the external boundary. We experimentally proved that the version of algorithm designed for iris images acquired in infrared illumination failed for the great majority of the images acquired in natural light illumination and depicting dark eyes due the fact that contrast of eyelids and eyelashes with the skin is much higher with respect to the pupil-iris contrast. Similarly, we experimentally proved that the version of the algorithm designed for iris images acquired in natural light illumination failed for most of the images acquired using infrared illuminators because the integro-differential operator described in Daugman (2002) detects edges with higher contrast with respect to the iris-sclera boundary.

An example of an estimated pupil area and the corresponding boundary points $v_B$ are presented in Fig. 6.

3.3. Illumination compensation

The proposed method exploits a specific illumination compensation algorithm to improve the robustness of the subsequent steps to estimate the outer external iris boundaries with different light bandwidths and in the presence of nonidealities. We studied various illumination compensation techniques to determine which algorithm was the best to improve the iris segmentation accuracy and, thus, the overall performance of the iris recognition system. This study considered both non-ideal images acquired using traditional NIR iris scanners and color images captured using digital cameras placed at different distances from the subject. In this context, we considered the following approaches:

1. histogram equalization;
2. analysis of the histogram distribution;
3. local histogram analysis;
4. transformations of the image intensity, such as logarithmic, square-root, and exponential transformations;
5. algorithms based on the Retinex model, such as SSR and MSR; and
6. other algorithms that are commonly used for face recognition, like SQI, DCT, and TT.

In the following, we will refer to the image $R_E$ as the one obtained by applying an illumination compensation strategy algorithm $F_{T,L}()$ to $E$. As an example, for the algorithm SSR, $R_E = E/L$.

We performed extensive tests to investigate the effect and details of every algorithms. A Section 4.5 reports a detailed description of the obtained results.

Fig. 7 shows some examples of the results of the best-performing techniques.

3.4. Estimation of the external iris boundary (PS-RANSAC)

This step involves estimating the points on the external iris boundary by searching for the maximum values obtained when a radial-gradient-based operator is applied to the image $R_E$ and refining the boundary shape using our variant of RANSAC.

The first task consists of estimating the vector of the external boundary points, $E_B$, from the image $R_E$ and is performed by searching for the coordinates of the points at which the maximum values are obtained when a gradient-based operator is applied in polar coordinates.

An image $I_F$ is computed by converting $R_E$ into polar coordinates with the center at the centroid of the pupil and with a radial resolution of 1° (360 columns). Because the internal iris boundary is typically characterized by a higher contrast than the external boundary, the image $I_F$ is computed starting at a minimum radius $r_{min}$, which is empirically tuned on the dataset(s) to be analyzed.

Our gradient-based operator is applied to enhance the visibility of the continuous segments describing the iris boundary. This operator is designed to reduce the hindrance posed by eyelids to traditional gradient-based approaches and is computed as follows:

$$I_G(\theta, \rho) = I_F(\theta, \rho) \ast m(\theta', \rho'),$$  \hspace{1cm} (10)

where $m$ is a $4 \times N$ mask defined as follows:

$$m(\theta', \rho') = \begin{cases} 1 & \text{if } y_m > 2, \\ 0 & \text{otherwise}, \end{cases}$$  \hspace{1cm} (11)

where $y_m$ is the $y$ coordinate of the mask $m$ and $*$ is the convolution operator.

For each angle $\theta$, the corresponding radius is computed as follows:

$$X(\theta) = \argmax_{\rho=1..P} \left[ I_G(\theta, \rho) \right],$$  \hspace{1cm} (12)
Fig. 7. Examples of illumination compensation techniques applied to an image from DB UBIRIS v2 dataset (first row), DB WVU (second row) and DB QFIRE (third row): (a, h, o) input image $I$, (b, i, p) enhanced images $E$ after SSR processing, (d, k, r) $E$ after MSR processing, (e, l, s) $E$ after DCT processing, (f, m, t) $E$ after TT processing, (g, n, u) $E$ after SQI processing. The illumination compensation mitigates problems caused by non-uniform illumination, increasing the contrast between pupil and iris, and delimiting better the iris with respect to eyelids and sclera. TT and SQI introduce some artificial edges and artifacts that may hinder their performance. SSR, MSR, and DCT mitigate problems caused by non-uniform illumination. With respect to SSR and DCT, MSR reduces the iris-sclera contrast but increases the iris-eyelid contrast and reduces the visibility of eyelashes, thus simplifying the segmentation of the most challenging image regions.

Fig. 8. Boundary estimation using our proposed PS-RANSAC algorithm: (a) boundary points in polar coordinates and (b) boundary points in Cartesian coordinates. The proposed gradient-based operator enhance the visibility of the continuous segments describing the iris boundary.

where $P$ is the size of the image $I_G$ along the $\rho$ axis. Fig. 8 presents an example of an estimated external boundary $X$.

The second task in our method for external boundary segmentation consists of refining the shape of the estimated iris contour by applying our RANSAC-based algorithm, as described in the following.

In segmentation applications, RANSAC and the proposed PS-RANSAC can be used to fit a set of candidate boundary points by discarding outliers. The iris segmentation methods presented in the literature use the well-known versions of RANSAC designed for circle or ellipse fitting, as in Chou et al. (2010); Wang and Qian (2011); Li et al. (2010). Unlike these methods, PS-RANSAC approximates the iris boundaries as closed curves with arbitrary degrees of freedom.

PS-RANSAC can be divided into the following steps:

1. Select a set of $n_p$ “hypothetical inliers” $X_I$ from the set of input points $X$.

2. Fit an approximating function $a_f(\cdot)$ to the set of “hypothetical inliers” $X_I$.

3. Use all other points in $X$ to evaluate the accuracy of the computed approximating function by computing an error metric. The points that are fitted with an error distance that is equal to or less than a certain threshold value $t_f$ are considered to be part of the “consensus set”.

4. The algorithm terminates when the “consensus set” exhibits a fitting error equal to or less than a certain threshold value $t_c$ or when the maximum number of iterations $l_{max}$ is reached.

Unlike the RANSAC algorithms for circle or ellipse fitting, which use boundary representations in Cartesian coordinates, PS-RANSAC considers iris boundary points that are expressed in polar coordinates, $(\theta, \rho)$. To guarantee the closure of the fitted function in Cartesian coordinates, the $n_p$ “hypothetical inliers” are replaced twice, in the ranges $[-2\pi, \ldots, 0]$ and $[-2\pi, \ldots, 4\pi]$. The approximating function $a_f(\cdot)$ (step 3) that is used by PS-RANSAC consists of a spline of arbitrary order $N$. The error metric (step 4) that is computed by PS-RANSAC is the absolute distance between the points of the “consensus set” $X_C$ and the points obtained by fitting the spline $a_f(\cdot)$ in the corresponding $\theta$ coordinates (in the range from 0 to $2\pi$). Finally, the points are transformed into Cartesian coordinates to yield the set of refined external boundary points, $E_R$.

Algorithm 1 presents the pseudo-code for PS-RANSAC. Fig. 9 shows an example of the results of applying the boundary refinement process to the points shown in Fig. 8.

3.5. Estimation of the circles representing the limits of the iris region

In the proposed iris segmentation approach, the iris boundaries are described by curves with arbitrary degrees of freedom. However, traditional iris recognition systems, like the
The considered samples exhibit large differences in resolution (the iris radius varies from 110 pixels to 300 pixels) and are affected by the following nonidealities: poor illumination, occlusions, gaze deviation, motion blur, poor focus, reflections, and frame interlacing.

First, we analyzed the performance of the proposed segmentation approach for each of the four scenarios by comparing the achieved results with that of state-of-the-art techniques. Second, we experimentally evaluated the effects of different illumination compensation techniques on the segmentation accuracy and performed preliminary tests to evaluate the effects of illumination compensation on the feature extraction. Third, we analyzed the computational time required by the proposed algorithms.

### 4.1. Datasets

We evaluated the accuracy of the proposed method for 6 heterogeneous datasets.

#### 4.1.1. DB QFIRE

is composed of non-ideal samples captured using digital cameras placed at different distances from the eye and in different infrared illumination conditions. It is a subset of the “Quality-Face/Iris Research Ensemble” (Q-FIRE) database, described in Johnson et al. (2010). Q-FIRE was conceived as a benchmark to evaluate quality assessment algorithms and was the dataset used in the NIST Iris Quality Calibration and Evaluation (IQCE) competition, presented in Tabassi et al. (2011), in which the major players in the biometric market participated. The results of this competition illustrate the challenge that represents this dataset, since the most important commercial algorithms could not process many of the samples that we use in our tests. To the best of our knowledge, this is the first work that studies segmentation or recognition methods able to deal with the samples of this challenging dataset.

In this work we define DB QFIRE as a set of 2598 images selected from the Visit 1 subset of the Iris Illumination set in the Q-FIRE database, which contains 1350 frame sequences representing portions of faces, each depicting either one or two eyes of one of 90 individuals. The frame sequences contain a total of one of 90 individuals. The frame sequences contain a total
of 202,435 frames depicting both open and closed eyes and exhibiting large differences in focus. We selected the iris regions of a single frame for each one of the 1350 frame sequences belonging to the Iris Illumination set of Q-FIRE Visit 1. We extracted a single frame from each of the frame sequences representing different illumination conditions. Frame selection was performed by choosing the image with the best focus, which is considered as a standard procedure in real biometric systems, as described in Daugman (2002). Because the primary focus of this paper is iris segmentation from the ocular region, we manually performed an initial localization of the irises in the face images. Left and right iris images were manually cropped from the selected frames by selecting an area of 640×480 pixels centered on the pupil. We selected only frames that contained complete iris regions. Because of licensing agreements, we cannot directly release the images contained in the dataset. To permit the reproducibility of the performed tests, we report the frame number and cropping coordinates for each cropped iris image on our laboratory website. Donida Labati et al. (2019) provides a link to the data. Using this information, DB QFIRE can be easily reconstructed from the public Q-FIRE database.

The samples were captured using a digital camera and present appositely introduced nonidealities, such as strong illumination problems, gaze deviation, and occlusions. The camera was placed at different distances from the subjects (5 ft, 7 ft, 11 ft, 15 ft, 25 ft), under different illumination conditions (low, medium, and high), and while adjusting the focus ring of the lens from its lowest limit to infinity. The obtained iris images exhibit various nonidealities, such as occlusions, differences in illumination, large differences in iris diameter (from approximately 110 pixels to more than 300 pixels), and different kinds of specular reflections (reflections from windows and highlights on contact lenses, glasses and the corneal surface). Fig. 2 presents examples of images captured under different illumination conditions and at different distances.

There are no segmentation masks publicly available for this dataset.

### 4.1.2. DB WVU

is composed of non-ideal samples acquired using commercial iris scanners. It consists of all the images included in the “West Virginia University Non-ideal Iris Image Database”, described in Crihalmeanu et al. (2007). These images were captured appositely performing low quality acquisitions. Many studies consider WVU as a very challenging dataset for iris segmentation, as in Yang et al. (2014); Du et al. (2011); Nguyen et al. (2010); Land (1977); Jobson et al. (1997); Jobson et al. (1997). Due to the challenging images, most of the studies using WVU dataset do not report the recognition accuracy on the overall set of images, as in Du et al. (2011); Yang et al. (2014); Land (1977); Jobson et al. (1997); Jobson et al. (1997).

DB WVU includes 3099 images representing the left and right eyes of 240 subjects. The size of the iris images is 640 × 480 pixels.

The samples were acquired using the scanner OKI Irispass-h. The iris images exhibit various nonidealities, such as occlusions (Fig. 1 a), poor illumination (Fig. 1 b), blur (Fig. 1 c), gaze deviations (Fig. 1 d), pupil dilation (Fig. 1 e), and interlacing (Fig. 1 f). Fig. 1 presents examples of images acquired appositely performing low quality acquisitions.

There are no segmentation masks publicly available for this dataset.

### 4.1.3. DB UBIRIS v2

is composed of non-ideal samples captured in natural light illumination and on the move. It is a subset of the second version of the “Noisy Visible Wavelength Iris Image Databases” (UBIRIS v.2), described in Proenca et al. (2010). This database is considered as challenging by many works in the literature, as in Proenca and Alexandre (2007).

In this work we define DB UBIRIS v2 as a set of 2250 samples for which manually segmented masks are publicly available, as described in Hofbauer et al. (2014). The images correspond to left and right eyes, have been captured in visible light and under unconstrained conditions and have a size of 400×300 pixels. The acquisitions have been performed on-the-move at distances varying from 4 to 8 meters from the camera.

The ocular images contain important nonidealities, such as occlusions, reflections, off-angle and blur. Fig. 3 presents examples of non-ideal images acquired using a digital single-lens reflex digital camera in an uncooperative scenario, at different distances from the camera, and in natural light conditions.

In our tests, we considered as ground truth the masks manually segmented by Operator A, as described in Hofbauer et al. (2014).

### 4.1.4. DB CASIA 4i

is composed of samples acquired using commercial iris scanners in controlled conditions. It a is subset of “CASIA-IrisV4 Interval” database (The Center of Biometrics and Security Research).

In this work we define DB CASIA 4i as a set of 2,639 samples corresponding to the left and right eyes of 249 subjects, for which manually segmented masks are publicly available, as described in Hofbauer et al. (2014). The images correspond to left and right eyes and have a size of 320 × 280 pixels. To directly compare the results of our method with other recent studies in the literature, we also created a subset DB CASIA v4i R, composed of the 1307 right eye images from 139 subjects.

In our tests, we considered as ground truth the masks manually segmented by Operator A, as described in Hofbauer et al. (2014).

### 4.1.5. DB IITD

is composed of samples acquired using commercial iris scanners in controlled conditions. It a is subset of “IIT Delhi Iris Database Version 1.0” database (Kumar and Passi (2010)).

In this work we define DB IITD as a set of 1,120 samples corresponding to the left and right eyes of 224 subjects, for which manually segmented masks are publicly available, as described in Hofbauer et al. (2014). The images correspond to left and right eyes and have a size of 320 × 240 pixels.

In our tests, we considered as ground truth the masks manually segmented by Operator A, as described in Hofbauer et al. (2014).
4.1.6. **DB Notredame**

is composed of samples acquired using commercial iris scanners in controlled conditions. It is a subset of “ND-Iris-405” database (Phillips et al. (2010)).

In this work we define DB Notredame as a set of 2,640 samples corresponding to the left and right eyes of 260 subjects, for which manually segmented masks are publicly available, as described in Hofbauer et al. (2014). The images correspond to left and right eyes and have a size of 640 x 480 pixels.

In our tests, we considered as ground truth the masks manually segmented by Operator A, as described in Hofbauer et al. (2014).

4.2. **Performance evaluation and figures of merit**

To evaluate the accuracy and the generality of our segmentation method to improve the final recognition accuracy of iris recognition systems in non-ideal conditions, we used six publicly available recognition schemes for feature extraction and matching. The first schema consists of the feature extraction and matching algorithms based on log-Gabor features (LG) and described in Masek and Kovesi (2003). To reduce the computation time required for each test, we implemented Masek’s matching algorithm in C language, while we used the original implementation of the feature extractor. The other recognition schemes are implemented in the USIT software version 2.2, described in Rathgeb et al. (2016), and are the following ones: Complex Gabor (CG), described in Daugman (2002); Quadratic Spline Wavelet (QSW), described in Ma et al. (2004). Cumulative sums of gray scale blocks (KO), described in Ko et al.; and Local intensity variations (CR), described in Rathgeb and Uhl (2010). The figures of merit used were: Receiver Operating Characteristic (ROC) curves, described in Jain et al. (2007); Equal Error Rate (EER), as detailed in Ma et al. (2002); FAR$_{100}$ (False Rejection Rate - FRR - at False Acceptance Rate - FAR - of 1.00%); FAR$_{1000}$ (FRR at FAR of 0.10%).

Another test consisted of evaluating the pixel-wise segmentation accuracy. For this test, we used publicly available segmentation masks describing the iris boundaries as closed curves and the upper and lower occlusions as polynomials. We choose these masks since they have been used in feature extraction and matching algorithms, as described in Rathgeb et al. (2016). We also compared the pixel-wise segmentation accuracy achieved by the proposed method with that of the three configurations of the approach based on deep learning presented in Jalilian and Uhl (2017) (DI Original, DI Basic, and DI Bayesian-Basic) where possible, in particular with datasets DB UBIRIS v2, DB CASIA v4i, DB IIIT, DB Notredame.

4.3. **Segmentation accuracy in non-ideal conditions**

Table 4 summarizes the obtained results for the non-ideal image datasets DB QFIRE, DB WVU, and DB UBIRIS v2. For space constraints, we do not report the results achieved using every evaluated recognition schema. Table 4 reports the accuracy for the recognition schemes LG, CG, and QSW. We report the results of the first two recognition schemes since they are widely used in the literature, and the results of QSW because it achieved the best recognition accuracy. For DB QFIRE, the reported results refer to 35,090 genuine identity comparisons and 6,711,916 impostor identity comparisons. For DB WVU, the reported results are based on 20,920 genuine identity comparisons and 9,579,782 impostor identity comparisons. For DB UBIRIS v2, the reported results refer to 54,000 genuine identity comparisons and 5,006,250 impostor identity comparisons. Table 4 shows that PS-RANSAC achieved the best accuracy with respect to compared methods.

In the following, we examine the results obtained for each dataset and compare the performance of PS-RANSAC with additional results reported in the literature for the best performing state-of-the-art techniques.

4.3.1. **DB QFIRE**

As reported in Table 4, PS-RANSAC achieved the best accuracy with respect to the compared segmentation methods for the recognition schemes LG and CG, which use Gabor-based features. PS-RANSAC achieved an EER of 5.98% with LG and 9.20% with CG. For the recognition schema QSW, PS-RANSAC reached the second place, with EER 5.52%.

Furthermore, we applied the commercial-of-the-shelf segmentation method described in NEUROtechnology, which discarded the 3.9% of the samples for insufficient quality and achieved an EER of 7.53% for the remaining images. The achieved performance shows that the proposed segmentation method can be applied to images acquired at different distances from the eye, in heterogeneous illumination conditions with satisfactory accuracy for different feature extractors and matchers.

We also compared the performance of the proposed PS-RANSAC method with that of other methods reported in the literature for external boundary segmentation using the feature extraction and matching algorithms described in Masek.
and Kovesi (2003). The algorithms used for steps A (noise reduction), B (internal boundary segmentation) and C (illumination compensation based on MSR) of our segmentation method were identical in each test. To compare the performances of the evaluated methods, we used the same feature extraction and matching techniques and substituted only step D (external boundary segmentation) of our segmentation method with other well-known techniques. In detail, step D (external boundary segmentation) was performed using the following techniques: RANSAC for circle fitting, the algorithm based on Discrete Fourier Series analysis described in Daugman (2007), and the algorithm designed for noisy iris images presented in Donida Labati and Scotti (2010). Fig. 10 (a) shows the obtained ROC curves. PS-RANSAC demonstrated better performance compared with the other techniques. PS-RANSAC achieved the best accuracy, with EER of 5.98% and and FAR$_{1000}$ = 13.39%.

The achieved performance show that the proposed segmentation method can be applied to images acquired at different distances from the eye and in heterogeneous illumination conditions with satisfactory accuracy for different recognition schemes.

### 4.3.2. DB WVU

As reported in Table 4, PS-RANSAC achieved the best accuracy with respect to the compared publicly available methods for DB WVU. The best result is an EER of EER = 4.34%, achieved using the recognition schema LG.

To the best of our knowledge, the only previous paper that has evaluated the accuracy of an iris segmentation method for DB WVU in terms of its contribution to the overall biometric recognition accuracy is Shah and Ross (2009), which presented a robust segmentation approach based on Geodesic Active Contours. It achieved EER of 12.03% for the left eyes and 14.19% for the right eyes. Other iris segmentation methods reported in the literature have been evaluated using different figures of merit. The authors of Zuo and Schmid (2010) and Zuo et al. (2006) reported segmentation success rates of 97.92% and 95.84%, respectively. However, this figure of merit is subjective because the segmentation results were visually classified as either correct or incorrect. Therefore, the performance of the proposed method cannot be directly compared with the performances of these algorithms. Other segmentation techniques cannot be directly compared with the proposed approach because they have only been tested using subsets of DB WVU. For example, the technique presented in Roy et al. (2010) was validated using a subset of 800 images, and that described in Pundlik et al. (2008) was tested using 60 images over the 3099 composing the complete dataset.

Furthermore, we compared the performance achieved using PS-RANSAC with the results reported in Proenca and Neves (2017). These results have been obtained by applying a coarse-to-fine segmentation strategy based on geodesic active contours and recent recognition methods specifically designed to deal with non-ideal samples, which are based on computational intelligence techniques. It emerged that, although using recognition methods not optimized for this dataset of non-ideal samples, PS-RANSAC allowed to achieve a recognition accuracy close to the best performing biometric recognition system described in Proenca and Neves (2017). Specifically, the EER values achieved by PS-RANSAC in conjunction with the matching method presented in Masek and Kovesi (2003) and by the biometric system described in Proenca and Neves (2017) are 4.3% and 4.2%, respectively. Moreover, PS-RANSAC permitted to achieve better recognition performance than the recent matching methods presented in Yang et al. (2015) and Sun and Tan (2009), which achieved EER values equal to 9.50% and 13.37%, respectively. We think that this result is encouraging and proves the positive contribution of PS-RANSAC can provide to current biometric recognition systems, also without using machine learning approaches.

Furthermore, we applied the commercial-of-the-shelf segmentation method described in NEUROtechnology, which discarded the 0.1% of the samples for insufficient quality and achieved an EER of 0.9% for the remaining images. We think that this method obtained a better recognition accuracy with respect to the state of the art thanks to a robust matcher. Unfortunately, the SDK does not allow to evaluate the segmentation accuracy or use the feature extraction algorithm in conjunction with arbitrary segmentation methods.

Similarly to the tests performed using DB QFIRE, we compared the performance of the proposed PS-RANSAC method with the performances of other methods reported in the literature for external boundary segmentation. Fig. 10 (b) shows the obtained ROC curves. Also in this case, PS-RANSAC achieved

---

### Table 4. Comparison of segmentation accuracy for datasets of iris images acquired in non-ideal conditions

<table>
<thead>
<tr>
<th>Segmentation method</th>
<th>DB QFIRE</th>
<th>DB WVU</th>
<th>DB UBIRIS v2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Segmentation</td>
<td>Verification - EER (%)</td>
<td>Segmentation</td>
</tr>
<tr>
<td></td>
<td>E1</td>
<td>E2</td>
<td>LG</td>
</tr>
<tr>
<td>DI Original†</td>
<td>(-) (-)</td>
<td>(-) (-)</td>
<td>(-) (-)</td>
</tr>
<tr>
<td>DI Basic†</td>
<td>(-) (-)</td>
<td>(-) (-)</td>
<td>(-) (-)</td>
</tr>
<tr>
<td>DI Bayesian-Basic†</td>
<td>(-) (-)</td>
<td>(-) (-)</td>
<td>(-) (-)</td>
</tr>
<tr>
<td>Wahet</td>
<td>(-) (-)</td>
<td>15.49</td>
<td>17.24</td>
</tr>
<tr>
<td>Hpp</td>
<td>(-) (-)</td>
<td>16.79</td>
<td>19.81</td>
</tr>
<tr>
<td>Caht</td>
<td>(-) (-)</td>
<td>(+) (+)</td>
<td>(+) (+)</td>
</tr>
<tr>
<td>Fsa</td>
<td>(-) (-)</td>
<td>7.44</td>
<td>19.24</td>
</tr>
<tr>
<td>Tvm</td>
<td>(-) (-)</td>
<td>20.80</td>
<td>25.04</td>
</tr>
<tr>
<td>MSR + PS-RANSAC</td>
<td>(-) (-)</td>
<td>5.98</td>
<td>9.20</td>
</tr>
</tbody>
</table>

Notes: EER result reported in Jalilian and Uhl (2017) and regarding machine learning method trained and tested using a 10-fold cross-validation procedure; (-) result not computed because segmentation masks created by human operators are not publicly available; (+) result not computed because the segmentation algorithm is not publicly available; (+) EER > 30%. The error metrics E1 and E2 have been computed using the publicly available segmentation masks described in Hofbauer et al. (2014) as ground truth.
the best accuracy, with EER = 4.34% and FAR,1000 = 12.38%.

The obtained results show that the proposed method is robust to samples acquired using iris scanners but affected by strong nonidealities, allowing different recognition schemes to achieve remarkable accuracy.

4.3.3. DB UBIRIS v2

For DB UBIRIS v2, Table 4 shows that PS-RANSAC achieved better results than the compared methods, also based on machine learning strategies. In our opinion, this result is particularly relevant, showing the robustness of our method in selecting the region of interest for real biometric recognition applications. The obtained results prove that the proposed segmentation method can be successfully applied directly to the red channel of color-based images. However, it should be taken into account to properly tune the pupil detection algorithm of the proposed method since the iris-pupil contrast can be low for dark eyes, thus introducing possible segmentation errors. Furthermore, the considered feature extraction algorithms and matching methods are designed for images acquired using infrared illuminators and obtain unsatisfactory performance for images acquired in natural light illumination (EER > 30%).

As discussed in Bowyer (2012), biometric recognition systems based on iris images acquired in natural light conditions require dedicate feature extraction and matching algorithms.

We also evaluated the pixel-wise segmentation accuracy of the proposed method on the subset of 500 iris images of the second version of UBIRIS used as test dataset for the NICE.I competition, adopting the manually segmented masks used for this competition as ground truth, as described in Proenca and Alexandre (2007). In the following, we refer to this set of images as DB NICE 1. The manually segmented masks of DB NICE 1 present finer level of details with respect to the ones from DB UBIRIS v2, since they consider reflections and small occlusions due to hairs, glasses and single eyelashes. The proposed segmentation method achieved $E^1_1 = 0.021$. Manually segmenting the pupil region and applying PS-RANSAC to segment the external iris boundary, we achieved $E^1_1 = 0.018$.

Our previously proposed method was one of the finalists of the NICE.I competition, adopting the manually segmented masks used for this competition as ground truth, as described in Proenca and Alexandre (2007). In the following, we refer to this set of images as DB NICE 1. The manually segmented masks of DB NICE 1 present finer level of details with respect to the ones from DB UBIRIS v2, since they consider reflections and small occlusions due to hairs, glasses and single eyelashes. The proposed segmentation method achieved $E^1_1 = 0.021$. Manually segmenting the pupil region and applying PS-RANSAC to segment the external iris boundary, we achieved $E^1_1 = 0.018$.

We compared the performance achieved using our segmentation accuracy of PS-RANSAC for DB CASIA v4i, achieving $E^1_1 = 0.03760$ and $E^2_1 = 0.04066$, which are close to the values obtained for DB CASIA v4i R ($E^1_1 = 0.0392$ and $E^2_1 = .0436$). The pixel-wise segmentation accuracy as well as the verification accuracy achieved using PS-RANSAC are comparable to ones of segmentation methods specifically designed for samples acquired using iris scanners in controlled conditions and ones of the machine learning approaches trained separately for each dataset.

The obtained results show that although the proposed segmentation method has been designed for samples acquired in non-ideal conditions, it can achieve an accuracy comparable to trained methods based on deep learning techniques.

4.4. Segmentation accuracy in ideal conditions

Although the proposed method is designed for non-ideal scenarios, we evaluated its accuracy also for samples acquired using commercial iris scanners in ideal conditions (DB CASIA v4i, DB ITTD, and DB Notredame). We used the same protocol adopted for databases of images acquired in non-ideal scenarios. Table 5 summarizes the obtained results. For completeness, we computed also the segmentation accuracy of PS-RANSAC for DB CASIA v4i, achieving $E^1_1 = 0.03760$ and $E^2_1 = 0.04066$, which are close to the values obtained for DB CASIA v4i R ($E^1_1 = 0.0392$ and $E^2_1 = .0436$). The pixel-wise segmentation accuracy as well as the verification accuracy achieved using PS-RANSAC are comparable to ones of segmentation methods specifically designed for samples acquired using iris scanners in controlled conditions and ones of the machine learning approaches trained separately for each dataset.

The obtained results show that although the proposed segmentation method has been designed for samples acquired in non-ideal conditions, it can achieve an accuracy comparable to trained methods based on deep learning techniques.

4.5. Impact of illumination compensation techniques on the segmentation accuracy

We compared the performance achieved using our segmentation algorithm in combination with various illumination compensation techniques (Section II-B) for samples acquired in particularly challenging conditions (DB QFIRE, DB WVU, and DB UBIRIS v2). The algorithms used for the steps A (noise
Hofbauer et al. (2014) as ground truth.

We performed a broad study of illumination compensation techniques, which included: algorithms based on the histogram equalization, algorithms based on the analysis of the histogram distribution, algorithms based on the local histogram analysis, SSR, MSR, DCT, TT and SQI. The first three classes of techniques yielded satisfactory results only for iris images in which the iris presented stable characteristics, such as similar iris diameters and acquisition conditions. In fact, these techniques require the tuning of one or more parameters that are expected to have the same value for each iris image. However, the considered iris images exhibited significant differences in iris diameter (from approximately 110 pixels to more than 300 pixels). Therefore, the optimal parameters for these techniques could differ considerably for different iris images. For this reason, we do not report the results achieved for these algorithms. SSR was tuned by using different Gaussian filters to estimate the luminance \( L \) (Gaussian filters of \( 8 \times 8, 16 \times 16, 32 \times 32, 64 \times 64, 128 \times 128, \) and \( 256 \times 256 \) pixels). MSR was tuned by using all possible combinations of two of the filters used for SSR. DCT was tuned by using 5, 10, 15, 20, 25, 30 and 35 components. TT was tuned by using the gamma intensity correction parameters 0.05, 0.1, 0.2, 0.5, and 1. SQI was tuned by using filters of size \( 9 \times 9, 17 \times 17, 33 \times 33, 65 \times 65, \) and \( 129 \times 129 \) pixels.

For DB UBIRIS v2 we performed the comparison in terms of E\(^1\). For DB WVU and DB QFIRE the performance were compared in terms of recognition accuracy. In the last case, we used the same feature extraction and matching techniques. We computed the results applying the feature extraction and matching algorithms LG since it is widely used in the literature and previous tests showed that the performance of the considered feature extraction and matching methods decrease in a similar way in presence of segmentation errors. The experiments revealed that illumination compensation algorithms enhanced the segmentation accuracy and thus, the ultimate performance of the iris recognition system. The methods that yielded the best results were SSR, MSR and DCT.

Table 6 presents the results of the illumination compensation study for DB UBIRIS v2, expressed in term of E\(^1\). The parameters of the best configurations of the illumination compensation methods are the following: Gaussian filters of \( 128 \times 128 \) for SSR, kernels of size \( 64 \times 64 \) and \( 128 \times 128 \) pixels for MSR, 10 coefficients for DCT, gamma intensity of 0.2 for TT, and kernel of \( 17 \times 17 \) pixels for SQI. In general, all the tested methods helped to significantly improve the segmentation accuracy when their parameters were accurately selected. Our method obtained the best segmentation accuracy with SSR and MSR. Since the main nonidealities due to poor illumination conditions that are present in the images of DB UBIRIS v2 are smooth shadows, we think that SSR and MSR achieved the best performance caused by their capability of reducing problems due to smooth illumination changes. DCT achieved similar performance. TT was also capable of improving the results of our segmentation algorithm, but not as much as in the cases of SSR and MSR. We think that the main cause for this might be strong artificial gray level edges introduced in the DoG convolution, because it was not possible to mask irrelevant regions, such as skin or eyebrows. SQI provided also good results, although they were not as impressive as with SSR and MSR. Furthermore, SQI was less robust to parameter changes and introduced some artifacts in the iris images.

We report the results obtained by the three illumination compensation algorithms that achieved the best performance for DB UBIRIS v2 (SSR, MSR, and DCT) on the segmentation accuracy of the proposed method by evaluating the recognition performance for DB WVU and DB QFIRE. The best results for SSR were obtained using Gaussian filters of \( 256 \times 256 \) pixels. For DB WVU, the optimal MSR configuration consisted of two Gaussian filters of \( 32 \times 32 \) pixels and \( 128 \times 128 \) pixels, while the optimal DCT configuration consisted of 15 coefficients. For DB QFIRE, the optimal MSR configuration consisted of two

<table>
<thead>
<tr>
<th>Table 5. Comparison of segmentation accuracy for datasets of iris images acquired in ideal conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Segmentation method</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>DI Original†</td>
</tr>
<tr>
<td>DI Basic‡</td>
</tr>
<tr>
<td>DI Bayesian-Basic†</td>
</tr>
<tr>
<td>Wahet</td>
</tr>
<tr>
<td>Hpp</td>
</tr>
<tr>
<td>Cnht</td>
</tr>
<tr>
<td>Fsa</td>
</tr>
<tr>
<td>Tvm</td>
</tr>
<tr>
<td>MSR + PS-RANSAC</td>
</tr>
</tbody>
</table>

Notes: †result reported in Jalilian and Uhl (2017) and regarding machine learning method trained and tested using a 10-fold cross-validation procedure; ‡result not computed because the segmentation algorithm is not publicly available; (+) EER > 30%. The error metrics E1 and E2 have been computed using the publicly available segmentation masks described in Hofbauer et al. (2014) as ground truth.
Gaussian filters of $16 \times 16$ pixels and $64 \times 64$ pixels, while the optimal DCT configuration consisted of 5 coefficients. Table 7 presents the results obtained for the optimal configurations of the evaluated illumination compensation algorithms. The table shows that the use of an illumination compensation algorithm improved the recognition performance of our proposed PS-RANSAC segmentation method for non-ideal images acquired with infrared illumination using traditional iris scanners as well as non-ideal images acquired at different distances using digital cameras. In this context, MSR produced images that were less affected by blur compared with those obtained using SSR and DCT, and therefore yielded greater improvements in segmentation performance and recognition accuracy compared with SSR and DCT. The illumination compensation methods contributed more strongly to the overall segmentation accuracy for DB QFIRE than for DB WVU. This finding can be attributed to the fact that the samples in the first dataset were deliberately captured under poor illumination conditions and exhibit lower iris-sclera contrast. Nevertheless, the application of MSR did result in a slight increase in segmentation accuracy for DB WVU, likely reducing the disadvantageous effects of overexposure and underexposure of local regions in the images caused by incorrect positioning of the subjects with respect to the commercial iris scanner. Moreover, the obtained results show that our algorithm for the segmentation of the external iris boundary (PS-RANSAC) also achieved satisfactory results for the original low-contrast images.

Table 7. Effects of different illumination compensation techniques on the recognition accuracy of the proposed PS-RANSAC method evaluated on DB WVU and DB QFIRE.

<table>
<thead>
<tr>
<th>Database</th>
<th>Illumination Compensation</th>
<th>EER (%)</th>
<th>FAR1000 (%)</th>
<th>FAR900 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB WVU</td>
<td>PS-RANSAC</td>
<td>4.63%</td>
<td>7.79%</td>
<td>22.97%</td>
</tr>
<tr>
<td>DB WVU</td>
<td>SSR + PS-RANSAC</td>
<td>4.57%</td>
<td>7.43%</td>
<td>21.51%</td>
</tr>
<tr>
<td>DB WVU</td>
<td>MSR + PS-RANSAC</td>
<td>4.34%</td>
<td>7.35%</td>
<td>12.38%</td>
</tr>
<tr>
<td>DB WVU</td>
<td>DCT + PS-RANSAC</td>
<td>4.44%</td>
<td>8.06%</td>
<td>13.67%</td>
</tr>
<tr>
<td>DB QFIRE</td>
<td>PS-RANSAC</td>
<td>6.11%</td>
<td>10.30%</td>
<td>14.96%</td>
</tr>
<tr>
<td>DB QFIRE</td>
<td>SSR + PS-RANSAC</td>
<td>6.31%</td>
<td>9.75%</td>
<td>13.70%</td>
</tr>
<tr>
<td>DB QFIRE</td>
<td>MSR + PS-RANSAC</td>
<td>5.98%</td>
<td>9.50%</td>
<td>13.39%</td>
</tr>
<tr>
<td>DB QFIRE</td>
<td>DCT + PS-RANSAC</td>
<td>6.21%</td>
<td>9.50%</td>
<td>13.97%</td>
</tr>
</tbody>
</table>

PS-RANSAC method achieved the best identity verification accuracy with respect to the compared techniques using a feature extractor based on log-Gabor filters, with EER of 4.34% for DB WVU and age obtained by applying the Rubber Sheet Model (as described in Daugman (2002)) to I (modality B). In the tests of modality A, we tuned the SSR algorithm by using different Gaussian filters to estimate the luminance $L$ (Gaussian filters of $8 \times 8$, $16 \times 16$, $32 \times 32$, $64 \times 64$, $128 \times 128$, and $256 \times 256$ pixels).

Similarly, the MSR algorithm was tuned by using all possible combinations of two of the filters used for SSR. We also used DCT with 5, 10, 15, 20, 25, 30, and 35 coefficients. In the tests of modality B, we again tuned the SSR algorithm by using different Gaussian filters to estimate the luminance $L$ (in this case, Gaussian filters of $4 \times 4$, $8 \times 8$, $12 \times 12$, $16 \times 16$, and $20 \times 20$ pixels), tuned the MSR algorithm by using all possible combinations of two of the filters used for SSR, and applied DCT with 4, 6, 8, and 10 coefficients. We performed these tests by using the feature extraction and matching algorithms LG.

Modality A with an MSR configuration consisting of Gaussian filters of $8 \times 8$ and $16 \times 16$ pixels yielded the best results for both DB WVU and DB QFIRE. For DB WVU, the application of illumination compensation reduced the FAR1000 from 12.38% to 10.69%, with EER of 4.91%. For DB QFIRE, the application of illumination compensation did not increase the recognition accuracy. Modality B did not improve the performance of the biometric system.

The results suggest that methods based on the Retinex model can reduce the hindering effects of poor illumination conditions on feature extraction and matching in iris recognition systems. However, more detailed studies are needed to improve the performance of iris recognition for images acquired at a distance. This topic should be the subject of future work.

4.6. Computational time

We executed the tests using a PC with 3.7 GHz Intel (R) Xeon (R) E5-1620 v2 CPU, RAM 16 GB. The operating system was Windows 10 professional 64 bit. We implemented all the algorithms using Matlab 2016a. The mean computational time needed to segment an iris image was around 0.21 seconds, of which 0.10 was needed by PS-RANSAC. We think that the computational cost of our method is acceptable since Matlab is a prototype-oriented and non-optimized environment. We expect that the use of compiled languages, such as C/C++, can further reduce the processing time.

5. Discussion

To evaluate the accuracy of the proposed segmentation method, we performed identity verification tests using datasets acquired in heterogeneous conditions: DB QFIRE, DB WVU, DB UBIRIS v2, DB CASIA v4i, DB IITD, and DB Notredame. For datasets for which segmentation masks created by human operators are available, we also evaluated the pixelwise segmentation accuracy. In all the cases, we compared the obtained results with other techniques in the literature and publicly available software. For samples acquired in non-ideal conditions acquired using infrared illuminators, the proposed method achieved the best identity verification accuracy with respect to the compared techniques using a feature extractor based on log-Gabor filters, with EER of 4.34% for DB WVU and
5.98% for DB QFIRE. For non-ideal images acquired in visible light illumination, PS-RANSAC achieved the best pixelwise classification accuracy, with a classification error rate of 0.0165 for the 2250 iris images of DB UBIRIS v2. In case of images acquired using iris scanners in cooperative scenarios, the proposed method achieved pixelwise classification accuracy and identity verification accuracy comparable to recent approaches based on deep learning and algorithms specifically designed for this category of samples. Specifically, PS-RANSAC achieved a pixel-wise classification error $E_1$ of 0.0392 for DB CASIA v4i, 0.0780 for DB IIITD, and 0.0163 for DB Notredame.

Furthermore, tests performed using various illumination compensation techniques showed that the application of these algorithms can improve segmentation performance. Among all the tested algorithms, MSR was the one that provided the best improvement in segmentation accuracy. An analysis of the use of illumination compensation techniques to improve performance in the feature extraction step of the biometric recognition process also indicated an encouraging improvement in matching performance.

### 6. Conclusion

This paper presented a novel iris segmentation method, referred to as Polar Spline RANSAC or PS-RANSAC, designed for application to samples affected by strong non-idealities and acquired under poor illumination conditions. The presented method can achieve competitive performance for different types of feature extraction and matching techniques, and can deal with multiple scenarios: iris images acquired using traditional near infrared iris sensors; infrared iris images acquired at a great distance; and iris images acquired in the visible spectrum. Moreover, the paper analyzed the application of various illumination compensation techniques in conjunction with PS-RANSAC to further improve performance. We evaluated the accuracy of the proposed iris segmentation method using six challenging image datasets acquired in heterogeneous conditions, achieving better or comparable accuracy in every scenario. The achieved results show that PS-RANSAC can be applied with competitive accuracy for a wider set of non-ideal acquisition conditions with respect to the considered state-of-the-art methods, without needing any preliminary training step. Furthermore, we experimentally demonstrated that illumination compensation techniques based on the Retinex model can increase the segmentation and identity verification accuracy of iris recognition systems.

Future work should address novel illumination compensation techniques designed to improve feature extraction for iris images. Particular attention should be on methods designed for
images acquired at a large distance between the subject and the camera.

7. Acknowledgements

R. Donida Labati, E. Muñoz, V. Piuri, and F. Scotti were supported in part by the Italian Ministry of Research within PRIN 2015 project COSMOS (201548559T). A. Ross was supported in part by the National Science Foundation under Grant Number 1618518.

8. Appendix. Parameters of the proposed method

The parameters of the proposed algorithms were empirically estimated based on the image datasets considered in this study.

The threshold value used to search for specular reflections was set to \( p_r = 95\% \). The parameters of the bilateral filter were set to \( N_q = 22 \) pixels, \( \sigma_s = 16 \) and \( \sigma_r = 0.1 \). \( \sigma_s = 2 \). The intensity values used to estimate the pupil shape were \( T = [10, 15, \ldots, 25] \) for DB QFIRE. The estimation of the points representing the external iris boundary was performed using an \( r_{min} \) value equal to 15 pixels plus the pupil radius and \( N_m = 16 \) pixels. PS-RANSAC was applied using \( N = 6 \), while the proportion “hypothetical inliers” of the points in the input set \( X \) \( n_p \) was set to 0.9.

For DB WVU, the only parameter different from the previously described configuration is the one describing the intensity values considered for segmenting the pupil region, which have values \( T = [20, 25, \ldots, 65] \).

Although images acquired in visible light and infrared illumination present strongly different characteristics, many parameters used for DB UBIRIS v2 are the same as the ones used for DB QFIRE. The other parameters are \( N_q = 10 \) pixels, \( \sigma_s = 2 \), \( \sigma_r = 0.1 \). \( T = [2, 4, \ldots, 106] \), and \( n_p = 1 \).

As in the case of DB WVU, for the other datasets of images acquired in near infrared illumination, the only parameters with different values with respect to the ones used for DB QFIRE are the ones used to segment the pupil. Specifically: \( T = [20, 10, \ldots, 80] \) for DB CASIA v4i, \( T = [10, 5, 15] \) for DB IITD, and \( T = [3, 3, \ldots, 15] \) for DB Notredame.

We tested the robustness of the proposed segmentation approach by evaluating the accuracy with respect to a wide range of different values of the parameters obtaining satisfactory results. As an example, when we evaluated the performance of PS-RANSAC on DB WVU and DB QFIRE with \( N = [3, 4, \ldots, 10] \) and \( n_p = [0.5, 0.6, \ldots, 1.0] \), we obtained a maximum decrease in the EER of approximately 1%. Table 8 presents the variation of \( E^1 \) for DB UBIRIS v2 with respect to the most important parameter of PS-RANSAC, \( N \). This table shows that the method is robust to different values of its parameters, providing only small performance variations for each of the considered configurations.
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