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Abstract—The business potential of big data is leading to a data-driven economy, where low-cost and low-latency data analysis represents a major competitive advantage. The research community has proposed many technological solutions for big data, such as NoSQL databases, which are difficult to evaluate and compare via standard IT procurement procedures. In addition, lack of competences in big data domains make procurement of big data solutions a tedious and uncertain process, which might impair the success of a business. In this paper, we present a score-based benchmark for distributed databases, which supports adopters in selecting a solution that fits their needs. The proposed benchmark is independent from the configurations of the specific database and deployment environment, requires low effort on the part of end users, is extensible and can be applied to both SQL and NoSQL databases, can be used to evaluate databases according to different properties (e.g., performance, consistency), and can be integrated with existing benchmarks to reduce the burden of their execution. We experimentally evaluate our methodology to validate its effectiveness.
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1 INTRODUCTION

We live in a pervasive and interconnected world, where users are surrounded by sensors and continuously interact with external actors, almost anywhere and anytime. A huge amount of data are generated and collected every minute – 1.7 million billion bytes of data, that is, over 6 megabytes for each human being on the planet Earth according to [1] – from a wide variety of sources (e.g., sensors, mobile devices, social media). Low latency access to huge distributed data sources has become a value proposition for the next generation of business intelligence applications. Unfortunately, technologies for big data analysis and management are often difficult to evaluate using standard IT procurement procedures and difficult to compare with traditional techniques. Being able to select the technology and storage infrastructure that best fit a user’s requirements has become a key competitive advantage in data-driven economy, and sparked the interest of the research community in the definition of benchmarks that comparatively evaluate existing (big) data solutions.

Current and past research has defined several different benchmarks to compare IT systems (including traditional databases) [2], [3], [4], [5], [6], [7]. With the advent of the cloud, new benchmarks have been proposed [8], [9], [10], [11], evaluating elasticity and scalability solutions, hardware and software performance, and virtualization technologies. Approaches specifically designed for big data infrastructures have been proposed in the last years and focused on NoSQL databases [12], [13], [14]. At the same time, benchmarks for NoSQL databases emerged (e.g., [15], [16], [17], [18], [19]). They mostly aimed to provide a solution for performance evaluation that allows users to compare different solutions for big data management. However, these proposals do not generalize well, since they focus on specific environments and configurations, and require a substantial effort on the part of adopters to evaluate databases in their own infrastructure. Also, according to [19], the relative youth of big data systems introduces the risks of benchmarking, where vendors define benchmarks to maximize their product evaluation, or benchmark-specials attitude, where vendors configure their products to retrieve the best evaluation from a selected benchmark. Finally, current approaches do not provide support for comparing SQL and NoSQL databases, which in specific scenarios might show comparable behaviors.

According to Jim Gray’s seminal work on database benchmarking [20], a benchmark must be relevant, portable, scalable, and simple. Also, diversity of computer systems calls for domain-specific benchmarks that define synthetic workloads characterizing typical applications. With the advent of the cloud and the additional diversity introduced by NoSQL databases, the need of a simple and configuration-independent benchmark for distributed databases is even exacerbated. However, the complexity of the underlying technologies and the impact the available infrastructures have on performance make the application of traditional benchmarks either difficult or ineffective. In fact, on one hand, the deployment of several distributed databases requires competences which are not common even in database experts; on the other hand, performance measurements done with configurations of the database and its deployment environment different from the ones used in the target scenario can highly affect the precision of retrieved results.

In this paper, we define a generic, configuration-independent, extensible, and low-overhead score-based
Our design departs from the practice of developing benchmarks that apply in specific scenarios and to specific configurations only. We first describe a taxonomy for SQL and NoSQL databases that is at the basis of our score-based benchmark. We then define a methodology based on users’ preferences in profiles, which allows to evaluate a database in a specific deployment environment, by simply specifying the database configuration, the expected workload, and the property to be evaluated (e.g., performance, consistency). The proposed approach is based on a weighted sum of elements in the taxonomy, which are relevant for the considered scenarios. Suitable weights are generated by empirical testing and regression analysis, making our methodology flexible, extensible, and easily manageable by a community. We note that, while the execution of testing and regression analysis requires competences and introduces overheads comparable to the ones of current benchmarks, weight selection is done once for a specific deployment environment and configuration, and then reused for similar scenarios. The availability of weights allows non-expert users to only define the configurations of their system and run the benchmark, with no need of multiple system deployment and evaluation.

Being configuration independent, our score-based benchmark can be applied alone or in conjunction with existing benchmarks, and compare both SQL and NoSQL databases. It can then be used either to select the best database or to narrow the search space of existing benchmarks on the basis of user’s preferences. In the latter case, a user executes the methodology in this paper to identify the subset of $n$ best databases, and then applies an existing benchmark to select the best one in the subset. Our benchmark supports comparison based on traditional performance property, as well as on additional properties such as availability and consistency.

The contribution of this paper is threefold: i) we define a taxonomy of parameters that characterize SQL/NoSQL databases and could influence their behavior; ii) starting from the proposed taxonomy, we define a score-based benchmark that applies a weighted sum of taxonomy parameters, where weights are calculated according to linear regression analysis; iii) we experimentally evaluate the precision of the proposed solution, including the approach for weight selection.

The remainder of this paper is organized as follows. Section 2 presents related work. Section 3 describes our taxonomy of database parameters. Section 4 illustrates the proposed score-based benchmark, also describing the instantiation of relevant parameters and the approach to weight selection. Section 5 presents the experimental evaluation of our methodology. Section 6 discusses pros and cons of our approach. Section 7 draws our conclusions.

## 2 Related Work

Benchmarks have been defined since the advent of IT and targeted several different and heterogeneous aspects of past and current digital systems (e.g. [2], [4], [5], [6], [7]). Today, the research community has given a lot of attention to the problem of benchmarking the cloud in all its facets. Several approaches have been proposed ranging from the evaluation of (distributed) databases, to the evaluation of cloud management approaches.

The line of research closest to ours concerns the definition of benchmarks for NoSQL databases. The problem of benchmarking NoSQL databases is particularly relevant as well as challenging due to the heterogeneity of the provided NoSQL approaches, which can vary depending on many parameters such as supported data model (e.g., key value, document, graph, column) [12], [13], [14], Armstrong et al. [15] describe LinkBench, a synthetic benchmark for databases based on streams of data from Facebook social graphs. The authors model query and data workload in many dimensions, which are used for testing social data storage. Chen et al. [21] provide a suite of workloads for the evaluation of MapReduce performance. The proposed solution studies two MapReduce traces and provides a vocabulary for the description of relevant workloads. It also proves how the use of realistic workloads can increase the quality of the evaluation and of the MapReduce task scheduler choice. Dory et al. [17] present some results on the scalability and elasticity of Cassandra, HBase, and MongoDB, under realistic loads using the Wikipedia database. Dede et al. [18] experimentally evaluate the performance of MongoDB and Hadoop for scientific data analysis. In particular, the paper presents a deep evaluation of performance, scalability, and fault tolerance when MongoDB is integrated with Hadoop. A comparative evaluation between MongoDB and HDFS is also provided. Ghazal et al. [19] describe BigBench an end-to-end big data benchmark for industry and big data analytics. It provides a data model and a generator that accomplish the three $V$ of big data systems, namely Variety, Velocity, and Volume [22]. It supports structured, semi-structured, and unstructured data. Similar to our approach, the proposed workload is built on a set of queries against a given data model. We note that, in a recent solution [23], big data are defined using the 5V model: Volume, Variety, Velocity, Value, Veracity. Cooper et al. [16] present the Yahoo! Cloud Serving Benchmark (YCSB) framework. YCSB is a benchmark for comparing the performance of NoSQL databases. It defines several workloads, query types, and query distributions, and uses them for evaluating performance of several databases including Cassandra, HBase, PNUTS, and MySQL. Li and Manoharan [24] present a comparative evaluation of SQL and NoSQL databases on key-value stores. To the best of our knowledge, differently from the solution in this paper, existing benchmarks i) do not support comparison of SQL and NoSQL databases (only [25] compares the popularity of SQL and NoSQL database in a single ranking), ii) require high competences and put high overhead on final users, iii) require experimental evaluation of each candidate database, iv) consider some specific scenarios in terms of workload, deployment environment, therefore being the results of the benchmark affected by changes in the real user scenario, v) are architecture dependent.

Other works discussed specific benchmarks for different aspects of the cloud. Li et al. [26] describe a set of metrics...
and benchmarks that can be used to evaluate commercial cloud services. Islam et al. [9] present a benchmark based on a penalty-model for evaluation of elasticity effectiveness. Much in line with the work in this paper, the proposed benchmark summarizes penalty rates in a single score for comparison. However, differently from our approach, the score is a normalization on a reference system and is calculated through real measurements on the system under evaluation. Turner et al. [11] describe C-Mart, a benchmark for the cloud that emulates the behavior of a modern application in the cloud. It provides a web application, a client emulator, a deployment server, and a scaling API to produce a testing environment that is faster and more realistic than existing benchmarks. It evaluates management systems, application scaling, VM consolidation, and performance. Rabl et al. [10] propose a generator of data for cloud-scale benchmarking. The proposed data generator considers cloud peculiarities and is therefore designed for cloud evaluation. Ferdman et al. [8] present the cloudsuite benchmark for emerging scale-out workloads. The benchmark is aimed at evaluating the performance of modern and predominant CPU micro-architectures, which are found to be inefficient for the proposed cloud-oriented workloads.

Most of existing benchmarks are highly dependent on the execution environment and on users requirements. Users need to execute benchmarks on premises to find out the best solution that fits their requirements. To address this shortcoming, Liquid Benchmarking [27] proposes a benchmarking-as-a-service. The Liquid Benchmark platform implements a Saas application supporting the execution of independent experimental evaluation and comparison techniques to evaluate algorithms, solutions, and systems in a consistent way. It supports the definition of standard benchmarks following a collaborative effort and repeatability of results. Still, there is no possibility of benchmarking a given algorithm or solution according to a specific deployment environment. Also, Liquid Benchmarking focuses on algorithms and solutions as services rather than data-driven infrastructures like NoSQL databases.

Some approaches focused on the evaluation of the performance of cloud scalability and elasticity algorithms [28], [29]. For instance, Iosup et al. [30] analyze the performance of cloud computing services for scientific computing workloads, while Salah and Boutaba [31] define a model for evaluating elastic cloud applications by estimating service response time. Stantchev [32] describes a methodology to performance evaluation of cloud computing solutions varying the platform instances from one to three. Espadas et al. [33] provide a formal measurement for under and over provisioning of cloud resources, and an approach based on resource allocation for Saas to create a cost-effective scalable environment. Copil et al. [34] present a multi-layer approach for the management of elasticity and scalability in the cloud. Other works have focused on the flexibility of NoSQL databases and storage, analyzing the process of adaptive expansion and contraction of resources, and providing techniques for performance evaluation and control [35], [36], [37].

Finally, a variety of issues have been studied in the context of performance optimization in the cloud. Some approaches have focused on the problem of resource and data allocation [38], [39]. Many researchers undertook the task of defining metrics and benchmarks to evaluate the ability of a cloud framework to adapt to variable loads [9], [40], [41]. Ali-Eldin et al. [42] also present an adaptive controller for cloud infrastructures supporting proactive and reactive horizontal elasticity. Fito et al. [43] present an elastic cloud hosting provider, building on service-level agreements, to maximize provider revenue. Klems et al. [44] present a load balancer for the Sherpa storage system, which automatically balances the load by moving tablets from overloaded servers or by splitting data in different tablets. Curino et al. [45] introduce Schism, a scalability solution for shared-nothing distributed databases, which is based on workload-aware database partitioning and replication.

3 A Taxonomy of Parameters Influencing Database Behavior

We describe a taxonomy of parameters influencing database behavior, which is adopted as the basis for the definition of our score-based benchmark [46]. We first introduce the basic concepts that are used to design our taxonomy (Section 3.1), and, then, present its building blocks (Section 3.2). Concepts and building blocks are general enough to embrace the entire set of distributed databases, which are heterogeneous by nature.

3.1 Basic Concepts

Our taxonomy relies on three basic concepts, namely, macro-area, attribute, parameter, which map on three levels of the taxonomy tree. It is built around the concept of attribute, that is, a combination of parameters modeling a specific characteristic of a database and its environment. In particular, an attribute $a$ represents a specific characteristic of a database and its environment, and is defined as a set $\{p_1, \ldots, p_n\}$ of parameters, representing different implementations/configurations of the same attribute. As an example, attribute scalability can refer to the implemented scalability algorithm, data model to the adopted data model, and persistency to the deployed solution providing data persistency.

Parameters define possible architectural choices done in the configuration of a database for supporting a specific attribute. Each parameter is a measurable artifact that represents an approach to support a specific attribute and is defined as a set $\{l_1, \ldots, l_n\}$ of levels. Levels categorize all admissible implementations, and are defined as a pair $(name, val)$, where $l_i.name$ is the name of the $i$-th level and $l_i.val$ its score.

A total order $\preceq$ can be straightforwardly defined over levels based on scores and is such that for each pair of levels $l_i$ and $l_j$ of a given parameter $p$, $l_i.name \preceq l_j.name$ if $l_i.val \leq l_j.val$. Each parameter can be platform-dependent or platform-independent, and is initialized with the value of the selected level. A platform-dependent parameter shows a dependence on other database attributes/parameters and/or the environment where the database is deployed; a platform-independent one is generic for all databases and environments. For instance, the parameter Key-value of the attribute Data Model is platform-independent; all parameters of attribute Storage are platform-dependent.
All attributes are finally collected in macro-areas, which can be extended and refined as needed, and refer to specific aspects of a given database implementation. A Macro-area is defined as a set \( \{ a_1, \ldots, a_n \} \) of specific attributes.

An example of macro-area is DB-Topology, which refers to all attributes concerning the database structure.

### 3.2 Building blocks

We describe our taxonomy according to three main macro-areas (see Figure 1): DB Topology, Query Type, and System and Network Topology. For each of them, we discuss its rationale, and corresponding attributes and parameters. We note that our taxonomy is not meant to be exhaustive, can be extended according to the considered scenario without affecting the proposed benchmark and methodology (Section 4), and can also be used for SQL databases. The taxonomy is the core of our approach since it specifies the attributes and parameters which are evaluated by our benchmark.

#### 3.2.1 Query Type

Macro-area Query Type collects all artifacts related to the way in which a given DB manages and supports the execution of given classes of queries, and how the DB supplies services to external clients. In other words, it evaluates the effectiveness of the database in executing specific classes of queries of interest for the user. In case no preferences are specified, a complete evaluation is provided independently by the specific query type. Box with solid line in Figure 1 shows the part of our taxonomy regarding macro-area query type.

This macro-area is composed of two distinct attributes. Query API Model contains parameters like Map&Reduce, Graph, Collection, and describes how a DB provides query services to external clients. Query Model includes parameters that describe the methods used to implement and execute queries.

#### 3.2.2 DB Topology

Macro-area DB Topology collects all artifacts that refer to the DB structure. It evaluates all technologies that contribute to the supply of DB functionalities and how much these functionalities fit the requirements specified by the user. Box with dashed line in Figure 1 shows the part of our taxonomy regarding macro-area DB topology, which includes the following attributes:

- **Scalability**: it describes the technologies used by the DB to scale under heavy workloads.
- **Data Model**: it describes how data are organized in the DB.
- **Persistency**: it describes how data writing and reading are managed by the DB. It also specifies how the system maintains a consistent state after the execution of operations.
- **Partitioning**: it describes the technologies used by the system to replicate and partition data within different nodes, ensuring availability, reliability, and consistency of the overall framework.
- **Storage Layout**: it describes how the storage can be accessed and its influence on performance. It specifies which types of data can be read in block.

#### 3.2.3 System and Network Topology

Macro-area System and Network Topology collects all artifacts that refer to the system structure, to the characteristics of the environment where the database is deployed, and to the network structure used by database components to communicate and exchange data. It evaluates the hardware, software, and network configurations to measure the effects the system and network have on the overall database performance. Box with dotted line in Figure 1 shows the part of our taxonomy regarding this macro-area. It contains, on one side, three main attributes referring to CPU, memory, and storage of the system, and, on the other side, an attribute describing the network technology.

The parameters in this macro-area are defined as a function \( f(x) \) over the corresponding attribute \( x \). Function \( f(x) \) is computed according to the configuration of parameters in other macro-areas and of the environment where the database is deployed. As a consequence, only a single parameter for each attribute can assume a value different from zero for a given database under evaluation. Each parameter value (i.e., the value of function \( f(x) \)) is produced by experimentally evaluating a representative DB for the specified configuration \( conf(Q,DB,SN) \), where \( Q \) refers to parameters in macro-area Query Type, \( DB \) refers to parameters in macro-area DB Topology, and \( SN \) refers to the deployment environment. As an example, let us consider parameter \( f(M) \) with \( conf_i(Q_i,DB_i,SN_i) \) of attribute Memory, which evaluates the impact of the memory on a given database behavior.

As a concluding remark, we note that the taxonomy in this section includes parameters that might affect a database behavior. Though our taxonomy has been designed to be as inclusive as possible and to target both SQL and NoSQL databases, new macro-areas, attributes, and parameters can be added when needed or it can be extended on the basis of existing taxonomies (e.g., [47], [48]). This approach allows our solution to promptly react to changes in database implementation, which are quite common in current scenarios, with minimum impact on the methodology discussed in Section 4.

### 4 Score-based benchmark

Our score-based benchmark supports a reference scenario that involves three main parties: (i) a database provider, implementing the database target of our benchmark-based
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and according to preferences of the users. Preferences are specified in a profile \( \Pi_{pr, wl} \) that can be defined as a pair \((pr, wl)\), where \( pr \) is the property to be evaluated (e.g., performance, availability) and \( wl \) is the workload that the database under evaluation is expected to manage (e.g., write-only, read-only, mostly-write, mostly-read) [49]. \( \Pi_{pr, wl} \) drives the combination of parameters to calculate a database score.
Overall, our benchmark permits comparison of databases, without the need for users to execute complex testing activities, claiming which database is more suitable in specific database and environment configurations. To this aim, the evaluation process proceeds as follows. First, the user defines its profile on the basis of the property to be verified and the expected workload. The profile permits to select a collection of weights, which have been previously calculated according to experimental activities done by experts and are used to integrate parameter values in a single database score. Upon a specific database is selected for evaluation, each platform-independent parameter is instantiated by the user with the value of the level supported by the database configuration. Similarly, based on the selected platform database and configuration of deployment environment, each platform-dependent parameter is valued. Levels of independent and dependent parameters are specified in different ways as discussed in Section 4.1. As soon as each parameter has a value, a weighted sum of parameters is calculated (Section 4.3) on the basis of weights selected using the profile and defined in Section 4.2. We note that the profile could be extended to include low-level details on the physical deployment environment (e.g., characteristics of CPU, memory, and storage chips and devices), improving the quality of selected weights. For simplicity, in the following, we consider a profile composed of workload and property only.

In the remainder of this section, we first present two important aspects at the basis of our benchmark specification, namely, level definition (Section 4.1) and weight selection (Section 4.2), and then formalize the benchmark itself (Section 4.3).

4.1 Parameter level definition

An important aspect of our benchmark is the definition of the levels and corresponding values for each of the platform-independent (Section 4.1.1) and platform-dependent (Section 4.1.2) parameters in Figure 1.

4.1.1 Platform-independent parameters

They are defined as a set of discrete levels, each one representing a possible implementation for the parameter (i.e., a possible instantiation of the functionality related to the parameter). Ordering between levels is provided according to the profile. The default assignment function gives proportional values in (0,1] to the levels based on their ranking. Assuming \( n \) levels for parameter \( p_i \), \( l_i.val = i/n \), with \( i=1,\ldots,n \). As an example, three levels are defined for parameter Sharding: Not-Supported, Optional, and Native. Assuming property performance is specified in the profile, each level is associated, in crescent order of importance and guaranteed performance, with values 1/3, 2/3, and 1, respectively.

We note that some platform-independent parameters can assume two possible values only: \( 1 \) meaning that the database infrastructure supports the parameter; \( 1/2 \) meaning that the parameter is unsupported (i.e., the database does not provide the related functionality). The parameters associated with attribute Data Model are clear examples of binary level parameters. In addition, the support of data models is a strategic feature of each DB engine, and only a combination of models can be adopted at a time. If we take MongoDB as an example, parameter document and collection are valued with 1, all other parameters have value 0.

Variations to the default assignment function \( (l_i.val = i/n) \) can be provided by expert users on the basis of the specific scenario. For instance, an ad hoc value is usually provided for the lowest level (e.g., not supported) of each parameter.

Example 4.1. Let us consider a profile with property performance and a mostly-read workload (95% read, 5% update), representing a typical distributed model. We select a subset of the platform-independent parameters in our taxonomy in Figure 1, which are likely to impact the performance of a database, and define levels (i.e., level names and values) for them. Among the independent parameters in macro-areas Query Topology and DB Topology in Figure 1, we select the following ones: i) Thrift, MapReduce, REST, Cursor, Collection, they influence the management of data and, hence, the performance of databases, especially for high request rates; ii) Companion SQL DB, Distributed B+ Tree, Prefix Hash Table, OR-junctions, AND-junctions, they permit to distinguish database performance on the basis of the supported query model; iii) Hot Deploy and DataCenter Support, they permit to analyze the impact of scalability features on database performance; iv) Column-family, Document, Graph, Collection, Key-value, Relational, they analyze the impact of the supported data model on database performance; v) Membale, BTree, Hash, they represent approaches to persistency that could increase the availability and the speed in data collection; vi) Memory Caches, Clustering, Separate Reads&Writes, Sharding, they are likely to influence database performance especially in case of distributed queries. Table 1 describes the parameter levels, and their ordering and value depending on the selected profile. We note that we considered a variation to the default assignment function (i.e., \( l_i.val = i/n \)) by assigning value \( l_1.val = 1/10 \) for each parameter.

4.1.2 Platform-dependent parameters

They are defined as a set of continuous levels, represented as a function \( f(x) \). Variable \( x \) represents a measurable artifact that is used to assign a value to the parameter. Function \( f(x) \) can be estimated by means of experimental evaluation. For instance, as discussed in Section 3.2.3, attribute Memory is composed of \( n \) platform-dependent parameters “\( f(M) \) with \( conf_1(Q, DB, SN) \)”. Relevant configuration \( conf_1 \) considers a combination of parameters in macro-area Query Type (\( Q \)), macro-area DB Topology (\( DB \)), and macro-area System and Network Topology (\( SN \)). A function \( f(M) \) is then produced according to \( conf_1(Q, DB, SN) \) and used to calculate the value \( f(M) \) of the corresponding parameter. Examples of functions \( f(x) \) for platform-dependent parameters are provided in our experimental evaluation in Section 5.2.
produce, by means of experimental evaluation, a data set constrained least squares estimation. To this aim, we first influence their values, and in turn the value of the scoring our methodology. We also note that weight calculation is the overheads on users themselves and the complexity of are managed by independent database experts. Weights providing near-optimal weights (one for each parameter) a weighted sum of parameters, we define an approach Recalling that our database score calculation is based on

\[ y_i = \frac{y_{d_j}}{y_{d_k}} \quad \text{with} \quad y_{d_j} \geq y_{d_k}. \]  

(1)

Each independent variables in \( x_i = \{x_{i,1}, \ldots, x_{i,n}\} \) refers to one parameter \( \{p_1, \ldots, p_n\} \) in Figure 1, and proposes a comparative evaluation between the corresponding parameter of \( d_j \) and \( d_k \). Each variable \( x_{i,s} \) is calculated as \( \frac{p_i - p_k}{p_k - p_j} \). We then propose a linear model where the equation for predicting the \( i \)-th data item \( y_i \) of the data set assumes the following form:

\[ y_i = \sum_{s=1}^{n} x_{i,s} \cdot w_{p,s} = x_{i,1} \cdot w_{p_1} + \ldots + x_{i,n} \cdot w_{p_n}, \]  

(2)

where each independent variable \( x_{i,s} \) is multiplied by a given weight \( w_{p,s} \in W_{P} \). The weights are estimated by applying the least squares method, that is, setting each of them to a value minimizing the sum of squared errors according to the data set the model is supposed to fit. In other words, we aim to infer the best mapping that minimizes squared errors, that is, the mismatch between the predicted and expected result.

Formally, the \( m>n \) equations of the data set (whose form is presented in Equation 2) can be written as a matrix

\[ X W_P = Y \]  

(3)

where

\[ X = \begin{bmatrix} x_{1,1} & x_{1,2} & \cdots & x_{1,n} \\ x_{2,1} & x_{2,2} & \cdots & x_{2,n} \\ \vdots & \vdots & \ddots & \vdots \\ x_{m,1} & x_{m,2} & \cdots & x_{m,n} \end{bmatrix}, \quad W_P = \begin{bmatrix} w_{p_1} \\ w_{p_2} \\ \vdots \\ w_{p_n} \end{bmatrix}, \quad Y = \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_m \end{bmatrix} \]

Our goal is to find the vector \( W_P \) of weights that satisfy the set of equations with minimum error. We use the least squares method that finds the optimum when the sum of squared residuals (i.e., the difference between the value of the dependent variable and the predicted value)

3. We remark that variables are independent by construction, thanks to parameter and level definition in Section 4.1.
The database under evaluation is analyzed and a single level given profile is described in Section 4.2. The way in which weights are generated for a database given a specific profile is selected by the user in a profile $P$ and selecting the weights $W$ initialized to 0. The linear regression analysis therefore provides support for feature selection, having a predictive value on the abstract model.

Example 4.2. As an example, let us assume a user aiming to select a database with best performance (i.e., $pr = \text{'performance'}$) following a typical distributed workload. This scenario considers a workload mostly-read (i.e., $wl = \text{'mostly-read'}$) aimed to test databases on their capability of managing distributed computations. Following the specified profile, parameters in attribute Persistence will mostly show negative or no impact on property performance, while parameters in attribute Partitioning will mostly show positive impact on it. The first set of parameters in fact includes aspects of a database that are likely to increase data availability (i.e., $pr = \text{'availability'}$), while sacrificing the performance of the database; the second set instead refers to aspects which are likely to increase the performance of the database. For instance, let us consider parameter $p = \text{'Clustering'}$ in attribute Partitioning. As already discussed, parameter Clustering has three levels: Not-Supported with value $l_1, val = 1/10$, Optional with value $l_2, val = 2/3$, and Native with value $l_3, val = 1$. Following our methodology, the weights associated with parameter Clustering will change according to the selected profile. For instance, in case $pr = \text{'performance'}$ is selected, $w_p$ will assume a positive value; in case either property $pr = \text{'availability'}$ is selected or the workload is such that the overhead given by the clustering process is higher than the real advantages in terms of performance, $w_p$ will assume a lower (if not negative) value.

4.3 Score-based methodology

We now describe how our methodology calculates the score for a database given a specific profile $\Pi_{pr,wl}$. The profile is used to select a collection $W_P$ of weights, one for each parameter, as follows.

Definition 4.1 ($W_P$). Given a property $pr$ and a workload $wl$ specified by the user in a profile $\Pi_{pr,wl}$, a set $W_P$ of weights $\{w_{p_1}, \ldots, w_{p_n}\}$ is defined/retrieved, such that, for each parameter $p_i$, there exists a corresponding weight $w_{p_i}$.

We note that artifacts in the profile are used to index the collection of weights needed to calculate a score for the database. The way in which weights are generated for a given profile is described in Section 4.2.

Upon specifying the profile and selecting the weights, the database under evaluation is analyzed and a single level is selected for each parameter by the user. This means that each parameter $p_i$ is instantiated with the value associated with the selected level $l_i$ (i.e., $p_i = l_i, val$ as discussed in Section 4.1).

The database score $S(W_P)$ is then calculated according to a specific collection $W_P$ of weights as follows.

Definition 4.2 ($S(W_P)$). A database score $S(W_P)$ is calculated as

$$S(W_P) = \sum_{\forall p_j} p_j \times w_{p_j} \text{ with } w_{p_j} \in W_P. \quad (6)$$

In summary, our score-based benchmark implements a provider-independent evaluation methodology. It relies on an empirical set up phase aimed to provide weights, representing a common ground for score calculation and database comparison. This phase substantially reduces the burden on users, which need only to select a profile and specify the configurations (selection of levels in Table 1) of databases target of the evaluation activities. Moreover, the separation between the taxonomy/levels and the score-based methodology makes our approach highly flexible. New macro-areas, attributes, parameters, and levels can be defined without affecting the working of our methodology.

In the following of this paper, we discuss the application of our methodology to a real scenario for property performance, showing its effectiveness.

5 Benchmark evaluation

We experimentally evaluated the effectiveness of our methodology in multiple real scenarios. Here, for space restriction, we report on a single scenario (described in Section 5.1), where we applied our score-based benchmark to a set of different and heterogeneous databases in different configurations and deployment environments. Further experimental results considering a wider variety of databases and configurations are available for interested readers at http://tinyurl.com/onvfg4o. Before evaluating the methodology effectiveness in ranking candidate databases (Section 5.4), we show how relevant parameters and corresponding levels are initialized depending on the considered scenario (Section 5.2), and weights are selected using regression analysis (Section 5.3).

5.1 Experimental settings

We discuss our experimental settings describing hardware and software configurations, target databases, selected profile, and deployment environments.

5.1.1 Hardware configurations, software configurations, and target databases

Our experimental environment consists of a physical machine Dell PowerEdge 6850 equipped with 4 Intel Xeon Quad Core 2.6 GHz, 16GB ECC RAM, 6x 146 GB Serial Attached SCSI 10K RPM, and 2x 1Gb/s Ethernet NIC. The physical machine hosts XenServer 6.2 deploying different virtual machines over which the databases target of our evaluation have been installed.

4. We note that in case of platform-independent (a priori) evaluation, platform-dependent parameters $p_i$ are set to 0.
Target databases have been selected to cover the widest spectrum of database characteristics, the parameters supported in the taxonomy in Figure 1, and the heterogeneity of parameter values. We note that the selected databases have been installed with different configurations and/or within different virtual deployment environments to produce the dataset for tuning our benchmark (training set), as well as the dataset for testing our benchmark (testing set). In particular, we considered the following databases balancing coverage of different database architectures and popularity of selected databases [25]:

- **MongoDB v2.4**: NoSQL, document-oriented, schema-less database. It is composed of three main components: i) shard servers storing data; ii) configuration servers storing database configurations; iii) a router service receiving and distributing requests to shards.
- **Cassandra v2.1.2**: NoSQL, column-based, schema-less database. It has a “masterless” architecture, where all peers (nodes) are at the same level. Cassandra supports automatic balance between nodes in the same cluster.
- **Hypertable v0.9.8.4** over Hadoop: NoSQL, key-value, schema-less database. It is a massively scalable database representing data as tables of information, with rows and columns. It does not support data types, joins, and transactions.
- **PostgreSQL v9.3**: SQL, object-relational database system. It is ACID compliant, supports foreign keys, joins, views, triggers, and stored procedures. It supports most SQL:2008 data type and storage of large binary objects. PostgreSQL provides advanced features such as point in time recovery, asynchronous replication, and online/hot backups.
- **MariaDB v5.5**: SQL, object-relational database system. It is an enhanced replacement of MySQL with more stored engines.

All the above databases have been deployed in an all-in-one configuration mostly using default configurations with some small variations as follows. MongoDB has been configured with sharding and replica support. Cassandra has been deployed over a cluster of two nodes with sharding support. Hypertable has been deployed over Apache Hadoop and built on a cluster providing two nodes for the database and two nodes for the file system. All databases have then been tested in different configurations varying platform-dependent parameters as detailed in Section 5.1.2. Selected databases have been tested and their performance (i.e., throughput) measured using Yahoo Cloud Serving Benchmark (YCSB) framework [16]. YCSB allows to compare the performance of different databases according to several predefined workloads, query types, and query distributions.

### 5.1.2 Profile and deployment environments

We considered a profile that focuses on property performance and assumes a mostly-read workload (95% read, 5% update) modeling a typical distributed model. This scenario is aimed at testing databases on their capability of managing distributed computations where data can be collected from different sources. Our workload populates databases with 100k records and submits 10k queries according to the mostly-read profile, using 50 threads simulating parallel requests. The selected profile is such that it can be managed by both SQL and NoSQL databases. This choice permits to test our benchmark in the most difficult scenario in which it needs to rank heterogeneous databases.

We then defined different deployment environments to generate the training and test sets discussed in Section 5.3 and Section 5.4, and to model the impact of the deployment environments and platform-dependent parameters on the weight calculation. We used five different configurations (VM instances) of the deployment environment varying CPU, memory, and storage as follows:

- **Tiny Instance**: It is equipped with 1 vCPU, 20GB of disk, 2x 1GB vNIC, and 1GB of RAM.
- **Small Instance**: It is equipped with 2 vCPU, 50GB of disk, 2x 1GB vNIC, and 2GB of RAM.
- **Medium Instance**: It is equipped with 2 vCPU, 100GB of disk, 2x 1GB vNIC, and 4GB of RAM.
- **Large Instance**: It is equipped with 4 vCPU, 200GB of disk, 2x 1GB vNIC, and 4GB of RAM.
- **Huge Instance**: It is equipped with 8 vCPU, 500GB of disk, 2x 1GB vNIC, and 8GB of RAM.

We note that each VM instance installs a Gentoo Linux Stage3 operating system. We deployed all our databases with minimal configuration and optimization efforts as described above in this section.

### 5.2 Parameter levels

We selected a subset of the parameters in our taxonomy in Figure 1, relevant to our performance evaluation. The selection process was driven by the profile, according to an expert evaluation that identified those parameters which are likely to impact the performance of a database. In this section, we focus on platform-dependent parameters; levels and values for platform-independent parameters, in fact, have been already defined in Section 4.1 (Table 1).

We experimentally evaluated parameters $f(x)$ with $conf_i(Q_i, DB_i, SN_i)$ belonging to attributes CPU and Memory. Figure 2 describes the functions $f(x)$ modeling levels for each platform-dependent parameter of interest. It is important to note that the more are the number of evaluated parameters “$f(x)$ with $conf_i(Q_i, DB_i, SN_i)$”, the higher is the precision of our benchmark. Also, the more detailed are database configurations $conf$ (i.e., the broader is the set of parameters in $Q_i, DB_i,$ and $SN_i$), the better is the precision of $f(x)$. In the extreme case in which complete configurations are available (i.e., specifying all relevant parameters in $Q_i, DB_i,$ and $SN_i$), the corresponding function $f(x)$ has maximum precision.

In our experiments, we used few high-level configurations to test the strength of our approach in a scenario where values associated with dependent parameters have a level of imprecision. In particular, we distinguished configurations $conf$ according to DB type (i.e., either SQL, NoSQL without a distributed file system, NoSQL deployed over a distributed file system) and sharding support (i.e., sharding, no-sharding). Default configurations were used for other parameters. Following the above configurations,
in our experiments we considered MariaDB as the representative of SQL databases, MongoDB as the representative of NoSQL databases without distributed file system, and Hypertable as the representative for NoSQL databases deployed over a distributed file system. We then tested the selected databases deployed in a tiny instance, varying, independently, the main memory in 1GB, 2GB, 4GB, and 8GB, and the CPU in 1vCPU, 2vCPU, 4vCPU, and 8vCPU. We note that some configurations have not been tested due to physical hardware limitations.

Figure 2 shows our results in terms of throughput. As an example, suppose we need to evaluate \( p = f(M=4\text{GB}) \) with \( conf(\text{NoSQL, NoFS, NoSharding}) \), meaning that a user wants to evaluate a NoSQL database without distributed file system in a sharded configuration, installed in a deployment environment with 4GB of main memory available. According to Figure 2(g), \( p = 0.37 \), normalized on the maximum throughput. We note that experimental results in this section can be used across different physical environments that have characteristics similar to the environment in this paper (see Section 5.1).
TABLE 2
Training (a) and test (b) sets with reference to parameters in Table 1. Throughput $t$ of databases in the training set (c)

|   | A | B | C | D | E | F | G | H | I | J | K | L | M | N | O | P | Q | R | S | T | U | V |
| P | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 |
| Q | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| R | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 |
| S | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 |
| T | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 |
| U | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 |
| V | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 |

**5.3 Weight selection**

We used the methodology described in Section 4.2 to produce our set of weights according to our profile.

To this aim, we first produced our training set by taking three (i.e., MongoDB, MariaDB, Hypertable) out of the five target databases in our experimental set, and varying i) the CPU, memory, and storage, according to our deployment environments, and ii) database configurations, according to platform-independent parameters in Table 1. Specifically, we considered a total of 18 database configurations: i) MongoDB configured varying parameters Clustering and Sharding and installed on tiny, small, medium, large, or huge instances (configurations $d_1$-$d_6$), ii) MariaDB configured varying Memory Caches, installed on tiny, small, or large instances (configurations $d_7$-$d_{12}$), and iii) Hypertable configured varying parameter Clustering, and installed on small, medium, or huge instances (configurations $d_{13}$-$d_{18}$). The training set is shown in Table 2(a). We note that parameters $p_{26}$ and $p_{27}$ refer to the relevant dependent parameters in attribute CPU and Memory, respectively. We also note that the more the database configurations are different among them, the more precise are the weights and, hence, our benchmark results. As a consequence, to test the strength of the benchmark, our configurations varied by changing the value of few parameters only. As an example, parameter Hash ($p_{21}$) has value Supported in all configurations.

We then experimentally calculated throughput $t$ of databases in the training set (Table 2(c)), following the selected profile. Throughput $t_h$, with $h=1,...,18$, retrieved for each of the 18 database configurations, has been used to execute our linear regression analysis in Section 4.2 and, in turn, to compute the weights. In particular, for each pair $(d_j,d_k)$ of databases, with $d_j \neq d_k$, a dependent variable $y_i = \frac{t_i}{t_j}$, with $t_j \geq t_k$, is calculated (Equation 1) to generate our linear model (Equation 2). Table 3 shows the weights produced following our methodology (Equation 4). Some weights (e.g., the ones associated with Memtable, BTree, or Hash) are zero, indicating that such parameters are not critical in the computation of the linear regression function, and do not contribute to the final score computation. It is important to note that an improvement of the training set could contribute to an improvement of the cardinality of meaningful weights and, hence, an improvement in the score function.

**5.4 Putting our methodology in practice**

We evaluated our benchmark according to the profile defined in Section 5.1.2. In our evaluation, we considered a single deployment environment (medium instance in Section 5.1).

We first generated our test set by taking each of the 5 target databases in different configurations: i) MongoDB without support for sharding ($d_1^*$), ii) MongoDB with support for sharding ($d_2^*$), iii) MariaDB with default Memory Caches configuration ($d_3^*$), iv) MariaDB with extended Memory Caches configuration ($d_4^*$), v) Hypertable without support for Clustering ($d_5^*$), vi) Hypertable with support for Clustering ($d_6^*$), vii) PostgreSQL with default Memory Caches configuration ($d_7^*$), viii) PostgreSQL with extended Memory Caches configuration ($d_8^*$), ix) Cassandra without support for sharding ($d_9^*$), and ix) Cassandra with support for sharding and hot deploy ($d_{10}^*$).
Table 2(b) summarizes our test set, describing configurations of each database under evaluation and specifying a value for each of the selected parameters. Again, we note that parameters $p_{26}$ and $p_{27}$ refer to the relevant dependent parameters in attributes CPU and Memory, respectively.

We then compared our benchmark and methodology in two steps as follows.

1) We experimentally measured throughput $t$ of each database in the test set following the selected profile and deployment environment. Based on $t$, we calculated a real ranking $\sigma_t$ of the 10 database configurations.

2) We evaluated each database in the test set according to Definition 4.2 and calculated a scored-based ranking $\sigma_s$ of the 10 database configurations. In other words, we calculated a synthetic ranking $\sigma_s$ by applying our methodology using weights in Table 3 and Equation 6 in Definition 4.2.

Table 4 shows the two rankings $\sigma_t$ and $\sigma_s$. To evaluate the quality of our benchmark, we compared them according to two well-know metrics which evaluate the distance between two ordered lists: i) the Spearman’s footrule distance [50] and ii) the Kendall’s tau [51].

The Spearman’s footrule distance measures the total displacement between $\sigma_t$ and $\sigma_s$ [52]. Let $\sigma_t(i)$ be the rank of database $d_i$ in ranking $\sigma_t$ and $\sigma_s(i)$ be the rank of database $d_i$ in ranking $\sigma_s$. We call $\sigma_t$ as the identity permutation 1 and define the Spearman’s footrule distance as:

$$F(\sigma_t,1) = F(\sigma_s) = \sum_i |i - \sigma_s(i)|.$$  

The Spearman’s footrule distance can be normalized in [0,1] by dividing $F(\sigma_s)$ by its maximum value $\frac{n^2}{2}$. The Kendall’s tau distance counts the number of pairwise disagreements between $\sigma_t$ and $\sigma_s$ as [52]:

$$K(\sigma_t,1) = K(\sigma_s) = \sum_{(i,j)>j} \text{cnt}(\sigma_t(i) < \sigma_s(j)) = \frac{\text{cnt}(\sigma_t < \sigma_s)}{\frac{n(n-1)}{2}},$$

where function $\text{cnt}$ returns 1 if $\sigma_t(i) < \sigma_s(j)$, 0 otherwise.

The Kendall’s tau distance can be normalized in [0,1] by dividing $K(\sigma_s)$ by its maximum value $\frac{n(n-1)}{2}$. We note that $F(\sigma_s)=0$ and $K(\sigma_s)=0$ iff $\sigma_t=\sigma_s$.

Following our results shown in Table 4, the total displacement between $\sigma_t$ and $\sigma_s$ is $F(\sigma_t)=18$, which corresponds to 0.36 when normalized between [0,1]. The number of pairwise disagreements between $\sigma_t$ and $\sigma_s$ is instead $K(\sigma_s)=12$, which corresponds to 0.27 when normalized between [0,1]. Both metrics of distance shows that our benchmark preserves a good level of quality for $\sigma_s$.

Being configuration independent, our score-based benchmark can be used in conjunction with existing benchmarks to narrow their search space. In this case, the user is not interested in an absolute ranking, but rather in identifying the subset of $n$ databases to be tested. Accordingly, displacement and pairwise disagreement of elements near the head of $\sigma_t$ are more important. To this aim, we rely on weighted Spearman’s footrule ($F_w$) and Kendall’s tau ($K_w$) as discussed in [52]. Let $s_i > 0$ be the weight of an element $i \in \sigma_t$. We define the weighted Spearman’s footrule as:

$$F_w(\sigma_s) = \sum_i s_i |i - \sigma_s(i)|,$$

where each displacement is scaled by the weight of the displaced element.

We then define the Kendall’s tau ($K_w$) as:

$$K_w(\sigma_s) = \sum_{i>j} s_i s_j \text{cnt}(\sigma_s(i) < \sigma_s(j)) = \frac{\text{cnt}(\sigma_s < \sigma_s)}{\sum_i s_i^2},$$

where an inversion of elements $i$ and $j$ presents a penalty proportional to their product, that is, $s_i s_j$. The weighted Spearman’s footrule distance (the Kendall’s tau distance, resp.) can be normalized in [0,1] by dividing $F_w(\sigma_s)$ ($K_w(\sigma_s)$, resp.) by its maximum value.

To model the importance of the positions near the head of $\sigma_t$, we set the weights $s_1=10, s_2=9, s_3=8, s_4=7, s_5=6, s_6=5, s_7=4, s_8=3, s_9=2, s_{10}=1$. Our results are shown in Table 4. The total displacement between $\sigma_t$ and $\sigma_s$ is $F_w(\sigma_s)=78$, which corresponds to 0.26 when normalized between [0,1]. The number of pairwise disagreements between $\sigma_t$ and $\sigma_s$ is instead $K_w(\sigma_s)=211$, which corresponds to 0.16 when normalized between [0,1]. We note that both weighted metrics $F_w(\sigma_s)$ and $K_w(\sigma_s)$ present lower values (i.e., higher quality for $\sigma_s$) with respect to the corresponding unweighted version $F(\sigma_s)$ and $K(\sigma_s)$. We also note that in case the weights are distributed to give even more relevance to the first half of elements in $\sigma_t$, the quality of $\sigma_s$ increases or, in other words, the values $F(\sigma_s)$ and $K(\sigma_s)$ decrease.

### 5.5 Analysis of the results

Our experiments show that our benchmark provides a good level of quality also when the training set and the experimental evaluation of dependent parameters are designed to introduce a not-negligible level of imprecision. In fact, we defined a training set with a limited variety in terms of configuration parameters, and evaluated the impact of dependent parameters using abstract database configurations. Clearly, the more the precision of the training set and of experiments on dependent parameters, the higher the quality and precision of our benchmark.

According to our results, the normalized Kendall’s tau distance between $\sigma_t$ and $\sigma_s$ is 0.36, while the normalized Spearman’s footrule is 0.26. Also, the results show a better quality for $\sigma_s$, when we penalize more total displacement and pairwise disagreements involving elements near the head of $\sigma_t$. By assigning linear weights $s_1=10, s_2=9, s_3=8,$
We discuss pros and cons of our score-based benchmark with respect to several different aspects, including the four main requirements (i.e., relevance, scalability, portability, simplicity) specified by Jim Gray in [20].

Simplicity. According to [20] “A domain-specific benchmark must be understandable, otherwise it will lack credibility”. Our benchmark requires final users to only define their profile (i.e., target property and expected workload) and database configurations to retrieve a score-based ranking with no need of real testing/deployment. Database configurations include high-level characteristics of the databases target of the evaluation and low-level details of their deployment environment, and changing the workload. Results are available at http://tinyurl.com/ovf4g4o for interested readers.

6 Discussion

We discuss pros and cons of our score-based benchmark with respect to several different aspects, including the four main requirements (i.e., relevance, scalability, portability, simplicity) specified by Jim Gray in [20].

Simplicity. According to [20] “A domain-specific benchmark must be understandable, otherwise it will lack credibility”. Our benchmark requires final users to only define their profile (i.e., target property and expected workload) and database configurations to retrieve a score-based ranking with no need of real testing/deployment. Database configurations include high-level characteristics of the databases target of the evaluation and low-level details of their deployment environment. This information should be at disposal of any users starting a comparative database evaluation, and used to (i) select the set of weights generated in Section 4.2 and (ii) calculate Equation 6 in Definition 4.2. In the line with community-based assessment methods [53], a library of weights can be defined for different combinations of user’s profiles, and managed by a community of experts. As discussed in Section 4, profiles can also specify details on the physical infrastructure used for weight calculation. This would increase the quality of our methodology. We note that our benchmark might require, in case no suitable weights are available for the selected domain, to manage the approach in Section 4.2 for weight calculation. Tools can be provided to simplify weight calculation; as an example, an excel file implementing our methodology is available for download at http://tinyurl.com/pzf6eh7. In case users decide to build their own weights, as for existing benchmarks, they also need to deploy (a subset of) target databases in their final infrastructure and experimentally evaluate them.

Relevance. According to [20] “A domain-specific benchmark must measure the peak performance and price/performance of systems when performing typical operations within that problem domain”. Having a profile \( \pi_{pr,we} \) specified by the user, our benchmark supports the relevance requirement. Users in fact can specify the relevant workload to verify database properties in the given domain. Also, our approach is not restricted to traditional performance properties and can be extended to certify different properties (e.g., availability, consistency) with no additional effort on the final users. Similarly to existing benchmarks, lack of weights for the specified profile either requires users to build their own weights or to consider weights which do not fully fit the considered domain.

Portability. According to [20] “It should be easy to implement the benchmark on many different systems and architectures”. Our benchmark is configuration independent and therefore supports the portability requirement. The availability of weights calculated by database experts for a given domain allows final users to evaluate target databases independently from database and environment configurations. Configurations are specified as parameter levels by users without requiring any deployment/implementation activity. Similarly to existing benchmarks, lack of weights for the considered domain either requires users to build their own weights or to consider weights which do not fully fit the considered domain.

Scalability. According to [20] “A domain-specific benchmark should apply to small and large computer systems. It should be possible to scale the benchmark up to larger systems, and to parallel computer systems as computer performance and architecture evolve”. Being portable and configuration independent, our benchmark supports the scalability requirement. Scalability is in fact managed at the level of expert evaluation for weight calculation. Similarly to existing benchmarks, lack of weights for the considered domain either requires users to build their own weights or to consider weights which do not fully fit the considered domain.

Flexibility/Extensibility. Our benchmark is fully customizable on the users’ needs, with no impact on the proposed methodology for weights and score calculation. First, the taxonomy in Section 3, as well as the levels in Section 4.1, can be extended/modified to address continuous evolution of distributed databases. Also, weights can be incrementally modified on the basis of new experiments and/or improved training sets. Finally, the approach for weight calculation based on linear regression analysis can be enhanced to more complex approaches, such as for instance machine learning techniques with l1 regularization. In summary, the quality of the benchmark can be increased by adding more variety on the considered independent parameters, more instances in the training set, more experiments on the dependent parameters, and by selecting the proper technique for weight calculation.

Interoperability. Our benchmark can be used as a standalone approach generating an absolute ranking of databases, as well as in conjunction with existing benchmarks to narrow their search space. In the latter case, the best \( n \) databases in the ranking are evaluated by means of traditional benchmarks.

Heterogeneity. Our benchmark supports comparison of both SQL and NoSQL databases.
In summary, to the best of our knowledge, differently from the solution in this paper, existing benchmarks i) do not support comparison of SQL and NoSQL databases (only [25] compares the popularity of SQL and NoSQL database in a single ranking), ii) require high competences and put high overhead on final users, iii) require experimental evaluation of each candidate database, iv) consider some specific scenarios in terms of workload, deployment environment, making benchmark results invalid in case of changes in the real user scenario, v) are architecture dependent.

7 Conclusions

We presented a taxonomy and a method for evaluating and comparing distributed databases and their performance. Our approach aims at providing a generic and configuration-independent score-based benchmark for NoSQL databases, which can also be applied to SQL databases. It departs from the assumptions that each benchmark should apply to a specific scenario and configuration, and should be physically executed in the user’s infrastructure. Rather, all users have to do is defining a profile that specifies the property to be evaluated and a workload of interest, and selecting a set of pre-computed weights to compare a set of databases with known configurations. Our approach can work both as a standalone benchmark and as a supporting tool to reduce the search space of other benchmarks, and in turn their overheads. We claim that our method can pave the way to a future community-oriented effort that will manage the taxonomy lifecycle, and the definition of new profiles and corresponding weights for the comparison of different databases in different scenarios.
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