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Abstract

This Report summarises the results of the second yearitadi of the LHC Higgs Cross Section
Working Group. The main goal of the working group was to pnésiee state of the art of Higgs Physics
at the LHC, integrating all new results that have appeard¢dddast few years. The first working group
report Handbook of LHC Higgs Cross Sections: 1. Inclusive ObsdesafCERN-2011-002) focuses
on predictions (central values and errors) for total Higgslpction cross sections and Higgs branching
ratios in the Standard Model and its minimal supersymmettiension, covering also related issues such
as Monte Carlo generators, parton distribution functi@ms pseudo-observables. This second Report
represents the next natural step towards realistic predg&tupon providing results on cross sections
with benchmark cuts, differential distributions, detailsspecific decay channels, and further recent
developments.
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Prologue

The implementation of spontaneous symmetry breaking ifréimework of gauge theories in the 1960s
triggered the breakthrough in the construction of the steshdlectroweak theory, as it still persists today.
The idea of driving the spontaneous breakdown of a gauge symrny a self-interacting scalar field,
which thereby lends mass to gauge bosons, is known dsigfys mechanisrand goes back to the early
work of Refs. [1=6]. The postulate of a new scalar neutrabhp&nown as théliggs particle comes
as a phenomenological imprint of this mechanism. Since ifte bf this idea, the Higgs boson has
successfully escaped detection in spite of tremendoustseativities at the high-energy colliders LEP
and Tevatron, leaving open the crucial question whetheHilggs mechanism is just a theoretical idea
or a ‘true model’ for electroweak symmetry breaking.

The experiments at the Large Hadron Collider (LHC) have naadenpressive step forward in an-
swering this question, by closing down the space availailthke long sought Higgs and supersymmetric
particles to hide in, putting the Standard Model of partjahgsics through increasingly gruelling tests.
Results based on the analysis of considerably more datdtibae presented at the Summer Conferences
are sufficient to make significant progress in the searchhfoHiggs boson, but not enough to make any
conclusive statement on the existence or non-existendeedfliggs. The outcome of the Higgs search
at the LHC will either carve our present understanding oftetsveak interactions in stone or will be the
beginning of a theoretical revolution.
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1 Introductionﬂ

The quest for the origin of electroweak symmetry breakingnis of the major physics goals of the Large
Hadron Collider (LHC) at CERN. After the successful starppfcollisions in 2009 and 2010, the LHC
machine has been operated at the centre-of-mass enefgyed in 2011, and data corresponding to a
luminosity of5.7 fb~! have been delivered. The LHC is expected to operajésat 7 or 8 TeV in 2012
and a long shutdown (2013—-2014) is scheduled to preparkdaun at the design centre-of-mass energy
of 14 TeV.

At the LHC, the most important Standard Model (SM) Higgsdoproduction processes are: the
gluon-fusion processz¢ — H), where agg pair annihilates into the Higgs boson through a loop with
heavy-quark dominance; vector-boson fusigq (— qq'H), where vector bosons are radiated off quarks
and couple to produce a Higgs boson; vector-boson assdo@abeluction (g — WH/ZH), where the
Higgs boson is radiated off a gauge boson; top-quark paicéted productiondq/gg — ttH), where
the Higgs boson is radiated of a top quark.

ATLAS and CMS, with data currently analysed, are able to wela substantial region of the
possible Higgs-boson mass range. The results that werereesin December 2011 show that the
region of Higgs masses between approximatdlg and 127 GeV is not excluded, and the excess of
events observed for hypothesised Higgs-boson masses abwhiend of the explored range makes the
observed limits weaker than expected. To ascertain thanaighis excess, more data are required. With
much more data accumulated in 2012, one may eventually teadtiscovery of the Higgs boson. For
this, predictions with the highest precision for Higgs-dmsproduction and decay rates and associated
uncertainty estimates are crucial. If there is a discovhenttheoretical predictions for Higgs-boson
property measurements will become even more importans istihe reason why the LHC Higgs Cross
Section Working Group has been created in 2010 as the jaintf@f the experimental collaborations
(ATLAS, CMS, and LHCb) and the theory communities.

In the LHC Higgs Cross Section Working Group, there Bsesubgroups. The first four address
different Higgs-boson production modegs — H, qq’ — qq'H, qq — WH/ZH, andqq/gg — ttH
processes. Two more subgroups are focusing on MSSM neatrdIMSSM charged-Higgs produc-
tion. In addition, six new subgroups were created in 2010ttdysthe Higgs-boson decay modes:

H — yy, WrW~,ZZ,1t1t~,bb, andH™. Four subgroups discuss common issues across the various
production modes: Higgs-boson decay branching ratios (BRhe SM and in the Minimal Super-
symmetric Standard Model (MSSM), parton distribution fiimes (PDFs), next-to-leading order (NLO)
Monte Carlo (MC) generators for both Higgs signal and SM lgaagknds and, finally, the definition of
Higgs pseudo-observables, in particular, the heavy-Higgon lineshape.

In the first Report[[7], the state-of-the-art inclusive Higigpson production cross sections and
decay branching ratios have been compiled. The major panedReport was devoted to discussing the
computation of cross sections and branching ratios for leaBd MSSM Higgs bosons. The related
theoretical uncertainties due to QCD scale and PDF weraisisd. The Higgs-boson production cross
sections are calculated with varying precision in the pbetive expansion. For total cross sections,
the calculations are performed up to the next-to-nexesming-order (NNLO) QCD correction for the
gg — H, qq' — qq'H, andqq — WH/ZH processes, while up to NLO fefq/gg — ttH process.

In most cases, the NLO electroweak (EW) corrections have beelied assuming factorisation with
the QCD corrections. The Higgs-boson decay branchingsraaike into account the recently calculated
higher-order NLO QCD and EW corrections in each Higgs-bateray mode. The resulting SM Higgs-
boson production cross sections times branching ratioshenen in Figurél. For these calculations, the
common SM input parameter set has been used as given in IReT.H&8 coherent theory results to the
experimental collaborations facilitated the first LHC canabion of the Higgs-boson search results, as
described in Ref[]9].

1S, Dittmaier, C. Mariotti, G. Passarino and R. Tanaka.
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Fig. 1: The SM Higgs-boson production cross sections multipliediegay branching ratios ipp collisions at

/s = 7TeV as a function of Higgs-boson mass. All production modessammed in the channels 8 —
7, yy, or WW/ZZ(— 4 fermions). IntheH — bb channel, only the vector-boson associated production is
considered.

The present Report, in particular, covers updates on ivelusbservables. The goal of this sec-
ond Report is to extend the previous study of inclusive ceesdions to differential distributions. The
experimental analysis must impose cuts on the final statedigr ¢o extract the signal from background:
a precise determination of the corresponding signal aaoeptis therefore necessary.

Various studies are performed in different Higgs-bosorpotion modesdg — H, qq’ — qq'H,
qq — WH/ZH, andqq/gg — ttH processes); the benchmark cuts for these processes have bee
defined, and the differential distributions have been caomgbat various levels of theoretical accuracy,
i.e., at NLO/NNLO and with MC generators:

— In addition, many search modes for the Higgs boson areechorit in the exclusive mode, i.e., by
separating the events according to number of jets or thevesse momentunp() of the Higgs
boson. A particularly important channelis — WW — Ivlv in gg — H process, where the
events are classified iH+0, 1, 2-jet multiplicity bins to improve the signal-to-noise m@tiThere
are large logarithms associated with the ratio of the Higgsan mass over the definipg of the
jet: the theoretical error assignment in the exclusiveijges bas been extensively discussed, and a
precise prescription is given in this Report.

— The pt of the Higgs boson is a particularly interesting quantity,itacan be used as the dis-
criminant variable against the SM backgrounds. Possibggelibgarithms that can occur when
cuts are imposed should be studied carefully: for instatheeliggs-boson transverse-momentum
spectrum ingg — H process has been studied at NLO accuracy and supplemerttedext-to-
next-to-leading logarithmic (NNLL) resummation of smali-logarithms. A systematic study of
the uncertainties of the shape of the resummed Higgs-hesspectrum has also been carried out.

— The differential distributions of the SM backgrounds (&rticular the irreducible backgrounds
to Higgs-boson searches) have been studied extensivefysifiReport. In the searches at LHC,
most of the backgrounds in the signal regions are derived freeasurements in control regions



(so-called “data-driven” methods); the extrapolationh® $ignal region relies on MC simulations,
and the related theoretical uncertainty is usually estohdtty comparing different MC genera-
tors and by varying the QCD scales. Whenever possible, ngttbe normalisation, but also the
parametrisation of the background shape should be takentfre control region. However, there
are backgrounds for which one must rely on theoretical ptiufis; the main example is repre-
sented by di-boson backgroundg/gg — WW /ZZ where data control regions cannot be used,
due to the limited size of the data sample that is available.

In addition, the interference between the Higgs-bosonasign gg — H — WW/ZZ and the
gluon-induced continuunWW /ZZ production may not be negligible after introducing experi-
mental cuts. It will be important to compute the interferefetween signal and background and
to try to access this at NLO level. The NLO Monte Carlo’s wil bsed to simulate this background
and to determine how th& -factor is changing with the chosen kinematic cuts.

This Report also discusses issues common to different Higgen search channels.

The Higgs-boson BRs are the important ingredients for sligigysics. Their most precise es-
timate with the state-of-the-art calculations for SM and $3A&is presented and the associated
uncertainties are discussed.

PDFs are crucial for the prediction of Higgs-boson proiducprocesses, hence PDFs and their
uncertainties are of particular significance. At presdmsé PDFs are obtained from fits to data
from deep-inelastic scattering, Drell-Yan processes, jang@roduction from a wide variety of
different experiments. Upon arrival of new LHC data, sigmfit improvements are expected for
the PDF predictions. Different groups have produced plybéicailable PDFs using different data
sets and analysis frameworks, and updates are reported.

NLO MCs are now widely used at LHC; the main progress is mgmed by a consistent in-
clusion of exact NLO corrections matched to the parton-gmoil?S) simulations. At present,
all the main Higgs-boson production channelg (— H, qq' — qq'H, qq@ — WH/ZH, and
qq/gg — ttH) are simulated with NLO+PS, together with most important BMkgrounds, like
qa/gg — WW/ZZ,Whbb/Zbb, tt, etc. Tuning of NLO+PS generators is an important issue,
and particularly relevant is ther of the Higgs boson. Estimates of uncertainties in NLO+PS sim
ulations due to QCD scale uncertainties or different matghurocedures are also reported, and
uncertainties due to hadronisation and underlying eveaetdgiacussed.

The current searches for a heavy Higgs boson assume dr{sthble) Higgs-boson production.
The production cross section is then sampled over a Bregra®Vidistribution (either fixed-width
or running-width scheme), as implemented in the MC simaoiteti Recent studies have shown that
the effects due to off-shell Higgs-boson production andaglend to interference of the signal with
the SM backgrounds may become sizable for Higgs-boson magge> 300 GeV; the Higgs-
boson lineshape is expected to be altered as well. Thusetenttreoretical predictions for the
heavy-Higgs-boson lineshape is discussed in this Report.

Several models beyond the SM are also discussed in this Répone MSSM the Higgs-boson

sector contains, two scalar doublets, accommodating fiysigdl Higgs bosons of the light and heavy
CP-evenh and H, the CP-oddA, and the charged Higgs bosoHs™; BRs and various kinematical
distributions are discussed. A model which contains a 4tlegeion of heavy fermions, consisting of an
up- and a down-type quarfk’,b’), a charged lepto(l’), and a massive neutrin®,’) has been studied:
a large effect of the higher-order electroweak correctiuas been found.

This Report is based upon the outcome of a series of workshamsghout 2010-2011, joint effort

for Higgs-boson cross sections between ATLAS, CMS, LHCbadrations, and the theory community.
These results are recommended as the common inputs to tearegptal collaborations, and for the
Higgs combinations at LHE.

2Any updates will be bade available at the TWiki page: httpsiki.cern.ch/twiki/bin/view/LHCPhysics/CrossSemtis
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2 Branching ratios

For a correct interpretation of experimental data precideutations not only of the various production
cross sections, but also for the relevant decay widths aemnéal, including their respective uncertainties.
Concerning the SM Higgs boson in Réfl [7] a first precise estinof the branching ratios was presented.
In Sectior 2.1l we update this prediction and supplementtit am estimate of the various uncertainties.
For the lightest Higgs boson in the MSSM in Réfl [7] prelimipaesults forBR(H — t717) (¢ =

h, H, A) were given. In Section 2.2 we present a prediction for déivant decay channels evaluated in
the m"** scenario([10].

2.1 SM Higgs branching ratios with uncertainties

In this section we present an update of the BR calculationedkas results for the uncertainties of the
decay widths and BRs for a SM Higgs boson. Neglecting thesertainties would yield in the case of
negative search results too large excluded regions of tlapeer space. In case of a Higgs-boson signal
these uncertainties are crucial to perform a reliable awdrate determination af/y; and the Higgs-
boson couplings [11=13]. The uncertainties arise from oees, the missing higher-order corrections
yield the “theoretical” uncertainties, while the experimed errors on the SM input parameters, such as
the quark masses or the strong coupling constant, giveaiget‘parametric” uncertainties. Both types
of uncertainty have to be taken into account and combined fi@liable estimate. We investigate all
relevant channels for the SM Higgs bosdh,— tt, H — bb, H — c¢, H — tmt—, H — ptp~,
H—gg,H—>vyyH— Zy,H—> WW andH — ZZ (including detailed results also for the various
four-fermion final states). We present results for the tatidkh, I'y, as well as for various BRs. These
results have also been published in Refl [14].

2.1.1 Programs and Strategy for Branching Ratio Calculati®

The branching ratios of the Higgs boson in the SM have bearméied using the programs HDECAY
[15+17] and RoPHECYAF [18-+20]. In a first step, all partial widths have been calmdaas accurately
as possible. Then the branching ratios have been derivadthis full set of partial widths. Since the
widths are calculated for on-shell Higgs bosons, the reddte to be used with care for a heavy Higgs
boson (/17 2 500 GeV).

— HDECAY calculates the decay widths and branching ratiah@iHiggs boson(s) in the SM and
the MSSM. For the SM it includes all kinematically allowedadinels and all relevant higher-order
QCD corrections to decays into quark pairs and into gluorgou the thresholds for two-particle
decays, the corresponding three-particle decays are eispdhelow thet threshold the branching
ratio forH — tt is calculated from the three-body deddy— tbW including finite-width effects.
More details are given below.

— PrROPHECY4F is a Monte Carlo event generator far— WW /ZZ — 4f (leptonic, semi-leptonic,
and hadronic) final states. It provides the leading-ordé)(aAnd next-to-leading-order (NLO)
partial widths for any possible 4-fermion final state. Itlies the complete NLO QCD and
electroweak corrections and all interferences at LO and Nh©@ther words, it takes into account
both the corrections to the decays into intermedi&fé’ andZZ states as well as their interference
for final states that allow for both. The dominant two-loomiributions in the heavy-Higgs-mass
limit proportional to G2 M;; are included according to Ref§. [21]22]. Since the calmrais
consistently performed with off-shell gauge bosons withtenmy on-shell approximation, it is valid
above, near, and below the gauge-boson pair thresholds. dllilother light quarks and leptons,
bottom quarks are treated as massless. Using the LO/NLCegaagpn widths in the LO/NLO

3A. Denner, S. Heinemeyer, |. Puljak, D. Rebuzzi (eds.); &nfdier, M. Muhlleitner, A. Muck, M. Spira, M.M. Weber and
G. Weiglein.



calculation ensures that the effective branching ratide@¥ andZ bosons obtained by summing
over all decay channels add up to one.

— Electroweak NLO corrections to the decaijils — yy and H — gg have been calculated in
Refs. [23£29]. They are implemented in HDECAY in form of gridased on the calculations
of Refs. [28,29].

The results presented below have been obtained as folloaesHiggs total width resulting from
HDECAY has been modified according to the prescription

_ 1HD HD HD Proph.
Mp=1"-Tyz7 —Tww + 'y

: )

wherel'y is the total Higgs width[""P the Higgs width obtained from HDECAY,}? andI'iiR,; stand

for the partial widths tdZZ and WW calculated with HDECAY, while,/°"" represents the partial
width of H — 4f calculated with ROPHECYAF. The latter can be split into the decays itd, WW,
and the interference,

Proph.
Py =Tuoswrws—ar + T'aozezesar + Tww/zz—ine. - 2)

2.1.2 The SM input-parameter set

The production cross sections and decay branching ratittedfliggs bosons depend on a large number
of SM parameters. For our calculations, the input-paranseteas defined in Appendix A of Refl[7] has
been used.

As input values for the gauge-boson masses we use the pokesids = 91.15349 GeV and
My = 80.36951 GeV, derived from the PDG values given in Appendix A of Re}. ["he gauge-boson
widths have been calculated at NLO from the other input patara resulting if'; = 2.49581 GeV
andI'ywy = 2.08856 GeV.

It should be noted that for our numerical analysis we havel uke one-loop pole masses for
the charm and bottom quarks and their uncertainties, simesetvalues do not exhibit a significant
dependence on the value of the strong coupling constaint contrast to thé\IS masses [30].

2.1.3 Procedure for determining uncertainties

We included two types of uncertainty: Parametric uncetiesnPU), which originate from uncertainties
in input parameters, and theoretical uncertainties (ThNt)ch arise from unknown contributions to the
theoretical predictions, typically missing higher ordekere we describe the way these uncertainties
have been determined.

2.1.3.1 Parametric uncertainties

In order to determine the parametric uncertainties of thggklidecay branching ratios we took into
account the uncertainties of the input parametersn., my,, andmg. The considered variation of these
input parameters is given in Talile 1. The variatiorvincorresponds to three times the error given in
Refs. [31/32]. The uncertainties fat;, andm,. are a compromise between the errors of Refl [32] and
the errors from the most precise evaluatidng [33—35]. kewour error corresponds roughly to the one
obtained in Ref.[[36]. Finally, the assumed error for is about twice the error from the most recent
combination of CDF and D@ [37].

We did not consider parametric uncertainties resultinghfexperimental errors o g, My, My,
and the lepton masses, because their impact is below oneler\ve also did not include uncertainties
for the light quarkau, d, s as the corresponding branching ratios are very small anifrihact on other
branching ratios is negligible. Since we usgg to fix the electromagnetic coupling, uncertainties in
the hadronic vacuum polarisation do not matter.
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Table 1: Input parameters and their relative uncertainties, as fsa@tie uncertainty estimation of the branching
ratios. The masses of the central values correspond to kbeplpole masses, while the last column contains the
correspondindIS mass values.

Parameter  Central value  UncertaintyMS massesn,, (m,)

s (My) 0.119 +0.002
Me 1.42GeV  +0.03 GeV 1.28 GeV
mi, 149GeV  +0.06 GeV 4.16 GeV
my 1725GeV  +2.5 GeV 165.4 GeV

Given the uncertainties in the parameters, the parametdertainties have been determined as
follows. For each parameter= oy, m., my,, my we have calculated the Higgs branching ratiosgfor
p + Ap andp — Ap, while all other parameters have been left at their centxhles. The error on each
branching ratio has then been determined by

ATBR = max{BR(p+ Ap),BR(p), BR(p — Ap)} — BR(p),
APBR = BR(p) — min{BR(p + Ap),BR(p), BR(p — Ap)}. (3)

Note that this definition leads to asymmetric errors. Thaltparametric errors have been obtained by
adding the parametric errors from the four parameter variatin quadrature. This procedure ensures
that the branching ratios add up to unity for all parameteiatians individually.

The uncertainties of the partial and total decay widths len obtained in an analogous way,

ALT = max{I'(p+ Ap),T'(p),I'(p — Ap)} —T'(p),
APT = T(p) —min{T'(p+ Ap),T(p),L(p — Ap)}, (4)

wherel' denotes the partial decay width for each considered decayneth or the total width, respec-
tively. The total parametric errors have been derived byrapithe individual parametric errors in quadra-
ture.

2.1.3.2 Theoretical uncertainties

The second type of uncertainty for the Higgs branching satsults from approximations in the theoret-
ical calculations, the dominant effects being due to mgssiigher orders. Since the decay widths have
been calculated with HDECAY andR®PHECYAF the missing contributions in these codes are relevant.
For QCD corrections the uncertainties have been estimatéuelscale dependence of the widths result-
ing from a variation of the scale up and down by a fa@tor from the size of known omitted corrections.
For electroweak corrections the missing higher orders haen estimated based on the known struc-
ture and size of the NLO corrections. For cases where HDECaKéd into account the known NLO
corrections only approximatively the accuracy of theseragmations has been used. The estimated
relative theoretical uncertainties for the partial widtesulting from missing higher-order corrections
are summarised in Tablé 2. The corresponding uncertaimtthéototal width is obtained by adding the
uncertainties for the partial widths linearly.

Specifically, the uncertainties of the partial widths cieed with HDECAY are obtained as
follows: For the decay$l — bb,cc, HDECAY includes the complete massless QCD corrections up
to and including NNNNLO, with a corresponding scale depeacdeof abou0.1% [38-445]. The NLO
electroweak corrections [46-49] are included in the appnaiion for small Higgs masses [50] which
has an accuracy of about-2% for My < 135 GeV. The same applies to the electroweak corrections to
H — tt~. For Higgs decays into top quarks HDECAY includes the cotepdlO QCD corrections



Table 2: Estimated theoretical uncertainties from missing highdecs.

Partial width QCD electroweak total
H — bb/cc ~01% ~ 1-2% for My < 135 GeV ~ 2%
H— tht /utp- ~ 1-2% for My < 135 GeV ~ 2%
H — tt S 5% < 2-5% for My < 500 GeV ~ 5%

~ 0.1(om)4 for My > 500 GeV  ~ 5-10%
H— gg ~ 3% ~ 1% ~ 3%
H— vy < 1% < 1% ~ 1%
H— Zy <1%  ~5% ~ 5%
H— WW/ZZ - 4f <0.5% ~0.5% for My < 500 GeV ~ 0.5%

~ 0.17(7 )4 for My > 500 GeV ~ 0.5-15%

[51457] interpolated to the large-Higgs-mass results aNNINO far above the threshold [88-45]. The
corresponding scale dependence is beidiv Only the NLO electroweak corrections due to the self-
interaction of the Higgs boson are included, and the negfiieetectroweak corrections amount to about
2—5% for My < 500 GeV, where>% refers to the region near the threshold an@% to Higgs masses
far above. FoMy > 500 GeV higher-order heavy-Higgs corrections][68-63] serverasr estimate,
resulting in an uncertainty of abo0Qtl x (My/1 TeV)* for My > 500 GeV. ForH — gg, HDECAY
uses the NLO[64—66], NNLO[67], and NNNLQ [68] QCD correctioin the limit of heavy top quarks.
The uncertainty from the scale dependence at NNNLO is ab@utThe NLO electroweak corrections
are included via an interpolation based on a grid from R€d];[the uncertainty from missing higher-
order electroweak corrections is estimated td ¥ie For the decafl — yy, HDECAY includes the full
NLO QCD corrections[[66, 69—74] and a grid from Ré&f.1[28, 28 the NLO electroweak corrections.
Missing higher orders are estimated to be beld%. The contribution of thél — yete™ decay via
virtual photon conversion, evaluated in Ré&f.][75] is notetalinto account in the following results. Its
correct treatment and its inclusion in HDECAY are in prog@sThe partial decay widthd — Zy is
included in HDECAY at LO including the virtudV, top, bottom, and loop contributions. The QCD
corrections are small in the intermediate-Higgs-masseadiif] and can thus safely be neglected. The
associated theoretical uncertainty ranges at the levelhbehe per cent. The electroweak corrections to
this decay mode are unknown and thus imply a theoreticalrtaiogy of abouts% in the intermediate-
Higgs-mass range.

The decaydl — WW /ZZ — 4f are based on ®OPHECYAF, which includes the complete NLO
QCD and electroweak corrections with all interferences laading two-loop heavy-Higgs corrections.
For small Higgs-boson masses the missing higher-ordeections are estimated to rougliy%. For
My > 500 GeV higher-order heavy-Higgs corrections dominate therdeading to an uncertainty of
about0.17 x (My /1 TeV)*.

Based on the error estimates for the partial widths in Tabteetheoretical uncertainties for the
branching ratios are determined as follows. For the partidths H — bb, cc, 117, gg, yy the total
uncertainty given in Tablgl2 is used. Fdr— tt andH — WW/ZZ — 4f, the total uncertainty is
used forMy < 500 GeV, while for higher Higgs masses the QCD and electroweaeni@inties are
added linearly. Then the shifts of all branching ratios akewated resulting from the scaling of an
individual partial width by the corresponding relativear(since each branching ratio depends on all
partial widths, scaling a single partial width modifies athibching ratios). This is done by scaling each
partial width separately while fixing all others to their trah values, resulting in individual theoretical
uncertainties of each branching ratio. However, since theefor alH — WW /ZZ — 4f decays

“The contribution ol — ye*e™ is part of the QED corrections fd — yy which are expected to be small in total.
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are correlated foiM/;; > 500 GeV or small below, we only consider the simultaneous sgatihall
4-fermion partial widths. The thus obtained individualdhetical uncertainties for the branching ratios
are combined linearly to obtain the total theoretical utasties.

Finally, the total uncertainties are obtained by addingdity the total parametric uncertainties
and the total theoretical uncertainties.

2.1.4 Results

In this section the results of the SM Higgs branching rati@dculated according to the procedure de-
scribed above, are shown and discussed. Flgure 2 shows th¢ig)d branching ratios in the low mass
range,100 GeV < My < 200 GeV, and in the “full” mass rangd,00 GeV < My < 1000 GeV, as
solid lines. The (coloured) bands around the lines showekpactive uncertainties, estimated consid-
ering both the theoretical and the parametric uncertaiotyces (as discussed in Section 2.1.3). More
detailed results on the decalis— WW andH — ZZ with the subsequent decay46 are presented in
FiguredB. The largest “visible” uncertainties are foundtfe channel$l — 11—, H — gg, H — ct,
andH — tt, see below.

In the following we list the branching ratios for the Higgsoody fermionic and bosonic final
states, together with their uncertainties, estimatedsudsed in Sectidn 2.1.3. Detailed results for four
representative Higgs-boson masses are given in Table 2 weishow the BR, the PU separately for



the four parameters as given in Table 1, the total PU, ther¢tieal uncertainty THU as well as the total
uncertainty on the Higgs branching ratios. The THU are melsivant for theH — gg, H — Zy, and

H — tt branching ratios, reaching(10%). For theH — bb, H — cc, andH — 1t~ branching
ratios they remain below a few per cent. PU are relevant méstthe H — ¢¢ andH — gg branching
ratios, reaching up t@(10%) and O(5%), respectively. They are mainly induced by the parametric
uncertainties invs andm,.. The PU resulting frommn,, affect theBR(H — bb) at the level of3%, and

the PU fromm; influences in particular thBR(H — tt) near thett threshold. For thél — yy channel
the total uncertainty can reach up to ab6 in the relevant mass range. Both THU and PU on the
important channel$l — ZZ andH — WW remain at the level of % over the full mass range, giving
rise to a total uncertainty belo@/% for My > 135 GeV. In Tables ANEAT0 (see Appendix) we list
the branching ratios for the Higgs two-body fermionic anddyuc final states, together with their total
uncertainties, for various Higgs-boson massdabled A.6EA.1D also contain the total Higgs width

in the last column.

Finally, Tables"A.TNIEATS and Tables Al16=Al.20, list tharmhing ratios for the most relevant
Higgs decays into four-fermion final states. The right catum these tables shows the total relative
uncertainties on these branching ratios in per cent. Theseractically equal for all thél — 4f
branching ratios and the same as thosé¥or» WW /ZZ. It should be noted that the charge-conjugate
state is not included fdd — 1lvqgq.

We would like to remark that, when possible, the branchinmpsdor Higgs into four fermions,
explicitly calculated and listed in Tables AlT1=Al.20, shidoe preferred over the option of calculating

BR(H — VV) x BR(V — ff) x BR(V — ff) x (statistical factor) (5)

whereV = W, Z, andBR(H — VV) is estimated by ROPHECY4F, while BR(V — ff) are from
Particle Data Group (PDG). The formuld (5) is based on theomaHiggs-width approximation and
supposes th&V andZ gauge bosons to be on shell and thus neglects, in parti@llanterferences
between different four-fermion final states. This appradion is generally not accurate enough for
Higgs masses below and near thWéW /ZZ thresholds. For precision Higgs physics, it is strongly
recommended to usH — 4f BRs whenever possible. The ratio of above approximafidno(&y
PROPHECY4F prediction is shown in Figurgl4. Fdf — eTe ete™ or pTu—pTu~ there is a large
enhancement in the BR due to interference ¥ < 200 GeV (i.e. belowW W /ZZ thresholds). Ap-
proximation [) underestimates the BR fér— eTe eTe™ or p™p—utu~ by 11% at My = 120 GeV.
ForH — efve V. or H — p*vup*vu there is an interference effect farfy < 200 GeV. Approxi-
mation [5) overestimates the BR fbF — e*v,e Ve or H — ptvu~v, by 5.4% at My = 120 GeV.
Above theWW /ZZ threshold, the approximation agrees witRdPHECYAF at the level of1%. For

H — 27 — llqq,H - WW — 1*vqq, andH — ZZ — viqq the agreement is at thé% level. For

H — WW/ZZ — qqqq there is an interference effect fof; < 200 GeV.

A comparison of our results with previous calculations caridund in Ref.[[14].

5The value0.0% means that the uncertainty is belovg5%.



Table 3: SM Higgs branching ratios and their relative parametric)(Rkkeoretical (THU) and total uncertainties
for a selection of Higgs masses. For PU, all the single coutions are shown. For these four columns, the upper
percentage value (with its sign) refers to the positiveataon of the parameter, while the lower one refers to the
negative variation of the parameter.

Channel My [GeV] BR Ame  Amp Amy  Aas PU THU Total
-1 —-0.2% +1.1% +0.0% —1.0% +1.5% +1.3% +2.8%

120 6.4810 +0.2% —1.2% —0.0% +0.9% -1.5% —1.3% —2.8%

-1 —01% +42.7% +0.1% —2.2% +3.4%  +0.6% +4.0%

H — bb 150 1.5710 +0.1% —2.7% —0.1% +2.1% —3.5%  —0.6% —4.0%
— 200 2.4010~3 —0-0% +3.2% +0.0% —2.5% +4.1%  4+0.5% +4.6%

: +0.0% —3.2% —0.1% +2.5% —41%  —0.5% —4.6%

—4  —0.0% +3.2% +0.1% —2.8% +4.3%  +3.0% +7.2%

500 1.0910 +0.0%  —3.2% —0.1% _ +2.8% —4.3%  —1.1% —5.4%

—2 —02% —2.0% +0.1% +1.4% +2.5%  +3.6% +6.1%

120 7.0410 +0.2% +2.1% —0.1% —1.3% —2.4%  —3.6% —6.0%

-2 —01% —0.5% +0.1% +0.3% +0.6%  +2.5% +3.0%

H +o— 150 1.7910 +0.1%  +0.5% —0.1% —0.3% —0.6%  —2.5% —3.1%
—TT 200 287104 —0.0% —0.0% +0.0%  +0.0% +0.0%  +2.5% +2.5%

: +0.0% +0.0% —0.1% —0.0% —0.1%  —2.5% —2.6%

-5 —0.0% —0.0% +0.1% —0.1% +0.1%  +5.0% +5.0%

500 1.5310 +0.0%  +0.0% —0.1%  +0.0% —0.1%  —3.1% —3.2%

—4 —02% —2.0% +0.1% +1.4% +2.5%  +3.9% +6.4%

120 2.4410 +0.2% +2.1% —0.1% —1.3% —2.5%  —3.9% —6.3%

-5 —0.0% —0.5% +0.1%  +0.3% +0.6%  +2.5% +3.1%

H +o— 150 6.1910 +0.0% +0.5% —0.1% —0.3% —0.6%  —2.5% —3.2%
— KM 200 9.9610-7 ~—0-0% —0.0% +0.1%  +0.0% +0.1%  +2.5% +2.6%

: —0.0% +0.0% —0.1% —0.0% —0.1%  —2.5% —2.6%

-8 —0.0% —0.0% +0.1% —0.0% +0.1%  +5.0% +5.1%

500 5.3110 +0.0%  +0.0% —0.1%  +0.0% —0.1%  —3.1% —3.1%

—2  +6.0% —2.1% +0.1% —5.8% +8.5%  +3.8% +12.2%

120 3.2710 —5.8% +2.2% —0.1% +5.6% —8.5%  —3.7% —12.2%

—3  +6.2% —0.6% +0.1% —6.9% +9.2%  40.6% +9.7%

H - ce 150 7.9310 —6.0% +0.6% —0.1% +6.8% —9.2%  —0.6% —9.7%
cC 200 1.2110~% +62% —0.2% +0.1% —7.2% +95%  +0.5%  +10.0%

: —6.1% +0.1% —0.2% +7.2% -9.5% —05% —10.0%

—6  +6.2% —0.1% +0.1% —7.6% +9.8%  +3.0% +12.8%

500 5.4710 —6.0% _+0.1% —0.1% _ +7.6% —9.7%  —1.1% _ —10.7%

—2  40.0% —0.0% +120.9% +0.9% +120.9% +6.9% +127.8%

350 1.5610 +0.0% +0.0% —78.6% —0.9% —78.6% —12.7% —91.3%

-2 —0.0% —0.0% —36.2% +0.7%  +35.6% +6.6% = +42.2%

H - 360 5.1410 —0.0% +0.0% +35.6% —0.7%  —36.2% —12.2% = —48.4%
— 1t 400 148101 +00% —00%  —6.8% +0.4%  +6.2% +5.9%  +12.2%

: +0.0% +0.0% +6.2% —0.3% —6.8% —11.1% —17.8%

-1 —0.0% —0.0% —0.3% +0.1% +0.1%  +4.5% +4.6%

500 1.9210 +0.0% _+0.0% +0.1%  —0.2% —0.3%  —9.5% —9.8%

—2  —02% —2.2% —0.2% +5.7% +6.1%  +4.5%  +10.6%

120 8.8210 +0.2%  +2.2% +0.2% —5.4% —5.8% —4.5%  —10.3%

-2 —01% —0.7% —0.3% +4.4% +4.4%  +3.5% +7.9%

H 150 3.4610 +0.1% +0.6% +0.3% —4.2% —4.3%  —3.5% —7.8%
gg 200 9.2610~% ~—00% —0.1% —0.6% +3.9% +3.9%  +3.7% +7.6%

: —0.0% +0.1% +0.6% —3.8% -3.9%  —3.7% —7.6%

—4  —0.0% —0.0% +1.6% +3.4% +3.7%  +6.2% +9.9%

500 6.0410 +0.0% +0.0% —1.6% —3.3% —3.7%  —4.3% —7.9%

-3 —0.2% —2.0% +0.0% +1.4% +2.5%  +2.9% +5.4%

120 2.2310 +0.2% +2.1% +0.0% —1.3% —2.4%  —2.9% —5.3%

—3  +40.0% —0.5% +0.1% +0.3% +0.6%  +1.6% +2.1%

H - 150 1.3710 +0.1%  +0.5% —0.0% —0.3% -0.6% —1.5% —2.1%
Yy 200 55110~5 ~00% —0.0% +0.1% +0.0% +0.1%  +1.5% +1.6%

: —0.0% +0.0% —0.1% —0.0% -0.1%  —1.5% —1.6%

-7 —0.0% —0.0% +8.0% —0.7% +8.0%  4+4.0%  +11.9%

500 3.1210 +0.0% _+0.0% —6.5%  +0.7% —6.6%  —2.1% —8.7%

—3 —03% —2.1% +0.0% +1.4% +2.5%  +6.9% +9.4%

120 1.1110 +0.2% +2.1% —0.1% —1.4% —2.5% —6.8% —9.3%

-3 —0.1% —0.6% +0.0% +0.2% +0.5%  +5.5% +6.0%

H-7 150 2.3110 +0.0% +0.5% —0.1% —0.3% —0.6% —5.5% —6.2%
Y 200 1.7510~4 —00% —0.0% +0.0% +0.0% +0.0%  +5.5% +5.5%

: —0.0% +0.0% —0.1% —0.0% —0.1%  —5.5% —5.6%

-6 —0.0% —0.0% +0.8% —0.0% +0.8%  +8.0% +8.7%

500 7.5810 +0.0% _+0.0% —0.6% _+0.0% —0.6%  —6.1% —6.7%

—1 —02% —2.0% —0.0% +1.4% +2.5%  +2.2% +4.8%

120 1.4110 +0.2%  +2.1% +0.0% —1.4% —2.5%  —2.2% —4.7%

-1 —-01% —0.5% —0.0% +0.3% +0.6%  40.3% +0.9%

H— WW 150 6.9610 +0.1% +0.5% +0.0% —0.3% —0.6%  —0.3% —0.8%
200 7 4110—1 —0.0% —0.0% —0.0% +0.0% +0.0% +0.0% +0.0%

: —0.0% +0.0% +0.0% —0.0% —0.0%  —0.0% —0.0%

-1 —0.0% —0.0% +0.1% —0.0% +0.1% +2.3% +2.4%

500 5.4610 +0.0%  +0.0% —0.0% +0.0% —0.1%  —1.1% —1.1%

-2 —-0.2% —2.0% —0.0% +1.4% +2.5% +2.2% +4.8%

120 1.5910 +0.2%  +2.1% +0.0% —1.4% —2.5%  —2.2% —4.7%

-2 —0.1% —0.5% +0.0% +0.3% +0.6%  4+0.3% +0.9%

H — 77 150 8.2510 +0.1% +0.5% +0.0% —0.3% —0.6%  —0.3% —0.8%
200 25510-1 —0-0% —0.0% +0.0% +0.0% +0.0%  40.0% +0.0%

: +0.0% +0.0% —0.0% —0.0% —0.0%  —0.0% —0.0%

-1  +0.0% —0.0% +0.0% —0.0% +0.1%  +2.3% +2.3%

500 2.6110 —0.0% _+0.0% +0.0% _ +0.0% —0.0%  —1.1% —1.1%
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Fig. 4: The ratio between formul&l(5) ancRBPHECYAF for H — ZZ — 1111 (top-left), H — WW /ZZ — lvlv
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2.2 MSSM Higgs branching ratios

In the MSSM the evaluation of cross sections and of branchatigs have several common issues as
outlined in Sectiof 12]1. It was discussed thaforeany branching-ratio calculation can be performed
in a first step the Higgs-boson masses, couplings, and nsixiage to be evaluated from the underlying
set of (soft SUSY-breaking) parameters. A brief comparigbthe dedicated codes that provide this
kind of calculations (EYNHIGGS [77-+80] and CBUPERH [81],/82]) was been given in Ref.l[7], where
it was concluded that in the case of real parameters moreatmns are included intoEFYNHIGGS.
Consequently, EYNHIGGSs was chosen for the corresponding evaluations in this Repbd results for
Higgs-boson masses and couplings can be provided to othes despecially HDECAY([15-17]) via
the SUSY Les Houches Accorld [83)84].

In the following subsections we describe how the relevadesdor the calculation of partial decay
widths, FEYNHIGGSs and HDECAY, are combined to give the most precise resultiferHiggs-boson
branching ratios in the MSSM. Numerical results are showthiwithe m;"** scenario[[10], where it
should be stressed that it would be desirable to interpestthdel-independent results of various Higgs-
boson searches at the LHC also in other benchmark modelfrsiestance Refs[[10,85]. We restrict
the evaluation téan 8 = 1...60 andMs = 90 GeV... 500 GeV.

2.2.1 Combination of calculations

After the calculation of Higgs-boson masses and mixingsiftbe original SUSY input the branching-
ratio calculation has to be performed. This can be done Wwiltbdes CRUPERH and FEYNHIGGS for
real or complex parameters, or HDECAY for real parameteh® Aigher-order corrections included in
the calculation of the various decay channels differ in Hree codes.

Here we concentrate on the MSSM with real parameters. We icantie results from HDECAY
and FEYNHIGGS on various decay channels to obtain the most accurate fesulte branching ratios
currently available. In a first step, all partial widths hdneen calculated as accurately as possible. Then
the branching ratios have been derived from this full setasfial widths. Concretely, we used:F#N-
HicGs for the evaluation of the Higgs-boson masses and coupligs the original input parameters,
including corrections up to the two-loop leveleFNHIGGSresults are furthermore used for the channels
(¢ = h,H, A),

— I'(H — t*t7): afull one-loop calculation of the decay width is includSa].

— I'(H — ptu): afull one-loop calculation of the decay width is includ8&].

— I'(H - V®V®), vV = W+, 7Z: results for a SM Higgs boson, taken frorm®PHECYAF [18-20]
and based on a full one-loop calculation, are dressed widttefe couplings for the respective
coupling of the MSSM Higgs boson to SM gauge bosons, seed®E#.3.1. It should be noted
that this does not correspond to a full one-loop calculatiothe MSSM, and the approximation
may be insufficient for very low values @f/ .

The results for the Higgs-boson masses and couplings asegh#as HDECAY via the SUSY Les
Houches Accord [88,84]. Using these results the followihgrmels have been evaluated by HDECAY,

— I'(H — bb): SM QCD corrections are included up to the four-loop 1ev8-85]. The full SUSY-
QCD corrections[[87=90] matched to the resummed bottom Wak@aoupling with respect td\,
terms have been included. Thg, terms are included up to the leading two-loop correctiods-[9
[93] within the resummed Yukawa coupling.

— I'(H — tt): SM QCD corrections are included up to NLO[51+57] interpedato the massless
four-loop result[[38=45] far above the threshold, while n&8M specific corrections are taken
into account.
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— I'(H — ¢¢): SM QCD corrections are included up to the four-loop lev&85], while no MSSM
specific corrections are taken into account.

— I'(H — gg): SM QCD corrections are included up to four-loop order in lihét of heavy top
quarks [64=68]. The squark-loop contributions includihg NLO QCD correctiond [94] in the
limit of heavy squarks but no genuine MSSM corrections dkeridnto account.

— I'(H — yy): The full SM QCD corrections are included up to NLO [66] 69}-78he additional
charged Higgs, squark, and chargino loop contributionkidtiicg the full NLO QCD corrections
to the squark loops$ [94] are taken into account, but no genMiB8SM corrections.

— I'(H — Zy): No higher-order corrections are included. The additiaarged Higgs, squark, and
chargino loop contributions are taken into account at LO.

Other decay channels suchlds— ss and the decays to lighter fermions are not included since
they are neither relevant for LHC searches, nor do they iboér significantly to the total decay width.
With future releases of EvNHIGGS, HDECAY, and other codes the evaluation of individual chelan
might change to another code.

The total decay width is calculated as,

FH/PAf FH/PAf
Hoprp- T h g weowe T g zez6

HD HD HD HD HD HD
H—bb + PH_>tf + PH—)CE + FH—)gg + PH—)yy + FH—)Zy ’ (6)

F¢ = FEILT‘H— + FFH +T
+T

followed by a corresponding evaluation of the respectianbhing ratio. Decays to strange quarks or
other lighter fermions have been neglected. Due to the sdwatedhfferent calculation compared to the
SM case in Section Z2.1.1 no full decoupling of the decay vaidthd branching ratios of the light MSSM
Higgs to the respective SM values can be expected.

2.2.2 Results in then}'®* scenario

The procedure outlined in the previous subsection can beedpp arbitrary points in the MSSM param-
eter space. Here we show representative results im{f& scenario. In Figurgl5 the branching ratios
for the light MSSM Higgs boson are shown as a functionf for tan 8 = 10(50) in the left (right)
plot. For low M s a strong variation of the branching ratios is visible, wiidelarge M, the SM limit is
reached.

More detailed sample results for the branching ratio of thktést MSSM Higgs boson tbb,
the, whe, vy, WO W) andz™ Z™) are shown in Tablds #1-9. As before they have been obtained in
them** scenario with\/, andtan 3 varied (as indicated in the tables).
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Table 4: MSSM Higgs branching ratio BR(— bb) in them* scenario as a function dff, [GeV] andtan 3.
The format in each cell i87,, [GeV], BR.

My tan 8 = 20 tan 5 = 30 tan 5 = 40 tan 8 = 50 tan 8 = 60

90 89.6 9.0210~' 89.8 9.0010~' 89.9 89710~!' 89.9 8.9410~' 89.9 8.9110° '
100 99.4 9.0110~' 99.7 8.9810~! 99.9 8.9510~' 99.9 8.9210~!' 99.9 8.8910°!
110 109.0 8.9910~' 109.6 8.9610~! 109.8 8.9310~! 109.8 8.9010~' 109.9 8.8710!
120 118.2 8.9810~' 119.1 8.9510~! 119.5 8.9210°! 119.7 8.8910~' 119.7 8.8610!
130 125.2 8.9510~' 126.9 8.9110~! 127.8 8.8610~! 128.4 8.7810~' 128.9 8.6210°!
140 128.1 8.8910~' 129.3 8.8710~! 129.8 8.8610~' 130.2 8.8410~!' 130.5 8.8410°!
150 128.9 8.7510~' 129.7 8.7310~! 130.1 8.7110~' 130.4 8.6910~!' 130.6 8.6810°!
160 129.2 8.5410~' 129.9 8.5210~! 130.2 8.4910~! 130.4 8.4710~' 130.6 8.4510°!
170 129.4 8.3010~' 130.0 8.2710~! 130.2 8.2510"! 130.4 8.2210~! 130.6 8.2010°!
180 129.5 8.0610~' 130.0 8.0310~! 130.2 8.0010°! 130.4 7.9710~' 130.6 7.9410°!
190 129.6 7.8210~' 130.0 7.7810~! 130.2 7.7510~' 130.4 7.7210~!' 130.6 7.6910°!
200 129.7 7.6010~' 130.1 7.5610~! 130.2 7.5210' 130.4 7.4910~! 130.6 7.46107!
210 129.7 7.3910~' 130.1 7.3510~! 130.2 7.3110"' 130.4 7.2810"! 130.6 7.24107!
220 129.7 7.2010-!' 130.1 7.1510°! 130.3 7.1210~' 130.4 7.0810~! 130.6 7.0510°!
230 129.8 7.0210~!' 130.1 6.9810~' 130.3 6.9410~! 130.4 6.9110°! 130.6 6.8710°!
240 129.8 6.8610~' 130.1 6.8210~' 130.3 6.7810~! 130.4 6.7510°! 130.6 6.7110~!
250 129.8 6.7210~' 130.1 6.6810~! 130.3 6.6410"' 130.4 6.6010"! 130.6 6.5610°!
260 129.8 6.5910~' 130.1 6.5510~! 130.3 6.51.10"' 130.4 6.4710"! 130.6 6.4310°!
270 129.8 6.4810~!' 130.1 6.4310~' 130.3 6.3910~! 130.4 6.3610"! 130.6 6.3210°!
280 129.8 6.3710°!' 130.1 6.3310~' 130.3 6.2910~! 130.4 6.2510°! 130.6 6.2110~*
290 129.8 6.2810~!' 130.1 6.2310~' 130.3 6.1910~! 130.4 6.1610°! 130.6 6.1110"*
300 129.8 6.1910~! 130.1 6.1410~! 130.3 6.1110"' 130.4 6.0710~' 130.6 6.0210~!

Table 5: MSSM Higgs branching ratio BR(— t*17) in the m{®®* scenario as a function df/, [GeV] and
tan 8. The format in each cell i1}, [GeV], BR.

My tan 8 = 20 tan 5 = 30 tan 5 = 40 tan 8 = 50 tan 8 = 60

90 89.6 9.5010~2 89.8 9.7710~2 89.9 1.01:10-' 89.9 1.0310~' 89.9 1.0610°'
100 99.4 9.681072 99.7 9.96102 99.9 1.0210°! 999 1.0510~' 99.9 1.0810!
110 109.0 9.8410~2 109.6 1.01:10-!' 109.8 1.0410~! 109.8 1.0710~' 109.9 1.110!
120 118.2 1.0010~' 119.1 1.0310°! 119.5 1.0610~' 119.7 1.0910~! 119.7 1.1210°!
130 125.2 1.0210~' 126.9 1.0610"! 127.8 1.1210~' 128.4 1.2010~!' 128.9 1.3610°!
140 128.1 1.0110~' 129.3 1.0410~! 129.8 1.0610~' 130.2 1.0710~!' 130.5 1.0810°!
150 128.9 9.8310~2 129.7 1.0010~! 130.1 1.0210~! 130.4 1.0410~' 130.6 1.0510!
160 129.2 9.5410~2 129.9 9.7010~2 130.2 9.8610°2 130.4 1.0010~' 130.6 1.0210°!
170 129.4 9.251072 130.0 9.3810~2 130.2 9.521072 130.4 9.651072 130.6 9.791072
180 129.5 8.95102 130.0 9.061072 130.2 9.1810~2 130.4 9.31:1072 130.6 9.431072
190 129.6 8.6710~2 130.0 8.7610"2 130.2 8.8610~2 130.4 8.971072 130.6 9.0810~2
200 129.7 8.4210~2 130.1 8.481072 130.2 8.58102 130.4 8.671072 130.6 8.771072
210 129.7 8.181072 130.1 8.2310~2 130.2 8.311072 130.4 8.401072 130.6 8.4910°2
220 129.7 7.9610-2 130.1 8.0010~2 130.3 8.081072 130.4 8.151072 130.6 8.231072
230 129.8 7.771072 130.1 7.80102 130.3 7.861072 130.4 7.931072 130.6 8.011072
240 129.8 7.591072 130.1 7.621072 130.3 7.67102 130.4 7.741072 130.6 7.811072
250 129.8 7.431072 130.1 7.451072 130.3 7.50102 130.4 7.561072 130.6 7.621072
260 129.8 7.281072 130.1 7.3010~2 130.3 7.341072 130.4 7.401072 130.6 7.451072
270 129.8 7.151072 130.1 7.161072 130.3 7.2010~2 130.4 7.2510°2 130.6 7.3010°2
280 129.8 7.031072 130.1 7.041072 130.3 7.0710~2 130.4 7.1210°2 130.6 7.1710°2
290 129.8 6.921072 130.1 6.921072 130.3 6.961072 130.4 7.0010~2 130.6 7.051072
300 129.8 6.821072 130.1 6.8210~2 130.3 6.851072 130.4 6.9010~2 130.6 6.941072
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Table 6: MSSM Higgs branching ratio BR(— pu*u~) in the m{®®* scenario as a function af/, [GeV] and
tan 5. The format in each cell i1, [GeV], BR.

My tan 8 = 20 tan 5 = 30 tan 5 = 40 tan 8 = 50 tan 8 = 60

90 89.6 3.3010~* 89.8 3.3910~* 89.9 34910 * 899 35910~* 899 3.6810°*
100 99.4 3.3610°* 99.7 3.4610~* 99.9 3.5610°* 99.9 3.6610~* 99.9 3.7610~*
110 109.0 3.4210~* 109.6 3.5210~* 109.8 3.6210~* 109.8 3.7210~* 109.9 3.8210~*
120 118.2 3.4710~* 119.1 3.5810~* 119.5 3.6810~* 119.7 3.7810~* 119.7 3.8910~*
130 125.2 3.5410~% 126.9 3.6910~* 127.8 3.8710~* 128.4 4.1710~* 128.9 4.7210~*
140 128.1 3.510~* 129.3 3.5910~* 129.8 3.6710~* 130.2 3.7210~* 130.5 3.7510~*
150 128.9 3.4110~* 129.7 3.4810~* 130.1 3.5410~* 130.4 3.6010~* 130.6 3.6510~*
160 129.2 3.3110~* 129.9 3.3610~* 130.2 3.4210~* 130.4 3.4710~* 130.6 3.53107*
170 129.4 3.2110~* 130.0 3.2510~* 130.2 3.3010~* 130.4 3.3510~* 130.6 3.4010~*
180 129.5 3.1110~* 130.0 3.1410~* 130.2 3.1810~* 130.4 3.2310~* 130.6 3.2710~*
190 129.6 3.0110~* 130.0 3.0410~* 130.2 3.0710~* 130.4 3.1110~* 130.6 3.1510~*
200 129.7 2.9210~* 130.1 2.9410~* 130.2 2.9710~* 130.4 3.01:10~* 130.6 3.0410~*
210 129.7 2.8410~* 130.1 2.8610~* 130.2 2.8810~* 130.4 2.9110~* 130.6 2.9410~*
220 129.7 2.7610~* 130.1 2.7810~* 130.3 2.8010~* 130.4 2.8310~* 130.6 2.8610~*
230 129.8 2.6910~* 130.1 2.7010~* 130.3 2.7310~* 130.4 2.7510~* 130.6 2.7810~*
240 129.8 2.6310~* 130.1 2.6410~* 130.3 2.6610~* 130.4 2.6810~* 130.6 2.7110~*
250 129.8 2.5810~* 130.1 2.5810~* 130.3 2.6010~* 130.4 2.6210~* 130.6 2.6410~*
260 129.8 2.5310~* 130.1 2.5310~* 130.3 2.5510~* 130.4 2.5610~* 130.6 2.5910~*
270 129.8 2.4810~* 130.1 2.4810~* 130.3 2.5010~* 130.4 2.5110~* 130.6 2.5310~*
280 129.8 2.4410~* 130.1 2.4410~* 130.3 2.4510~* 130.4 2.4710~* 130.6 2.4910~*
290 129.8 2.4010~* 130.1 2.4010~* 130.3 2.4110~* 130.4 2.4310~* 130.6 2.4510~*
300 129.8 2.3710~* 130.1 2.3710~* 130.3 2.3810~* 130.4 2.3910~* 130.6 2.4110~*

Table 7: MSSM Higgs branching ratio BR(— yy) in them*** scenario as a function df/ 5 [GeV] andtan 3.
The format in each cell i3/, [GeV], BR.

My tan 8 = 20 tan 5 = 30 tan 5 = 40 tan 8 = 50 tan 8 = 60

90 89.6 9.7610~7 89.8 6.7310 7 89.9 583107 89.9 5.4810 7 89.9 53410 "
100 99.4 1.1910°% 99.7 7.2410~7 99.9 590107 99.9 536107 99.9 5.1210°7
110 109.0 1.7010~% 109.6 8.7610~7 109.8 6.4810~7 109.8 5.5610~7 109.9 5.1310°7
120 118.2 3.4310% 119.1 1.4510°% 119.5 9.0410~7 119.7 6.9110~7 119.7 5.8910 7
130 125.2 1.37107° 126.9 6.8810°% 127.8 4.2410°% 128.4 2.8910°% 128.9 2.0710°¢
140 128.1 6.2510~° 129.3 5.22107° 129.8 4.7910~° 130.2 4.5410~° 130.5 4.3610°°
150 128.9 1.6010~% 129.7 1.5110~* 130.1 1.4710~* 130.4 1.4510~* 130.6 1.4410~*
160 129.2 2.8810~% 129.9 2.8010~* 130.2 2.7710~%* 130.4 2.7710~* 130.6 2.7710~*
170 129.4 4.2810~* 130.0 4.2110~* 130.2 4.2010~* 130.4 4.21.10~* 130.6 4.2210~*
180 129.5 5.7010~* 130.0 5.6310~* 130.2 5.6310~* 130.4 5.6510~* 130.6 5.6810*
190 129.6 7.0610~* 130.0 7.0010~* 130.2 7.0010~* 130.4 7.0310~* 130.6 7.0710~*
200 129.7 8.3310~% 130.1 8.2810~* 130.2 8.2910~* 130.4 8.3210~* 130.6 8.3710°*
210 129.7 9.5010~* 130.1 9.4510~* 130.2 9.4710~* 130.4 9.5110~* 130.6 9.5610~*
220 129.7 1.0610~3 130.1 1.0510—2 130.3 1.0510~3 130.4 1.0610~2® 130.6 1.0610°°
230 129.8 1.1510~3 130.1 1.1510~% 130.3 1.1510° 130.4 1.1610~3 130.6 1.1610°3
240 129.8 1.2410~3 130.1 1.2410~% 130.3 1.2410~3 130.4 1.2410~3 130.6 1.2510°3
250 129.8 1.3210~3 130.1 1.3210~% 130.3 1.3210~3 130.4 1.3210~3 130.6 1.3310°°
260 129.8 1.3910~3 130.1 1.3910~2 130.3 1.3910~% 130.4 1.3910~3 130.6 1.4107%
270 129.8 1.4610~3% 130.1 1.4510~2 130.3 1.4510~% 130.4 1.4610~° 130.6 1.4710°3
280 129.8 1.5110~3® 130.1 1.5110~% 130.3 1.5110~% 130.4 1.5210~3 130.6 1.5210°3
290 129.8 1.5710~3 130.1 1.5610~% 130.3 1.56103 130.4 1.5710~3 130.6 1.58103
300 129.8 1.6110~® 130.1 1.6110~3 130.3 1.6110~3% 130.4 1.6210~% 130.6 1.6210°3
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Table 8: MSSM Higgs branching ratio BR(— W)W ™)) in them** scenario as a function df/, [GeV] and
tan 5. The format in each cell i1, [GeV], BR.

Ma tan g = 20 tan g = 30 tan g = 40 tan 8 = 50 tan 8 = 60

90 89.6 6.9510~% 89.8 1.5410°% 89.9 52110Y 899 22810 ° 899 1.1.10°°
100 99.4 9.1410°7 99.7 2.041077 99.9 6.91107% 99.9 2.9610°% 99.9 1.4910°%
110 109.0 8.1910~6 109.6 1.8910~¢ 109.8 6.4110~7 109.8 2.7510~7 109.9 1.3710°7
120 118.2 7.3610~° 119.1 1.93107° 119.5 6.8510~% 119.7 2.96107% 119.7 1.4510°F
130 125.2 8.8110~* 126.9 4.4610~* 127.8 2.5810~* 128.4 1.6010~* 128.9 1.0210~*
140 128.1 6.2910~3 129.3 5.791073 129.8 555102 130.2 5.411073 130.5 5.3110°
150 128.9 1.8410~2 129.7 1.8510°2 130.1 1.8710~2 130.4 1.8810~2 130.6 1.910°2
160 129.2 3.4810~2 129.9 3.571072 130.2 3.631072 130.4 3.681072 130.6 3.741072
170 129.4 5.31102 130.0 5.471072 130.2 5.581072 130.4 5.671072 130.6 5.771072
180 129.5 7.181072 130.0 7.401072 130.2 7.5410°2 130.4 7.661072 130.6 7.791072
190 129.6 9.0010~2 130.0 9.261072 130.2 9.431072 130.4 9.591072 130.6 9.751072
200 129.7 1.0710-!' 130.1 1.1010°! 130.2 1.1210~' 130.4 1.1410~! 130.6 1.1610!
210 129.7 1.2310~' 130.1 1.2610~! 130.2 1.2810~' 130.4 1.3010~! 130.6 1.3310°!
220 129.7 1.3710~' 130.1 1.4210~! 130.3 1.4310' 130.4 1.4510~! 130.6 1.4810°!
230 129.8 1.5010~' 130.1 1.5410~! 130.3 1.5710~' 130.4 1.5910~! 130.6 1.6210°!
240 129.8 1.6210~!' 130.1 1.6610~! 130.3 1.6910~' 130.4 1.71:10~! 130.6 1.7410!
250 129.8 1.7310-!' 130.1 1.7710~! 130.3 1.8010~' 130.4 1.8210~! 130.6 1.8510!
260 129.8 1.8310~' 130.1 1.8710~! 130.3 1.8910~' 130.4 1.9210~! 130.6 1.9510°!
270 129.8 1.9110~' 130.1 1.9510~! 130.3 1.9810~' 130.4 2.01:10"! 130.6 2.0410°!
280 129.8 1.9910~' 130.1 2.0310~! 130.3 2.0610~' 130.4 2.0910~! 130.6 2.1210°!
290 129.8 2.0610-!' 130.1 2.1110°! 130.3 2.1410~' 130.4 2.1710~! 130.6 2.2010!
300 129.8 2.1310~! 130.1 2.1710~! 130.3 2.2010"!' 130.4 2.2310~! 130.6 2.2610!

Table 9: MSSM Higgs branching ratio BR(— Z*)Z(*)) in them®** scenario as a function df/, [GeV] and
tan 5. The format in each cell i1, [GeV], BR.

Ma tan 8 = 20 tan g = 30 tan g = 40 tan 8 = 50 tan 8 = 60

90 89.6 1.79107° 89.8 1.79107Y 89.9 1.7910~° 89.9 1.79107° 89.9 1.79107Y
100 99.4 5.9110~% 99.7 1.3510~% 99.9 4.60107° 99.9 1.99107° 99.9 1.99107°
110 109.0 7.34107 109.6 1.7010~7 109.8 5.8210~% 109.8 2.4910~% 109.9 1.24108
120 118.2 7.9510~% 119.1 2.1310°% 1195 7.6110°7 119.7 3.3010~7 119.7 1.6210°7
130 125.2 1.0910~% 126.9 5.65107° 127.8 3.3110~° 128.4 2.0710~° 128.9 1.3210°°
140 128.1 8.1110~* 129.3 7.5610~* 129.8 7.3010~* 130.2 7.1410~* 130.5 7.0310~*
150 128.9 2.3910~3 129.7 2.431073 130.1 2.4610~% 130.4 2.4910~3 130.6 2.521073
160 129.2 4.551073 129.9 4.6910~2 130.2 4.7910~% 130.4 4.871073 130.6 4.96103
170 129.4 6.9610~3 130.0 7.2010~3 130.2 7.3610~% 130.4 7.0510~3 130.6 7.64103
180 129.5 9.4210~3 130.0 9.7410~3 130.2 9.9610~% 130.4 1.01:10~2 130.6 1.0310°2
190 129.6 1.1810~2 130.0 1.2210°2 130.2 1.251072 130.4 1.27102 130.6 1.2910°2
200 129.7 1.401072 130.1 1.451072 130.2 1.4810~2 130.4 1.511072 130.6 1.531072
210 129.7 1.611072 130.1 1.661072 130.2 1.701072 130.4 1.731072 130.6 1.761072
220 129.7 1.8010~2 130.1 1.861072 130.3 1.8910~2 130.4 1.921072 130.6 1.961072
230 129.8 1.9810°2 130.1 2.031072 130.3 2.0710~2 130.4 2.1010°2 130.6 2.1410°2
240 129.8 2.131072 130.1 2.191072 130.3 2.2310~2 130.4 2.271072 130.6 2.3110°2
250 129.8 2.271072 130.1 2.331072 130.3 2.371072 130.4 2.411072 130.6 2.4510°2
260 129.8 2.4107% 130.1 2.461072 130.3 251072 130.4 2.541072 130.6 2.591072
270 129.8 2.511072 130.1 2.581072 130.3 2.6210~2 130.4 2.661072 130.6 2.711072
280 129.8 2.621072 130.1 2.6810~2 130.3 2.731072 130.4 2.771072 130.6 2.811072
290 129.8 2.711072 130.1 2.781072 130.3 2.8210~2 130.4 2.8610°2 130.6 2.9110°2
300 129.8 2.8010~2 130.1 2.861072 130.3 2.9110~2 130.4 2.9510°2 130.6 3.0010°2
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Fig. 5: Higgs branching ratios for the light MSSM Higgs boson for thkevant final states. The parameters are
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3 Parton distribution functionsﬁ
3.1 PDF set updates

Several of the PDF sets which were discussed in the previellsw Report [[7] have been updated
since. NNPDF2.1[95] is an updated version of NNPDFR2.0 [9Bjclv uses the FONLL general mass
VFN schemel[[97] instead of a zero-mass scheme. There ara@sbBiINPDF NNLO and LO set$ [98],
which are based on the same data and methodology as NNPDF2elHERA PDF group now use
HERAPDF1.5[[99], which contains more data than HERAPDHIQD], a wider examination of param-
eter dependence, and an NNLO set with uncertainty. Thisssatailable in LHAPDF, however it is
partially based on preliminary HERA-II structure-funcatidata.

The current PDF4LHC prescription [101, 102] for calculgta central value and uncertainty for
a given process should undergo the simple modification ofgusie most up-to-date relevant set from
the relevant group, i.e., NNPDF2.0 should be replaced wtiPRF2.1 [95] and CTEQ6.6 [103] with
CT10 [104]. At NNLO the existing prescription should be uséedt with the uncertainty envelope
calculated using the up-to-date sets noted above.

3.2 Correlations

The main aim of this section is to examine the correlatiorteéen different Higgs production processes
and/or backgrounds to these processes. The PDF uncertaiatysis may be extended to define a
correlation between the uncertainties of two variables, $&§) andY (@). As for the case of PDFs,
the physical concept of PDF correlations can be determiogdfbom PDF determinations based on the
Hessian approach and on the Monte Carlo approach. For demeenand commonality, all physical
processes were calculated using the MCFM NLO program (wessb.8 and 6.0) [105, 106] with a
common set of input files for all groups.

We present the results for the PDF correlations at NLO forgsligroduction via gluon—gluon
fusion, vector-boson fusion, in association withor with att pair at massed/y = 120 GeV, My =
160 GeV, My = 200 GeV, My = 300 GeV, My = 500 GeV. We also include a wide variety of
background processes and other standard production miseisan.e., W, WW, WZ, Wy, Wbb, tt,
tb and thet-channel(— b) + q, whereW denotes the average B~ andW .

For MSTW2008([1017], CT10[104], GJR08 [108,109], and ABKMQ40] PDFs the correlations
of any two quantities\ andY are calculated using the standard formula111]

Zi(Xi - XO)(YZ' - YO)
Vi (Xi = X0)2 >0,(Yi — Yo)?
The index in the sum runs over the number of free parametatsX@nY; correspond to the values

obtained by the central PDF value. When positive and negydihection PDF eigenvectors are used this
is equivalent to (see e.g., Ref. [103])

p(X,Y)=cosp =

(7)

Yo R N
AX = ‘EX‘:% i(XZ“)—Xf‘))Q, (8)

i=1

where the sum is over thd" pairs of positive and negative PDF eigenvectors. For MSTV82and
CT10 the eigenvectors by default contain only PDF pararagterdo variation may be considered sep-
arately. For GJR08 and ABKMO0®y is one of the parameters used directly in calculating theetation
coefficient, with the central value and variation deterrdibg the fit.

6S. Forte, J. Huston and R. S. Thorne (eds); S. Alekhin, J. BliinA.M. Cooper-Sarkar, S. Glazov, P. Jimenez-Delgado,
S. Moch, P. Nadolsky, V. Radescu, J. Rojo, A. Sapronov and S¥ding.
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Due to the specific error calculation prescription for HER%H..5 which includes parametrisation
and model errors, the correlations can not be calculatecantly the same way. Rather, a formula
for uncertainty propagation can be used in which corraetatioan be expressed via relative errors of
compounds and their combination:

whereo (O) is the PDF error of observabi@ calculated using the HERAPDF prescription.

The correlations for the NNPDF prescription are calculasdiscussed in Ref. [112], namely

(X,Y) = (XY)ep — (X)
ox0Oy

{Y)

rep

rep ( 1 0)

where the averages are performed overthg, = 100 replicas of the NNPDF2.1 set.
For all sets the correlations are for the appropriate vafue, dor the relevant PDF set.

3.2.1 Results for the correlation study

Our main result is the computation of the correlation betwgleysical processes relevant to Higgs pro-
duction, either as signal or as background. It is summaiiis&ébled ID an@ 11, where we show the
PDF4LHC average for each of the correlations between signa@lbackground processes considered.
These tables classify each correlation in classes &vjih= 0.2, that is, if the correlation i$ > p > 0.9

the processes is assigned correlation @,9f> p > 0.7 the processes is assigned correlatighand so

on. The class width is typical of the spread of the resultsiftbe PDF sets, which are in generally very
good, but not perfect agreement. The average is obtained tis¢ most up-to-date PDF sets (CT10,
MSTW2008, NNPDF2.1) in the PDF4LHC recommendation, anslagpropriate for use in conjunction
with the cross-section results obtained in Ref. [7], andhwhie background processes listed; the change
of correlations due to updating the prescription is indigant in comparison to the class width.

We have also compared this PDF4LHC average to the averagg ailisix PDF sets. In general
there is rather little change. There are quite a few casesenthe average moves into a neighbouring
class but in many cases due to a very small change taking énagerjust over a boundary between two
classes. There is only a move into the next-to-neighboutiags, i.e., a change of more thas, in
a very small number of cases. For the VBFy correlation atMy = 120,160 GeV it reduces from
0.6 to 0.2, for the VBF-W correlation atMy = 500 GeV it reduces from).4 to 0, for the Wy—tb
correlation it reduces fro.8 to 0.4, for WZ—ttH at My = 120 GeV it increases from-0.4 t0 0.0, and
for Wbb—ttH at My = 200 GeV it increases from-0.2 to 0.2.

A more complete list of processes, with results for eachviddal PDF set, may be found in the
tables on the webpage at the LHC Higgs Cross Section WorkiogisT Wiki [113]. Note, however, that
there is a high degree of redundancy in the approximate latimes of many processes. For example
W production is very similar t& production, both depending on partons (quarks in this caise¢ry
similar hard scales andvalues. Similarly foAWVW andZZ, and the subprocessgg — WW (ZZ) and
Higgs production via gluon—gluon fusion féfy; = 200 GeV.

More detailed results are presented for the MSTW2008, NNPDFCT10, HERAPDF1.5,
GJRO08, and ABKMO09 PDFs in Figur€$[63421. The result using @aaikidual PDF sets is compared
to the (updated) PDF4LHC average. There is usually a faatyaw clustering of the individual results
about the average, with a small number of cases where therejsor perhaps two outliers. The sets
with the largest parametrisations for the PDFs generalig te give smaller magnitude correlations or
anticorrelations, but this is not always the case, e.g., BNP1 gives the largest anti-correlation for
VBF-ttH. There are some unusual features, e.g., for HERAPDFL1.5 ighdvialues ofMy, thettH
correlations with quantities depending on the higbluon, e.g.ggH andtt is opposite to the other sets
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Table 10: The up-to-date PDF4LHC average for the correlations betvedlesignal processes with other signal
and background processes for Higgs production considened fihe processes have been classified in correlation

classes, as discussed in the text.

My =120GeV ggH VBF WH ttH My =160GeV ggH VBF WH ttH
ggH 1 —06 —-02 —02 ggH 1 —06 —04 02
VBF -0.6 1 0.6 —04 VBF -0.6 1 06 —0.2
WH -0.2 0.6 1 -0.2 WH —04 06 1 0
ttH -0.2 —-04 —-02 1 ttH 0.2 —02 0 1

W —-02 06 0.8 —06 W —-04 04 06 —04
WW —-04 0.8 1 —0.2 WW —-04 06 0.8 —0.2
WZ —-02 04 08 —04 WZ —-04 04 0.8 —02
Wy 0 06 08 —0.6 Wy —-04 06 06 —0.6
Wbb —-0.2 0.6 1 —0.2 Whbb —-02 06 08 —02

tt 0.2 —04 —-04 1 tt 04 —04 —02 08

tb —-04 0.6 1 -0.2 tb —04 06 1 0

t(— b)q 0.4 0 0 0 t(— b)q 0.6 0 0 0

My =200GeV ggH VBF WH ttH My =300GeV ggH VBF WH ttH
ggH 1 —06 —04 04 ggH 1 —04 —02 06
VBF —-06 1 0.6 —0.2 VBF 04 1 04 —0.2
WH —-04 0.6 1 0 WH —-02 04 1 0.2
ttH 04 —02 0 1 ttH 0.6 —0.2 02 1

W —-06 04 06 —04 W —-06 04 04 —06
WW —-04 06 0.8 —0.2 WW —-04 06 0.8 —0.2
WZ —-04 04 08 —02 WZ —-06 04 06 —04
Wy —-04 04 06 —06 Wy —-06 04 04 —06
Whbb —-0.2 0.6 0.8 —0.2 Whbb -02 04 08 —0.2

tt 06 —04 —02 038 tt 1 04 0 0.8

tb —04 0.6 0.8 0 tb —-04 04 08 —0.2

t(— b)q 06 —02 0 0 t(— b)q 04 —-02 0 —02
My =500GeV ggH VBF WH ttH
ggH 1 —-0.4 0 0.8
VBF 04 1 04 —0.2
WH 0 0.4 1 0
ttH 0.8 —0.2 1
W —-06 04 02 —06
WW -04 06 06 —04
WZ —-06 04 06 —04
Wy —-06 04 02 —06
Whbb —-04 04 06 —04
tt 1 —-04 0 0.8
tb —-04 04 08 —02
t(— b)q 02 -02 0 -02
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Correlation with W

Fig. 6: The correlations betweeW production and the other background processes consid&vedshow the
results for NNPDF2.1, CT10 and MSTW2008 in the left plot, &ERAPDF, JR and ABKM in the right plot. In
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both cases we show the up-to-date PDF4LHC average result.
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Fig. 7: The same as Figulé 6 f&F W production.
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Fig. 8: The same as Figufe 6 f&Z production.
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W WW WZ Wy Wbb tt th  t(—b)q
W% 1 0.8 0.8 1 0.6 —0.6 0.6 —0.2
WWwW 0.8 1 0.8 0.8 0.8 —0.4 0.8 0
WZ 0.8 0.8 1 0.8 0.8 —-04 0.8 0
Wy_ 1 0.8 0.8 1 0.6 —-0.6 0.8 0
Whbb 0.6 0.8 0.8 0.6 1 —-0.2 0.6 0
tE -06 -04 -04 -0.6 -—-0.2 1 —-0.4 0.2
tb_ 0.6 0.8 0.8 0.8 0.6 —-0.4 1 0.2
t(=b)g -0.2 0 0 0 0 0.2 0.2 1
LHC HiggsXSWG 2011 LHC HiggsXSWG 2011
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Fig. 9: The same as Figufé 6 faVy production.
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Table 11: The same as Tah[e110 for the correlations between backgrmoedsses.

Fig. 10: The same as Figule 6 f&vbb production.

and the correlations with quantities depending on higipdarks and antiquarks, e.g., VBF aidw,

is stronger. This is possibly related to the large higantiquark distribution in HERAPDF which con-
tributes tott H but notggH or very much tat. GJR08 has a tendency to obtain more correlation between
some gluon dominated processes, ezgH andtt and quark dominated processes, eW§j.and WZ,
perhaps because the dynamical generation of PDFs couplgtuitin and quark more strongly.

We can now also see the origin of the cases where the averayyestwo classes. For VBRAy at
lower masses GJR08, ABKMQ9, and HERAPDFL1.5 all lie lowenttige (updated) PDF4LHC average,
but not too different to CT10. For VBR¥ at My = 500 GeV, ABKM09, and GJR08 give a small
anticorrelation, while others give a correlation, thougrsionly large in the case of MSTW2008. For
Wy-tb the change is due to slightly lower correlations for GJRO8weler, although the change is two
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Fig. 11: The same as Figulé 6 fot production.
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Fig. 12: The same as Figufé 6 fob production.
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Fig. 13: The same as Figufé 6 forchannek(— b)q production.

classes, in practice it is barely more tHap. For WZ—ttH at My = 120 GeV both HERAPDF1.5 and
GJRO08 have a larger correlation. This increases Wiih for HERAPDF1.5 as noted, whereas GJR08
heads closer to the average, but the movié/gt= 120 GeV is only marginally two classes, and is only
one class for other masses. BEbb—ttH at My = 200 GeV the situation is similar, and MSTW2008
gives easily the biggest pull in the direction of anticaatin.
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Fig. 14: Correlation between the gluon-fusigg — H process and other signal and background processes as a
function of M. We show the results for the individual PDF sets as well asifhito-date PDF4LHC average.

3.2.2 Additional correlation studies

The inclusion of thexs uncertainty on the correlations, compared to PDF only tiariawas also studied

for some PDF sets, e.g., MSTW2008 using the approximatianttte PDF sets for the upper and lower
as values [114] simply form another pair of orthogonal eigertwes (show to be true in the quadratic
approximation([115]). This increases the correlation leetvsome processes, i.®&, production and
Higgs via gluon fusion, because the former increases ayttiue to increased evolution of quarks while
the latter increases due to direct dependence osimilarly for e.g., Higgs production via gluon fusion
andtt production since each depends directlycan This may also contribute to some of the stronger
correlations seen using GJR08 in some similar cases. Indfiiaf processes it reduces correlation,
e.g.,W andWbb since the latter has a much strongeidependence. In most cases the change compared
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Fig. 15: Correlation between the gluon fusigg — H process and other signal and background processes as a
function of M. We show the results for the individual PDF sets as well asifiito-date PDF4LHC average.

to PDF-only correlation for a given PDF sets small, and itas an obvious contributing factor to the
cases where the (updated) PDFALHC average is noticeafidyetit to the average using six sets, except
possibly toWbb—ttH at My = 200 GeV, whereng does increase correlation.

A small number of correlations were also calculated at NNbOMSTW?2008 PDFs, i.e\W, Z
andgg — H for the same range a¥/y;. The correlations when taking into account PDF uncertainty
alone were almost identical to those at NLO, variations dgpé#iss thar0.05. Whenag uncertainty was
included the correlations changed a little more duggte—~ H having more direct dependence @) but
this is a relatively minor effect. Certainly the results imbled 10 an 11, though calculated at NLO, can
be used with confidence at NNLO.
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Fig. 16: The same as Figufe1l 4 for the vector boson fusion process.
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Fig. 17: The same as Figufell5 for the vector boson fusion process.
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Fig. 20: The same as Figufell4 for theH production process.
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Fig. 21: The same as Figufell5 for theH production process.
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4 NLO parton showef]
4.1 Introduction

Recently, Monte Carlo event generators have profited by aoeuwf theoretical achievements that have
significantly improved the capability of making accuratedictions and simulations of events taking
place at high-energy colliders. A very short review of thetestof-the-art of the field has been given in
the first volume of this Yellow Report[7], and we refer thedeathere for the basic principles and the
most important improvements with respect to a more stangartbn-shower (PS) approach. We just
recall the two main results: the possibility of consisteriticluding exact next-to-leading order (NLO)
corrections, i.e. to have NLO+PS generators [116+139] hadrterging of parton-shower simulations
and high-multiplicity tree-level matrix-element (ME) gaators [[140=150]. Moreover, in the last year,
an impressive acceleration in achieving the full autoraéit® of NLO computations [151-155] as well
as their interface to parton showers [156-159] has takerepld@hanks to such new techniques and
their corresponding implementations, all the main Higgsdpction channels (ggF,VBF,VH,ttH) at the
LHC are now available in the context of NLO+HS [130, 132 | I5®)-162] together with some of the
most important backgrounds [131, 163—170]. In this respéds certainly fair to state that state-of-
the-art Higgs phenomenology at the LHC can now be perforntdelaat at NLO+PS accuracy. This
also implies that several important issues, such as thdagedeto the estimation of uncertainties in
NLO+PS simulations due, for instance, to scale unceregntr different matching procedures, can be
systematically studied for the first time. The aim of thistgecis to show how such studies can now be
performed in the context of the current Higgs-boson seatchi¢e stress that the results of our sample
studies, which consider a light SM Higgs boson, can be easiignded to other Higgs mass ranges or
to the search in scenarios with enhanced (or suppressediirasi In addition, in the case of a Higgs
observation, such uncertainties would play a crucial noliané accurate determination of its properties.

In more detail, in this section we address the following ¢spi

— Uncertainties in NLO+PS generators. While in fixed-ordemputations there is considerable
experience in using scale variation to estimate theoleticar, in the framework of NLO+PS
generators this might not be sufficient. Suggestions foainlstg more realistic error bands will
be given, and areas that will require further work will beritiffed. Uncertainties having to do
with shower effects beyond the NLO level, hadronisation anderlying event (UE) will also be
considered.

— Tuning of NLO+PS generators. In the case of Higgs prodaodtiayluon fusion, a next-to-next-to-
leading-log (NNLL) matched to a next-to-next-to-leadimigler (NNLO) calculation exists, and is
implemented in the program T [171]. One can use the T results to improve the output of
NLO+PS generators in several ways through reweighting ¢éneigted events, tuning the parame-
ters of the NLO+PS generators or doing both things to actbetier agreement with &IT. Issues
related to these procedures are discussed.

— Since the publication of the first volume of this Yellow Refd@], some improvements on existing
generators have appeared. We present here these new aegptep

The section is organised as follows. In Section 4.2 the POWHEOX and the MC@NLO Higgs-
production generators are compared with th@THprediction for the Higg® spectrum. In Section 4.3
a study of uncertainties igg — H — WW®) using S1ERPAIs presented. In Sectin .4 a study of sys-
tematic effects of NLO+PS tools in their implementationhiitthe ATLAS and CMS event generation
framework. In Section 415 we discuss issues related to thefthe HQT result to improve the NLO+PS
programs. In particular, we provide recommendations on twoperform event reweighting, if needed,
and how to set up the parameters of the NLO+PS generatorievaedetter agreement with thegH

M. Felcini, F. Krauss, F. Maltoni, P. Nason and J. Yu. (ed3.)Alwall, E. Bagnaschi, G. Degrassi, M. Grazzini, K.
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result. In Section 417, we present new generators for Higggygtion in gluon fusion, including full top
and bottom mass dependence, in thetMGRAPH and in the POWHEG BOX framework.

In Sectior4.B, we present a neaC@NLO feature that allows performing studies of scale and
PDF dependences by reweighting the same set of events.

Finally, some controversial points yet to be resolved hamerged during the preparation of this
report and are summarised in Secfiod 4.9.

4.2 POWHEG BOXand MC@NLO comparison with HQTE
In general, there are several sources of uncertaintiesobpaffecting the NLO+PS results:

— Factorisation and renormalisation scale uncertaintiegmally, the NLO calculation underlying
the NLO+PS generator has independent factorisation aratmatisation scales, and results are
affected at the NNLO level if these scales are varied.

Uncertainties related to the part of the real cross sethianis treated with the shower algorithm.
Uncertainties related to how the shower algorithm is irmaated.

Uncertainties related to the PDF’s themselves and alsdhewhé¢he PDF's used in the shower
algorithm are different from those used in the NLO calcolati

Further uncertainties common to all shower generat@shadronisation, underlying event, etc.

We focus here on the first three items, which are by far the dantiones. As a relevant and phenomeno-
logically important observable, we consider the transn®mentum distribution of the Higgs boson,
in the procesgg — H. This observable is not a fully NLO one in tlhe — H + X NLO cross-section
calculation. For this reason it is very sensitive to both sofd hard effects and the NLO+PS results
displays more marked differences with respect to the pur® Méalculation. The latter, in fact, is di-
vergent forpr — 0, with and infinite negative spike atr = 0, representing the contribution of the
virtual corrections. The NLO+PS approaches, insteadd dgbositive cross section for all, with the
characteristic Sudakov peak at smafl Furthermore, this distribution can be computed (usingthd
program [171]) at a matched NNLL+NNLO accuracy, which carveas a benchmark to characterise
the output of the generators.

We begin by showing in Figude 22 the comparisons of MC@NLO Bri#iIG and POWHEG
+ PyTHIA with HQT, with a choice of parameters that yields the best agreemeshape, of ther
distributions. This choice of parameters can be therefonsidered the main outcome of this study, i.e.
it embodies our recommendation for the settings of the tweegaors. The settings are as follows:

— MC@NLO should be run with the factorisation and renornadilis scale equal td/y;.

— POWHEG should be run with theparameter equal td/y; /1.2. For My = 120 GeV, this setting
is achieved introducing the lingfact 100 in thepowheg. input file.

In the figures, the uncertainty band of the MC @NLCerttvic and of POWHEG+RPTHIA, both com-
pared to the 9T uncertainty band, are displayed. In the lower insert inftgare, the ratio of all
results to the central value of@T is also displayed. As stated above, MC@NLQeRWIG is run
with the central value of the renormalisation scale fixed4g, and POWHEG is run with the input
line hfact 100. The red, solid curves represent the uncertainty band dfitt@+PS, while the dotted
blue lines represent the band obtained with th@THorogram. The reference scale is chosen equal to
Mz /2 in HQT, and the scale variations are performed in the same way tae iINLO+PS generators:
once considers all variations of a factor of two above andwehe central scale, with the restriction
0.5 < pg/pr < 2. We have used the MSTW2008 NNLO central set for all curvess iBtbecause HT
requires NNLO parton densities, and because we want to igoos differences that have to do with the

8K. Hamilton, F. Maltoni, P. Nason and P. Torrielli.
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Fig. 22: Uncertainty bands for the transverse-momentum spectruhedfliggs boson at LH, TeV, for a Higgs
massMy = 120 GeV. On the upper plots, the MC@NLO+HRWIG result obtained using the non-default value
of the reference scale equal 3dy. On the lower plots, the POWHEG¥PHIA output, using the non-default
R® + R' separation. The uncertainty bands are obtained by changirand ... by a factor of two above and
below the central value, taken equalitfy;, with the restrictiord.5 < g /s < 2.

calculation itself, rather than the PDF’s. Th@Hresult has been obtained by running the program with
full NNLL+NNLO accuracy, using the “switched” result. Thesummation scal® in HQT has been
set toMy /2.

We notice that both programs are compatible in shape withHth& prediction. We also notice
that the error band of the two NLO+PS generators is relgtisaiall at smallp+ and becomes larger at
largerpr. This should remind us that the NLO+PS prediction for theéhhig tail is in fact a tree-level-
only prediction, since the production of a Higgs plus a ligatton starts at order?, its scale variation
is of ordera?, and itsrelative scale variation is of orde? /a3, i.e. of ordera, [ On the other hand
the total integral of the curve, i.e. the total cross secfamd in fact also the Higgs rapidity distribution,
that is obtained by integrating over all transverse monjear@&given by a term of order? plus a term
of ordera?, and their scale variation is also of ordgt. Thus, their relative scale variation is of order
at/a?,ie.a.

It is instructive to analyse the difference between MC@NL®@ #OWHEG at their default
value of parameters. This is illustrated in Figliré 23. The programs are in reasonable agreement at

®Here we remind the reader thaidl%a;”(u;{) = —bo3ad(ur).
o)
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Fig. 23: The transverse-momentum spectrum of the Higgs in MC@NL(ddpand in POWHEG+PTHIA

(lower) compared to the &IT result. In the lower insert, the same results normalisetdaddQT central value are
shown.

small transverse momentum, but display a large differeabet a factor oB) in the high transverse
momentum tail. This difference has two causes. One is tlierdift scale choice in MC@NLO, where

by defaulty = mr = /M3 + p%, wherepr is the transverse momentum of the Higgs. That accounts

for a factor of(as(mT)/as(My))?, which is aboutl.6 for the last bin in the plots (compare the upper
plots of Figuré 2P with those of Figurel23). The remainindedénce is due to the fact thatin POWHEG,
used with default parameters, the NUO-factor multiplies the full transverse-momentum disttibo.

The POWHEG output is thus similar to what is obtained with NIRS generator, as already observed
in the first volume of this Report.

This point deserves a more detailed explanation, which eagiven along the lines of Ref. [182,
[172]. We write below the differential cross section for tlaedest emission in NLO+PS implementations
(see the first volume of this report for details)

40N — awp B (0p) | A°E™) + A A e ()] + aBeRT (@), (1)
where
B* = B(®p) + [V(q)B) +/dq)RBRS(q)RB):| : (12)
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The sumR*® + R/ yields the real cross section fgg — Hg, plus the analogous terms for quark—gluon.
Quark—antiquark annihilation is finite and therefore ordpizibutes toR’.

In MC@NLO, theR* term is the shower approximation to the real cross sectiom,jtadepends
upon the SMC that is being used in conjunction with it. In PORBGI one has much freedom in choosing
R?, with the only constraintR® < R, in order to avoid negative weights, aftf — R in the small-
transverse-momentum limit (in the sense tRat— R should be integrable in this region).

For the purpose of this review, we céllevents (for shower) those generated by the first term
on the r.h.s. of Eq[{11), i.e. those generated using the eshalgorithm, and* (for finite) events those
generated by th&/ term¥] The scale dependence typically affects thand theR/ terms in a different
way. A scale variation in the square bracket on the r.h.sgof{El) is in practice never performed, since
in MC@NLO this can only be achieved by changing the scaleéMonte Carlo event generator that
is being used, and in POWHEG the most straightforward wayetéopm it (i.e. varying it naively by a
constant factor) would spoil the NLL accuracy of the Sudatmw factor. We thus assume from now
on that the scales in the square parenthesis are kept fixatk Beiation will thus affecB* and R/ .

We observe now that the shape of the transverse momentura batldest radiation i§ events is
not affected by scale variations, given that the squarekbtam the r.h.s. of Eq._(11) is not affected by it,
and that the factoB is pr independent. From this, it immediately follows that thelsaariation of the
large-transverse-momentum tail of the spectrum is ofivgatrdera?, i.e. the same relative order of the
inclusive cross section, rather than of relative ordgrsinceB is a quantity integrated in the transverse
momentum. EqL(11), in the large-transverse-momentumbiadomes

NLO+PS DS S((I)R)

do Nd‘I’BB (Q)B)d(I)R\B B((I)B)
From this equation we see that for large transverse momertha$ event contribution to the cross
section is enhanced by a fact®/B, which is in essence th& -factor of the process. We wish to
emphasize that this factor does not spoil the NLO accuratleofesult, since it affects the distribution
by terms of higher order ims. Now, in POWHEG, in its default configuratio®/ is only given by
the tiny contributionqq — Hg, which is non-singular, so th&tevents dominate the cross section. The
whole transverse-momentum distribution is thus affectethb K -factor, yielding a result that is similar
to what is obtained in ME+PS calculations, where the NK@actor is applied to the LO distributions.
Notice also that changing the form of the central value okttaes again does not change the transverse-
momentum distribution, that can only be affected by touglire scales in the Sudakov form factor.

+ dDRR! (BR). (13)

A simple approach to give a realistic assessment of the taicges in POWHEG, is to also
exploit the freedom in the separatidh= R* + R/. Besides the default valuB/ = 0, one can also
perform the separation

h2 p2
s _ Rf _ T
h2 +pd h? + pt.
In this way, S andF events are generated, with the former dominating the region< h and the
latter the regiorpt > h. Notice that by sending to infinity one recovers the default behaviour. It is
interesting to ask what happenshifis made vanishingly small. It is easy to guess that in thigt lihe
POWHEG results will end up coinciding with the pure NLO resstihe freedom in the choice af, and
also the freedom in changing the form of the separation in(E#). can be exploited to explore further
uncertainties in POWHEG. The Sudakov exponent changesring teubleading ip2%, and so we can
explore in this way uncertainties related to the shape oStigakov region. Furthermore, by suppressing
R? at largep the hard tail of the transverse-momentum distribution bez®more sensitive to the scale
choice. The lower plots of FiguteR2 displays the POWHEGltediained usindg: = My /1.2. Notice
that in this way the large-transverse-momentum tail becoveey similar to the MC@NLO result. The

(14)

%0 the MC@NLO language, these are calfedndH events, wher§& stands for standard, afififor hard.
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Fig. 24: The transverse-momentum spectrum of the Higgs in POWHEBEGH#HR , using the separation &fand
[F events. The central scale is chosen equa{mﬂ% + ME.

shape of the distribution at smaller transverse momentésés atered, and in better agreement with
HQT. If mr rather thanMy is chosen as reference value for the scale, we obtain thik oéftigure[24,
where we see also here a fall of the cross section at largevigese momentum.

The shape of ther distribution in MC@NLO+H:=RWIG is not much affected by the change of
scale forpr < 100 GeV. This is due to the fact that this region is dominate® leyents. It is interesting
to ask whether this region is affected if one changes thenyidg shower Monte Carlo generator. In
MC@NLO, an interface to PrHIA, using the virtuality-ordered shower, is also availablggJl The
results are displayed in Figure]25. We observe the followirige large-transverse-momentum tails are
consistent with the BRwIG version. We expect that since this region is dominated lewents. The
shape of the Sudakov region has changed, showing a behdkituis more consistent with thegd
central value, down to scales of ab80tGeV. Below this scale, we observé&@’ increase of the cross
section as smallepy values are reached. It is clear from the figure that this featuinherited from
PYTHIA. In fact, the shape from the transverse-momentum specinukdhG@NLO is inherited from
the shower Monte Carlo. It is likely that the transverse-raatom-ordered PTHIA may yield better
agreement with the 8IT result.

Summarizing, we find large uncertainties in both MC@NLO a@NHEG NLO+PS generators
for Higgs production in gluon fusion. We have explored heneastainties having to do with scale
variation and to the separation 8fandF events. If a higher accuracy result (namelgp™ was not
available, the whole envelope of the uncertainties witldoheapproach should be considered. These
large uncertainties are all a direct consequence of the ldtgD K -factor of thege — H process. In
spite of this fact, we have seen that there are choices ofseald parameters that bring the NLO+PS
results close in shape to the higher-accuracy calculafitieedransverse-momentum spectrum provided
by the HQT program. It is thus advisable to adopt these choices.

4.3 Uncertainties ingg — H — WW ™)L
In this section a wide variety of different physics effectsl aincertainties related to key observables in
the procesgg — H - WTW~ — pt v, e~ Ve is presented; they include

— an appraisal of NLO matching methods, including a comparigith HNNLO [173] for some
observables on the parton level;

M. Grazzini, H. Hoeth, F. Krauss, F. Petriello, M. Schénteerd F. Siegert.
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— perturbative uncertainties, like the impact of scale abDé& Rariations;
— the impact of parton showering and non-perturbative tffen parton-level results; and

— non-perturbative uncertainties, and in particular thpaot of fragmentation variations and the
effect of the underlying event and changes in its simulation

4.3.1 Setup

In the following sections the I=RPA event generator [174] has been used in two modes: Matched
samples have been produced according to the POWHEG [[12Bab26MC@NLO [116] methods,
implemented as described [n[157] ahd [159], respectivelthe following the corresponding samples
will be denoted as SERPA-POWHEG and S8ERPA-MC@NLO, respectively. Unless stated otherwise,
My = 160 GeV and the following cuts have been applied to leptdns ¢, u) and jets;:

— leptons:pl > 15 GeV andjnV| < 2.5,
— jets (defined by the antir algorithm [175] withR = 0.4): p{) > 25 GeV, |n)| < 4.5.

By default, for purely perturbative studies, the centraFFidm the MSTW2008 NLO set [107] has been
used, while for those plots involving non-perturbativeeets such as hadronisation and the underlying
event, the central set of CT10 NLO [104] has been employedesBiERPA has been tuned to jet data
with this set. In both cases, the PDF set also fixes the strongling constant and its running behaviour
in both matrix element and parton shower, and in the undeylgivent.
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4.3.2 Algorithmic dependencePOWHEGvS.MC@NLO
Before embarking in this discussion, a number of points nedx stressed:

1. The findings presented here are very recent, and they aiellgaat odds with previous con-
clusions. So they should be understood as contributions tangoing discussion and hopefully
trigger further work;

2. clearly the issue of scales and, in particular, of resutitmascales tends to be tricky. By far
and large, however, the community agrees that the correitelf resummation scaf@ is of the
order of the factorisation scale, in the case at hand hezgefibre) = O(MH). Itis notoriously
cumbersome to directly translate analytic resummationsaade choices there to parton-shower
programs;

3. the version of the MC@NLO algorithm presented here diffarsome aspects from the version
implemented in the original MC@NLO program; there, typigdhe HERWIG parton shower is
being used, guaranteeing an upper limitation in the resusrphase space given by the factorisa-
tion scale, and the FKS methdd [176] is used for the infrardatraction on the matrix-element
level, the difference is compensated by a suitable comedgrm. In contrast, here,HERPA is
used, where both the parton shower and the infrared suibinaety on Catani—Seymour subtrac-
tion [177/178], and the phase-space limitation in the resation bit is varied through a suitable
parameter [179 € [0, 1], with « = 1 relating to no phase-space restriction. We will indicate th
choice ofa by a superscript. However, the results shown here shoul@ sesran example only.

Starting with a comparison at the matrix-element level,ster Figurd 26, where results from
HNNLO are compared with an NLO calculation and the POWHEG and MC @ thplementations in
SHERPA where the parton shower has been stopped after the firstiemi$or the Higgs-boson trans-
verse momentum we find that theNINLO result is significantly softer than both theiSRPA-POWHEG
and the SIERPA-MC@NLO (=) sample — both have a significant shape distortion w.NNHO over
the full pr(H) range. In contrast the NLO and theiSRPA-MC@NLO (*=0-03) result have a similar
shape as NNLO in the midpr region, before developing a harder tail. The shape diff@srin the
low-pr region, essentially belowr(H) of about20 GeV, can be attributed to resummation effects. The
picture becomes even more interesting when considerintpjes at the matrix element level. Here,
both the $IERPA-POWHEG and the SERPA-MC@NLO (=1) sample have more 1 than 0-jet events,
clearly at odds with the three other samples. Of coursechimig on the parton shower will lead to a
migration to higher jet bins, as discussed in the next paggrWith this in mind, one could argue that
the 1-jet rates in both theH&RPA-POWHEG and the SERPA-MC@NLO (*=1) sample seem to be in
fair agreement with thanclusive 1-jet rate of HNNLO — this however does not resolve the difference in
the O-jet bin, and ultimately it nicely explains why thesetsamples produce a much harder radiation
tail than HNNLO.

In FigurelZY now all plots are at the shower level. We can sunseshe findings of this figure as
follows: The S41ERPA-POWHEG and B8ERPA-MC@NLO (®=1) results exhibit fairly identical trends
for most observables, in particular, the Higgs-boson trarse momentum in various samples tends to
be harder than the pure NLO resultNNLO, or SHERPA-MC@NLO (*=0-03)  Comparing HNNLO
with the NLO result and 8ERPA-MC@NLO (=9-03) e find that in most cases the latter two agree
fairly well with each other, while there are differenceswitspect to MINLO. In the lows region
of the Higgs boson, the difference seems to be well deschilyemi global K -factor of aboutl.3s—1.5,
while HNNLO becomes softer in the high tail, leading to a sizable shape difference. One may suspect
that this is due to a different description of configuratiovith two jets, where quantum interferences
lead to non-trivial correlations of the outgoing particlagphase space, which, of course, are correctly
accounted for in INLO, while the other results either do not include such configoma (the parton-
level NLO curve) or rely on the spin-averaged and thereforeetation-blind parton shower to describe

12|n HQT this scale by default is chosen to Ge= My /2.
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Fig. 26: The Higgs transverse momentum in all events (left) and thenjdtiplicities (right) inpp — H —

e~ put v, Ve production. Here different approaches are compared with ether: two fixed order parton-level
calculations at NNLO (MINLO, black solid) and NLO (black, dashed), and three matchedtesis the SIERPA
implementations (SERPA-POWHEG, blue and iSERPA-MC@NLO with« = 1, red dashed and with = 0.03,

red solid) truncated after the first emission. The yellowartainty band is given by the scale uncertainties of
HNNLO.

them. This is also in agreement with findings in the jet mltipes, where the 8ERPA-MC@NLO
(@=0.03) and the NLO result agree withMNLO in the O-jet bin, while the 8ERPA-POWHEG and
SHERPA-MC@NLO (“=1) result undershoot by abo80%, reflecting their larger QCD activity. For
the 1- and 2-jet bins, however, their agreement with thNNIHO result improves and in fact, as already
anticipated from the ME-level results, multiplying theE&kRpA-POWHEG result with a globak -factor

of about1.5 would bring it to a very good agreement withNINLO for this observable. In contrast the
SHERPA-MC@NLO (@=0-03) resuylt undershoots KNLO in the 1-jet bin by about5% and in the 2-jet
bin by about a factor oft. Clearly here support from higher order tree-level mattixreents like in
ME+PS or MENLOPS-type [136, 150] approaches would be hklpfu

Where not stated otherwise, in the following sections, atves relate to an NLO matching ac-
cording to the BERPA-MC@NLO prescription withy = 0.03.

4.3.3 Perturbative uncertainties

The impact of scale variations on the Higgs transverse mamein all events and in events with 0,
1, and 2 or more jets is exhibited in Figurel 28, where a typieaiation by factors o and1/2 has
been performed around the default scalgs= p = My. For the comparison with the fixed scale we
find that distributions that essentially are of leading omtEuracy, such gsr distributions of the Higgs
boson in the 1-jet region or the 1-jet cross section, theesmatertainty is of the order ab%, while for
results in the resummation region of the parton shower,the.0-jet cross section or the Higgs-boson
transverse momentum in the O-jet bin, the uncertaintiesmaadler, at abou20%.

In contrast differences between the functional form of tb&les choice are smaller, also exem-
plified in Figure[28, where the central value = px = My/2 has been compared with an alternative

scalepr = pn = mip/2 = /M2 + p2 /2. It should be noted though that there the two powers.of

related to the effectivggH vertex squared have been evaluated at a s}:ﬁl@l Anyway, with this in
mind it is not surprising that differences only start to becsizable in the larger regions of additional
radiation, where they reach up to abdats.
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Fig. 27: The Higgs transverse momentum in all events, in events with&nd 2 and more jets, the invariant lepton
mass, and the jet multiplicitiesipp — H — e~ p™ v, Ve production. Here different approaches are compared with
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uncertainties of MINLO.
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Fig. 28: The impact of scale variation by a factorband1/2 (yellow band) around the central scalg = i, =
My /2 (black solid line) and of a variation of the functional forrhthe scale tqux = pr = %m;I (red dashed
line) on the transverse momentum of the Higgs boson in alhtsyevents with no and with one jet, and on jet
multiplicities. All curves are obtained by an NLO matchingcarding to the 8ERPA-MC@NLO prescription
with @ = 0.03.

Rather than performing a full PDF variation according to teeipe in Ref.[[180], in Figure_29
results for MSTW2008 NLO, have been compared to those addaivith the central NLO set of CT10.
By far and large, there is no sizable difference in any releshape. However, a difference of ab@0%
can be observed in the total normalisation, which can betrdack to the combined effect of minor
differences in both the gluon PDF and the valuexgf

4.3.4 Parton to hadron level

In Figure[30 the impact of adding parton showering, fragmigor, and the underlying event is exempli-
fied for the same observables as in the figures before. Iniacdihe invariant lepton mass and the jet
multiplicities are exhibited at the same stages of evenegaion. All curves are obtained by an NLO
matching according to theHERPA-MC@NLO prescription witlee = 0.03. In the following, the CT10
PDF was used to be able to use the corresponding tuning obtivperturbative 8ERPA parameters.

In general, the effect of parton showering is notable, tespin a shift of the transverse momen-
tum of the Higgs boson away from very low transverse momemtalues of abou20—80 GeV with
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Fig. 29: The impact of different choices of PDFs — MSTW2008 NLO (bjaakd CT10 NLO (red) — for a
My = 160 GeV on the transverse momentum of the Higgs boson in all syewents with no and with one
jet, and on jet multiplicities. All curves are obtained by MhO matching according to theHERPA-MC@NLO
prescription withoe = 0.03.

deviations up td0%. This effect is greatly amplified in the exclusive jet mulitifiies, where theexclu-
sive 1-jet bin on the parton level feeds down to higher jet multipes emerging in showering, leading
to a reduction of aboui0% in that bin (which are of course compensated by higher bink shat the
net effect on thénclusivel-jet bin is much smaller). A similar effect can be seen inHinggs transverse
momentum in the exclusive 0-jet bin, where additional raolimallows for larger transverse kicks of
the Higgs boson without actually resulting in jets. In alkes, however, the additional impact of the
underlying event is much smaller, with a maximal effect obattl 5—20% in the 2-jet multiplicity and

in some regions of the Higgs transverse momentum.

4.3.5 Non-perturbative uncertainties

In the following, uncertainties due to non-perturbativéeets have been estimated. Broadly speak-
ing, two different physics reasons have been investigatathely the impact of fragmentation, which
has been assessed by switching froRESPAs default cluster fragmentation [181] to the Lund string
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Fig. 30: The impact of going from the parton level (orange) over thegrashower level (red) to the hadron level
without (blue) and with (black) the underlying event. Theoetband relates to the statistical fluctuations of the
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Fig. 31: The impact of different fragmentation models — cluster ¢kjaand string (red) — for /gy = 160 GeV
on the transverse momentum of the Higgs boson in all evemtispa jet multiplicities. All curves are obtained by
an NLO matching according to the48RPA-MC@NLO prescription witly = 0.03. The yellow band indicates a
combination of statistical differences and the differenckthe two fragmentation schemes.

fragmentation[[182] encoded inYPHIA6.4 [183] and suitably interfackdl and the impact of varia-

tions in the modelling of the underlying event. TheneeE®RPASs model, which is based on [184], has
been modified such that the transverse activity (the plategion of N, in the transverse region) is
increased/decreased by%.

We find that in all relevant observables the variation of tlagfentation model leads to differ-
ences which are consistent with statistical fluctuationghendifferent Monte Carlo samples. This is
illustrated by the Higgs-boson transverse momentum anptmeultiplicities, displayed in Figuie B1.

Similarly, differences due to the underlying event on thgddiboson transverse momentum and
various jet-related observables are fairly moderate gpidajly below10%. This is especially true for jet
multiplicities, where the 0% variation of the underlying event activity translates iditierences of the
order of2—3% only. However, it should be stressed here that the varigt@wformed did not necessarily
affect the hardness of the parton multiple scatterings, the amount of jet production in secondary
parton scatters, but rather increased the number of colvipasaft scatters, leading to an increased soft
activity. In order to obtain a more meaningful handle on pedoction due to multiple parton scattering
dedicated analyses are mandatory in order to validate apigbira the relatively naive model employed
here.

13 Both fragmentation schemes in theiSkpPA framework have been tuned to the same LEP data, yieldingls &inilar
quality in the description of data.
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4.4 Systematic studies of NLO MC tools in experimental implmentations

In conjunction with systematic studies of theoretical $palescribed in the previous sections, the NLO
MC group has estimated the systematic uncertainties of Ll MC tools in their implementation within
the event-generation framework of the ATLAS and CMS experita. This section describes the results
of these studies performed both at the parton level, aftelr $@atterer parton showering, and after a fast
detector simulation to account for detector effects.

The initial plans for the systematic uncertainty studietmiéas follows:

— Higgs production process: gluon fusiqg, — H;

— decay processest — WW — lvlv andH — 77 — 41;

— MC tools: POWHEG BOX, MC@NLO, SERPA, and HERWIG++;
— parton showering: YrHIA and HERWIG;

— Higgs massi130 GeV and170 GeV,

— PDF: MSTW, CT10, NNPDF, and CTEQ6.6;

— underlying events: Initial stage to switch off the UE inT1A and switch off the soft UE in
HERWIG to focus on matrix-element and parton-shower effects.

In the following sections, we describe the current studigh ROWHEG interfaced with two different
parton showering (PS) programsy 1A or HERWIG, as implemented in ATLAS and CMS MC event
generation.

4.4.1 NLO Monte Carlo tools and parameters

The study presented hereafter is based on the ATLAS implatien of POWHEG+RTHIA and
POWHEG+H:RwIG. Two different Higgs mass values are considerédi; = 170 GeV andMy =
130 GeV, with 38 MeV and 4.9 MeV widths, respectively. The parton distribution functiPDF)
CTEQG6.6 set is used for this study. All other parameters apt &t the default values implemented in
POWHEG [172]. We present here the results forthe: WW — lvlv final state. This is one of the
most relevant channels for discovery. A study for the otlodden channel — ZZ — 4l is in progress.

4.4.2 Comparisons o0POWHEG+RTHIA or POWHEG+H:RWIG

The statistics of thél — WW — lvlv event samples consists of 22k events for POWHEGrRA and
50k event for POWHEG+HRWIG, for each Higgs mass value&{y = 170 GeV and130 GeV. The
event generator is interfaced to ATLAS fast detector sitmato include detector effects. This, how-
ever, along with the specific final-state selection schemeesl down the event generation significantly,
costing us about a week per sample. In order to expedite ¢oagdl systematic uncertainties, such as
that of PDF, it would be desirable to improve the speed of ifipeselection schemes. The results pre-
sented in this section, however, are using the particletiewormation without using the fast simulation
to be comparable with studies carried out in other sections.

The comparisons of various Higgs kinematic quantites WROWHEG+RTHIA and
POWHEG+H:=RWIG showering have been investigated. Most the kinematic bkesa such as Higgs
mass, W transverse mass and the kinematic variables of ptenk from the decay show no ap-
preciable differences between POWHEGHRIA and POWHEG+HRWIG parton showering. Fig-
ure[33.(a) forMy = 130 GeV and Figuré_34.(a) fabMy = 170 GeV show good agreements between
PyTHIA and HERwWIG parton showering. The solid red circles in all plots repnéskee quantities from
POWHEG+RTHIA while the blue histograms represent those from POWHEGRWIG. The bin-
by-bin ratio of POWHEG+HRwWIG distributions with respect to POWHEG¥PHIA distributions is
shown in the lower plots, to compare the shapes of the digioifis. However, as can be seen in Fig-
urel33.(b) forMy = 130 GeV and Figuré 34.(b) fak/y; = 170 GeV, a systematic difference between the
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Fig. 33: (a) Higgs transverse mass without cuts, (b) Higgs transvammentum without cuts, (c) Higgs transverse
mass with cuts, and (d) Higgs transverse momentum with ant® OWHEG+RTHIA parton showering (red
circles) and for POWHEG+ERWIG parton showering (blue histogram) féfy = 130 GeV. The plots below
each of the histogram are the ratio of POWHE Gz IG with respect to POWHEG+PTHIA.

two PS schemes is observed for this quantity. A systematicdtthat the POWHEG+HAHIA events
display harder Higggr distribution than for POWHEG+HERWIG can be seen clearly from the ratio
plots, despite the fact that the statistical uncertaintieseases agr grows. The linear fit to the ratio
for Higgspr shows this trend with the value of the slopg@tl + 2.6) x 10~* and (6.2 & 1.6) x 1074
for My = 130 GeV andMy = 170 GeV, respectively, demonstrating statistically significsystematic
effect. The same trends have been observed iaf the W+ andW ~ from the Higgs decay as well.

In order to investigate this effect further, we have looketb ithe p distributions of the jets,
number of associated jets and jet efficiencies as a funcfi@t pr cut values as shown in Figurel35 for
My = 170 GeV andMy = 130 GeV. Itis shown that PTHIA produces harder jetr distributions of
the jets since their momentum must balance that of the Higgs.

4.4.3 Studies with experimental cuts

In order to ensure the relevance of these results for theriexpetal searches, the cuts applied in this
study follow the recommendation from ATLAIS — WW search group [185], as follows:

— exactly two leptons

first leading lepton (I1p1 > 25 GeV, subleading lepton (1) > 15 GeV;
Two leptons have opposite charfig, > 15 GeV;

if 11,12 have the different flavour}Z;; > 10 GeV;

if 11,12 have the same flavours, applyZaveto, | M), — Mz| > 15 GeV;

if 11,12 has the same fIavouyé} > 30 GeV;
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Fig. 34: (a) Higgs transverse mass without cuts, (b) Higgs transvammentum without cuts, (c) Higgs transverse
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circles) and for POWHEG+ERWIG parton showering (blue histogram) féfy = 170 GeV. The plots below
each of the histogram are the ratio of POWHE Gz IG with respect to POWHEG+PTHIA.

— My < 50 GeV for My < 170 GeV,

— |A¢y| < 1.3 for My < 170 GeV; |A¢y| < 1.8 for 170 GeV < My < 220 GeV; no|A¢y| cut
for My > 220 GeV;

— |m| < 1.3 for My < 170 GeV.

Figure[33.(c) and Figure_B4.(c) show the reconstructedstense mass of the Higgs from the final-
state lepton and neutrino systems before and after theiexgretal selection cuts have been applied, for
My = 130 GeV andMy = 170 GeV, respectively. The comparison of the reconstructeustrerse-
mass distributions show no significant difference, before after experimental cuts between the two
PS schemes. Figurel33.(d) and Figure 34.(d) show the Higgswerse momentum reconstructed from
the final-state lepton and neutrino systems, before and thiteexperimental selection cuts have been
applied, forMy = 130 GeV andMy = 170 GeV. The difference in these distributions between the two
PS programs reflects the observation at parton level that RB®APyTHIA displays harder Higgsr
than that from POWHEG+ERwIG, while the statistical uncertainties at high bins diminish.

4.4.4 Conclusions and future work

We have demonstrated that the systematic uncertaintieliingsfrom interfacing POWHEG to PrHIA
and HERwIG programs are small in most of the quantities used for theckeamdependently of the
selection cut values and of the Higgs-boson mass. On the b#mal, the systematic uncertainties on
Higgs and jets transverse momenta show sufficiently larfierdhces between the two PS algorithms
and therefore the associated systematic uncertaintiesotae ignored. A similar study is in progress
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for the ZZ final state.

Thus, we conclude that the main difference between the twopR8rams, interfaced to
POWHEG, is observed in the Higgs transverse momentum, tiefleimto the experimentally recon-
structed transverse momentum of the leptons plus missargs\erse energy system. However, this
difference is found to be independent of the selection catksad the Higgs mass value within the two
masses we have studied. Additional studies on higher Higigses would be needed to further confirm
this conclusion.

Based on our experience with this study, we emphasize timhécessary to improve the speed
of the event generators in order to compute promptly the rtaicgies associated to the PDF set choices,
as well as to the description of the underlying event and-ygileeffects. As it will be presented in
the following, a first step in this direction has been undenaby theAMC@NLO Monte Carlo which
provides automatic evaluation of scale and PDF uncerésitily a simple reweighting procedure. Finally,
further studies of fast simulation quantities will allowlfassessment of the propagation of the theoretical
uncertainties to the experimental quantities used for ¢laec.

4.5 Guidelines for the use oHQT results to improve NLO+PS programs

In several parts of this report regarding specific Higgsalgjrmethods to reweight NLO+PS generators
have been presented. In general, reweighting is not a Btfaig/ard and free-of-risk procedure, and

reaching a final recommendation would require more studiese we summarise a few key points that
should be kept in mind when setting up a reweighting procedur
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First of all, in general it is always recommended to resdadetdtal cross section of fully inclusive
MC samples obtained via different techniques, LO+PS, NL®#Ratching, and so on, to the best avail-
able prediction, at NNLO, fixed order, or resummed. For déffgial distributions a general strategy is, of
course, not available, and reweighting should be congidesise by case and observable by observable.

An observable that has a key role in the acceptance deterarirend therefore in exclusion limits
is the transverse-momentum distribution of the Higgs. Riw ¢bservable the best predictions are those
provided by the KT code. It is therefore natural to suggest to reweight alinessédrom NLO+PS
generators to the &T distributions. Our recommendation, in this case, is toeigit at the level of
showered eventsyithout hadronisation and underlying event. This is especiallydrtgnt in the very-
low-pr region, where non-perturbative effects are sizeable. Owet proceed in this way, since@d
does not include these non-perturbative effects. Thuseigiing the full-hadron-level Monte Carlo
output to HQT may lead to washing out small-transverse-momentum efféwit are determined by
hadronisation and the underlying events.

In the following discussion, we refer to the Higgs spectrum obtained with the NLO+PS gen-
erator by switching off hadronisation and underlying ewvesthe “shower distribution”. The same dis-
tribution obtained with the full NLO+PS generator, inclodihadronisation and underlying event, as
“hadron distribution”. These definitions work for any NLO$Bcheme, MC@NLO, or POWHEG. In
the POWHEG case, however, one can also compute the higasing what is stored in the LHEF
common block, before showering. We will call this “POWHE&#I distribution”.

An appropriate reweighting strategy can be the followinigstrof all, one determines a reweight-
ing function as the ratio of the &iT distribution to the shower distribution. When generatvents, one
should then apply the reweighting function evaluated atrén@sverse momentum of the Higgs, as deter-
mined at the end of the shower development, before hadt@risand underlying events are introduced.
The event is then hadronised, and the underlying event iscadthepr of the Higgs will be modified
at this stage, especially at smalt. This procedure can only be applied if the shower-level wiutp
available on an event-by-event basis. This may be the cageedbrtran version of HERWIG, but it
is not certainly the case of PYTHIA, with the underlying etzeharacterised by multiparton interaction
interleaved with the shower development.

An alternative reweighting procedure may be applied in t@BAMHEG case, where the Higgs
transverse-momentum distribution is available also ajptiméon level, before the shower. It is usually
observed that the effect of the shower on this distribut®muite mild. One then should determine
a reweighting function to be applied as a function of the Higgnsverse momentum determined at
the parton level, such that the transverse-momentum laisoh of the Higgs after full shower (but
before hadronisation) matches the one computed withi Ht may be possible to achieve this by an
iterative procedure: one takes the ratio of the shower gpacbver the parton-level spectrum as the
initial reweighting function. One then generates eveniisguthis reweighting function, applied however
to the Higgs transverse momentum at the parton level. THisead to a residual mismatch of the shower
spectrum with respect to thedT spectrum, which can be used to multiplicatively correetrbweighting
function. One keeps iterating the procedure, until cormecg is reached. Events are then generated at
the full hadron level, and reweighted on the basis of thestrarse momentum at the POWHEG level.

No studies on the implementation ofgHl reweighting according to the above guidelines have
been performed for this report, and this topic requireshrstudies.

If the reweighting factor is nearly constant, the reweigtprocedure is considerably simplified,
since a nearly constant factor can be applied safely as &daraf the Higgspr at the hadron level. We
have noticed here that, with non-default value of pararseROWHEG and MC @NLO approach better
the HQT result. It is thus advisable to use this settings befoengiting to reweight the distributions.

One simple reweighting option is to use the NLO+PS genesataith the best settings discussed
above, and reweight by a constant factor, to match the NNloSscsection. In this way, ®T is only
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used to make a preferred choice of parameter settings inltke+RS generator. A conservative way to
estimate the error band, in this case, would be to use the WSDscale variation band, multiplied by
the ratio of the NNLO cross section over the NLO+PS crosd@eetvaluated at the central value of the
scales.

The preferred settings are summarised as follows. In the NNC@ case, we recommend to use
the reference factorisation and renormalisation scal@lequ\/y rather thanm. In POWHEG, we
recommend using th&* /R separation, with thgowheg. input variablehfact set equal ta\/y/1.2.
For the scale variation, we recommend to vagyand. independently by a factor @fabove and below
the reference scale, with the constrairit < g /pr < 2.

4.6 Guidelines to estimate non-perturbative uncertaintie

In this section we propose a mechanism to evaluate the ingbacin-perturbative uncertainties related
to hadronisation and underlying event modelling. In thet,pae former typically has been treated by
comparing RTHIA and HERWIG results, and analysing, bin by bin, the effect of the diffiiefieagmen-
tation (i.e., parton showering) and hadronisation schenegontrast the latter often is dealt with by
merely comparing a handful of different tunes of the samegaum, typically RTHIA. Especially the
latter seems to be a fairly unsystematic way, in particulaenvtaking into account that various tunes
rely on very different input data, and some of the traditidnaes still in use did not even include LHC
results (and typically they therefore fail to describe theaary well). We therefore propose the following
scheme which essentially relies on systematic variatiomsral a single tune, with a single PDF:

— In order to quantify hadronisation uncertainties withimadel, use two different tune variations
around the central one, defined by producing one chargeitlpamore or less at LEP. The dif-
ference between different physics assumptions enterimdpdldronisation model (i.e., cluster vs.
Lund string hadronisation), but tuned to the same datdnstilds to be tested, of course, by run-
ning these modétd.

— For the model- and tune-intrinsic uncertainties of theaulythg-event simulation we propose to
systematically vary the activity, number of charged pdticand their summed transverse mo-
mentum, in the transverse region. There are basically twewhdoing it, one is by increasing
or decreasing the respective plateaud @ (this has been done in the study here); alternatively,
one could obtain tune variations which increase or decrimmsgettiness” of the underlying event.
Effectively this amounts to changing the shape of the varaxtivities in the transverse region.

While we appreciate that this way of obtaining systematicentainties is somewhat cumbersome at the
moment, we would like to stress that with the advent of modening tools such as Rivet-Professor
[186], this is a perfectly straightforward and controlledgedure.

At this point it should also be noted that usually differeBtH2 lead to different tunes for the un-
derlying event. Therefore, in order to obtain a meaning$tinegate of uncertainties related to observables
which are susceptible to the underlying event, it is impurta also retune its modelling accordingly.
Just changing the PDF but keeping the underlying event ngadaimeters constant will typically lead to
overestimated uncertainties. In a similar fashion, theaictpf the strong coupling constant may lead to
the necessity of a retune. This has recently been integsivetussed in Ref,_[187], a similar discussion
for the NLO+PS tools discussed here is still mis@ng

¥ In SHERPAthis can be achieved even on top of S@mneparton showering by contrasting a native cluster hadrtinisa
model with the Lund string of PTHIA, made available through an interface. Of course, both nsdule been tuned to the
same LEP data.

%In SHERPAthis never was an issue, as the strong coupling used thratigi®code is consistently given by the PDF.
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4.7 Higgs production via gluon fusion: finite-mass effectd

Current implementations in NLO+PS codes of Higgs producpeocess via gluon fusion[ [1230, 132,
[157188] are based on matrix elements evaluated in the Hiffgstive theory (ET), i.e. in a theory
where the heavy-quark loop(s) are shrunk to effective aesti In several cases the user is given the
possibility of rescaling the total cross section by a norsadion factor, defined as the ratio between the
exact Born contribution where the full dependence on theatogh bottom masses is kept into account
and the Born contribution evaluated in the ET. While the E® igery good approximation for light
SM Higgs, fixed-order computations have shown that it faslsHeavier Higgs masses, at large Higgs
transverse momentum and for a BSM Higgs with enhanced cmsptob quarks.

Very recently, progress to include finite-mass effects feentachieved on two different fronts:
matched predictions for Higgs production via heavy-quaidpk in the SM and beyond have been ob-
tained [189] and the NLO full-mass-dependent calculatias leen implemented in POWHEIG [190].

4.7.1 Higgs production via gluon fusion with loops via LO+R8erging

In Ref. [189] was presented the first fully exclusive simighatof gluon-fusion inclusive Higgs produc-
tion based on the (leading-order) exact one-loop matrisnetdgs forH + 0, 1, 2 partons, matched to
PYTHIA parton showers using multiple merging schemes implementbtad GRAPH 5 [191].

In order to take into account the full kinematic dependenicéhe heavy-quark loop in Higgs
production, the full one-loop amplitudes for all possibiégrocesses contributing b+ 0, 1, 2 partons
have been calculated. To gain in speed and efficiency (tHeati@n of multi-parton loop amplitudes
is, in general, computationally quite expensive) a methasl iieen devised to map the integrand in a
quick (though approximate) way and to limit the evaluatibtoops to a small number of points. Parton-
level events foH + 0, 1, 2 partons are generated viaAd GRAPH/MADEVENT in the ET, with scale
choices optimised for the subsequent merging procedurfer&passing them to the PS program, events
are reweighted by the ratio of full one-loop amplitudes over ET onesy = |[Mpoop|?/|MEer|?.
The reweighted parton-level events are unweighted, pa$sedgh FrTHIA and matched using the
kr-MLM or the showerkr scheme. Event samples are finally normalised to referenceON&toss
sections. The reweighting method does not make any appabximand with large enough statistics is
exactly equivalent to the integration of the phase spackeofitll one-loop amplitudes.

Representative results for SM Higgs and-philic Higgs at the LHC atr TeV are shown in
Figured 3638 Jets are defined via thealgorithm with resolution parameter setfb= 1. Jets are
required to satisfyn,| < 4.5 andp} > 30 GeV. For sake of simplicity, we adopt Yukawa couplings
corresponding to the pole masses, i.e., for the top quark 173 GeV and for the bottom-quark mass
myp, = 4.6 GeV. Other quark masses are neglected. Throughout ouraiidey we adopt the CTEQ6L1
parton distribution functions (PDF$) [192] with the coregess renormalisation and factorisation scales

HPr = fp = M? = \/(pg)Q + MZ. For the merging performed in MoGRAPH/MADEVENT, the
kp-MLM scheme is chosen, withME = 30 GeV andQ’®! = 50 GeV.

min

In Figure[36 we show the Higgsr distribution for Standard Model Higgs gluon—gluon fusion
production at the LHC with\/;; = 140 GeV in a range opr relevant for experimental analysis. We
compare matched results in the ET theory and in the full th@ad®OP) with Py THIA with 2 — 2 matrix
element corrections. We also include the predictions frieenanalytic computation at NNLO+NNLL as
obtained by )T [193/194]. The curves are all normalised to the NNLO+NNIlrkgictions. The three
Monte Carlo based predictions agree very well in all the shoange ofpr, suggesting that for this
observable, higher-multiplicity matrix-element coriens (starting from2 — 3) and loop effects are
not important. This is the case also for jat distributions (not shown) in the same kinematical range.

In Figured 3637, the Higgs and jet distributions are shown for Standard Model Higgs gluon—

183, Alwall, Q. Li and F. Maltoni.
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Fig. 36: SM Higgsp distributions forM = 140 GeV andMy = 500 GeV in gluon-fusion production atTeV
LHC. In the upper plot results in the ET and with full loop dagence (LOOP) are compared over a large range
of pr values to the default YPrHIA implementation, which accounts f@r— 2 matrix-element corrections. In
the lower plot the lowpr range is compared to the NNLO+NNLL results as obtained kyHL93/194]. Curves
normalised to the NNLO total cross sections see Ref.|[189].
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Fig. 37: Jetpr distributions for associated jets in gluon-fusion produtodf My = 140 GeV andMy = 500 GeV
Higgs bosons &t TeV LHC. Plots from Ref.[[189].

gluon fusion production at the TeV LHC with My = 140 and500 GeV. Monte Carlo based results
agree well with each other. As expected, loop effects showftaering of the Higgsr, but only at
quite highpt. We also see that the heavier the Higgs, the more importantharloop effects. This
is expected, since the heavy Higgs boson can probe the déht&mcture of the top-quark loop already
at smallpp. The jetpr distributions do confirm the overall picture and again iaticloop effects to
become relevant only for rather high values of the The agreement with the NNLO+NNLL predictions
at smallpt for both Higgs masses it is quite remarkable. Key distridmgi such as ther of the Higgs,
do agree remarkably well with the best available predistidar example NNLO+NNLL at small Higgs
pr, and offer improved and easy-to-use predictions for otlegr dbservables such as the jet rates and
distributions. In addition, for heavy Higgs masses anddagdpr, loop effects, even though marginal
for phenomenology, can also be taken into account in the s@m@ach, if needed.

In Figure[38, thep¥ distributions for gluon—gluon fusion production at thdeV LHC of ab-
philic Higgs with My = 140 GeV are shown. For the sake of illustration, we define a sfiegdli
scenario where the Higgs coupling to the top quark is setrtmared study the Higgs and jet distributions
relative to a “largetan 5" scenario with bottom-quark loops dominating. Note thatdmnplicity we
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Fig. 38: b-philic Higgs pr distribution a the Tevatron and the LHC wifily; = 140 GeV. Results in the ET
approximation (red curve) and with full loop dependenceén) are shown. Spectrum of Higgs producedhia
fusion in the five-flavour scheme is also shown. All samplesaatrix-element matched with up to two partons in
the final state. Curves normalised to the corresponding NIit&) cross sections see Réf. [189].

keep the same normalisation as in the Standard Modelyi.£v/2 = my, /v with my, = 4.6 GeV, as the
corresponding cross sections in enhanced scenarios casibhe@tained by rescaling. In thephilic
Higgs production, the particle running in the loop is nearlgissless, and there is no regionjify; or

pr Where an effective description is valid. This also means ahparton-shower generator alone has
no possibility of correctly describing the effects of jetli@ion, and genuine loop matrix elements plus
a matched description are needed for achieving reliablelations. For ab-philic Higgs the largest
production cross section does not come from loop inducednglusion, but from tree-levéib fusion.
We have therefore included also this production mechaniskigure[38. The corresponding histogram
is obtained by merging tree-level matrix elements ¥br- 0, 1,2 partons (with ahbb vertex) in the
five-flavour scheme to the parton shower. This provides a tampnd consistent event simulation of
inclusive Higgs production in &-philic (or largetan 5) scenario.

4.7.2 Finite-quark-mass effects in the gluon-fusion prae=in POWHE®T

Ref. [190] presented an upgraded version of the code thawslto compute the gluon-fusion cross
section in the SM and in the MSSM. The SM simulation is baserhatrix elements evaluated retaining
the exact top and bottom mass dependence at NLO QCD and NLOEMMSSM simulation is based
on matrix elements in which the exact dependence on the massguarks, squarks, and the Higgs
boson has been retained in the LO amplitude, in the one-l@gyams with real-parton emission and in
the two-loop diagrams with quarks and gluons, whereas theajmation of vanishing Higgs mass has
been employed in the two-loop diagrams involving supengaist The leading NLO EW effects have
also been included in the evaluation of the matrix elemeRessults obtained with this new version of
POWHEG are presented in the SM and in the MSSM sections oRgport.

The code provides a complete description of on-shell Higoslyction, including NLO QCD
corrections matched with a QCD parton shower and NLO EW ctiams. In the examples discussed in
Ref. [190], the combination POWHEG+PYTHIA has been congdeln the MSSM case, the relevant
parameters of the MSSM Lagrangian can be passed to the @deSuisy Les Houches Accord spectrum
file.

The code is available from the authors upon request. A relethe code that includes all the

E. Bagnaschi, G. Degrassi, P. Slavich and A. Vicini.
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Higgs decay channels is in preparation.

4.8 Scale and PDF uncertainties in MC@NLO

Computations of (differential) cross sections in hadr@@fbn collisions are affected by uncertainties
due to, from the one hand, the unperfected knowledge of peteamin the calculations, both perturbative
and non-perturbative nature, and on the other hand duertcation errors, i.e. to unknown higher-order
terms in the perturbative expansiondn. Among all such uncertainties, scale and PDF ones do have a
special status: their variations are typically associatét the purely theoretical uncertainty affecting
observable predictions. It is customary to estimate thecttion uncertainty by using the dependence
on renormalisation/(z) and factorisation () scales. The reason is that such dependence also arises
because the computation of the cross section is performgdaa given order, and therefore is thought
to give an rough estimate of the possible impact of the unkntsms. PDF uncertainties, on the other
hand, are evaluated following the directions of the variBl¥ groups (see Sectibh 3) and it amounts
to calculating the cross section multiple times on a wefirike ensemble of such functions. There is,
however, something else that make such uncertaintiesad@exd particularly important in complex and
therefore time expensive NLO computations: the bulk of tiJGost of NLO computations can be
rendered independent of scales and PDFs, as opposed to agpans in the case of other parameters,
e.g. particle masses. Short-distance cross sections camitten as linear combinations of scale- and
PDF-dependent terms, with coefficients independent of bottles and PDFs; it is thus possible to
compute such coefficients once and for all, and to combinm thiea later stage with different scales
and PDFs at essentially zero cost from the CPU viewpoint. drbeial point is that this is not only
the feature of the parton-level LO and NLO cross sectionsalso of those performed in the context
of MC@NLO. This implies that from the conceptual point ofwithe same procedure for determining
scale and PDF uncertainties can be adopted in MC@NLO as ibaged Monte Carlo simulation. This
method is automatic, process independent, and being noVerngmted inAMCATNLO [168], it can
provide scale and PDF uncertainties for an arbitrary psces

In practice parton-level events in the LHE format, soft aaddh are generated as usual through
AMCATNLO for a central choice of scales and PDF. After that the Wisigorresponding to different
PDF sets and arbitrary scale choices (that can be decidée loxgéer) are determined and stored in ordered
arrays associated to each event record. For any obserdiined with events after showering and
hadronisation and possibly detector simulation, one cke‘flentral” histogram with the central weights
and as many “variation” histograms corresponding to thermtteights. This procedure very closely
reproduces what is normally done for pure parton-level Nb@putations and should be considered the
equivalent one in the context of NLO+PS.

4.9 On-going debates and open issues

We summarise here an issue that has recently been reopaendiddiassion. Since this has only quite
recently emerged, the present summary is a snapshot ofatus sif the discussion at the time of com-
pletion of this Report; we anticipate a rapid evolution ia tbllowing months.

The debate mainly concerns the origin of the large discreparbetween results for the large-
transverse-momentum tail of the Higgs-bogandistribution obtained with MC@NLO and POWHEG
methods, but it also addresses differences observed iapidity spectrum of the jet in Higgs production.

One view for an explanation of these discrepancies has beeslaped in Refs[[132,172]. In
the following, this explanation will be called thd¢-factor effect” and it can be summarised as follows:
NLO+PS generators produce two kinds of events that are méngieir output:S (for shower) andf
(for finite) events. The real-emission cross section is dgmsed into these two types of events. In the
specific case ofg — H the real emission cross sectiéhis essentially given by theg — Hg cross
section, and thegq and qq channels can be neglected. This cross section is decompgskdiows:
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Fig. 39: lllustration of the difference in the Higgsr distribution computed at fixed ordef with respect to its
generation using the shower algorithm.

R = R* + Rf. While Rf has a finite integral, and thus yields a finite contributiorthe real cross
section,R? is divergent, and its contribution is well defined only wheiitably combined with the (also
divergent) virtual cross section. The shower algorithnfgrets this combination, accounting only for
leading logarithmic corrections (i.e. without includiniy IMLO corrections.). The distribution of events
generated fronR?® using the shower algorithm is altered with respect to thalfomeler one, as shown in
Figure[39. The divergence at — 0 of R® is turned into a smooth, bell-shaped curve, characterthieg
so—called Sudakov region. The basic shower algorithm ils that the integral of this distribution equals
the Born cross section. In contrast, tRé contribution can be generated with no particular problems,
since it is finite.

When promoting the shower algorithm to the NLO level, one tmeske sure that the full output
yields an NLO accurate cross section. A contribution to theONcross section comes from thef
term, but also modifications of thB* term are needed. These moadifications induce a change in the
transverse-momentum spectrum generated bfp #agents, that amounts roughly to an overall factor

(NLO) _ _F
k=2__""9 (15)

o(LO) ’
so that summing th8 andFF integrals of the transverse-momentum spectrum yieldsotia¢ NLO cross
section.

In MC@NLO, theR* contribution corresponds to the shower Monte Carlo appnaiion to the
real-emission cross section. In POWHERS, = R by default, although, as we have seen earlier, other
choices are possible. According to Refs. [132/172], it & Ahfactor of Eq. [Ib) that determines the
larger highpr tail of the Higgs spectrum to be higher in POWHEG than in MC@W\lsince in the
former R/ = 0, and K is in front of the whole distribution. On the other hand, in MMLO, the
K-factor is only in front of theR® contribution, that dominates the regionsef below M, while R/
dominates at larger. Since theK-factor in Higgs production is particularly large, thisesft is more
evident here than in other processes.

We observe that th& -factor effect amounts to a correction @f o) to the tail of the transverse-
momentum distribution, which here is computed at orgferin the POWHEG BOX implementation of
Higgs production, the partitio® = R* + R/ can be tuned by setting an input paramehesf Eq. (12),
and thus the same large variation in the transverse-mometaitican be observed within the POWHEG
framework alone.

A discording view is expressed in Réf, [159], which we willeeto as “phase-space effect”. In this
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recent publication, a new MC@NLO-inspired implementaiiothe SHERPA framework is introduced,
with an R*® contribution that is a tunable function of one parameteiieday [179]. This parameted
controls the phase space available for radiation, suchcdthat 1 corresponds to the full phase space
available, and smaller values correspond to restrictedgpbpaces. It should be stressed here that this
parameter does not directly translate into a scale witha cédation to transverse momenta. By varying
this parameter, not only the phase space available to theastibn terms — the Catani—Seymour dipoles
— but also the phase space availableSfervents in the parton shower can be varied. This is becauke int
SHERPAiImMplementation, the same kernels are employed for bothatiin and showering, while in the
original MC@NLO implementations this is not the case. Thbegphase space for soft events is directly
obtained from the parton shower, and typically related tdescof the order of the factorisation scale.
The variation in $IERPA, in contrast, does not exhibit this feature, which themfoltimately results

in large, unphysical variations in the tail of the transeensomentum distribution within theHERPA
implementation of MC@NLO. However, this lead the authorfef. [159] to argue that the dominant
mechanism of large deviations is not thefactor, as claimed in Refs, [132,172], but the additional
phase space beyond the factorisation scale. Accordingetaukthors of Ref[[159], this phase-space
effect manifests itself in a distortion of the Sudakov foracetbr, affectingS and, to a lesser extert,
events.

Phrasing it slightly differently, forv = 1, the phase space for radiation in tReevents allows
the generation of transverse momenta up to the order of tiitable hadronic energy. This is also the
case for the default POWHEG implementation without the tamlthl dampening factor of Ed._(1L4). It
can be argued that, in addition to the in-principle uncdtatbte higher-order terms introduced@ta?)
through the above discussédifactor, also largéog?(Shaq /p%) arise toall orders in perturbation theory
— instead of terms Iikdaog2(u§/p%) present in standard resummation implemented, e.g.d?ﬁ@ Itis
argued that if thex parameter is set to values smaller thara maximump for S events p7®(«), is
introduced. Thus, thivg?(Shaq/p%) terms become in fact of ordésg? (pT®?(a)/p%). Values ofa
such thap/[®{(«) becomes of the order of the Higgs mass are thus justified, iaidi differential cross
sections that reproduce the NLO results for lapgeand that also get rid of the undesired effects in the
rapidity distribution of the radiated jet in the48RPA implementation of the MC@NLO algorithm. Too
small values ofv yield a transverse-momentum distribution that approatiiefxed order one, implying
that a negative dip must arise at It in thep distribution, in order for the total cross section to remain
finite and independent af.

Let us note in passing that in this framework, the notoriapdrdthe rapidity difference of Higgs
boson and hardest jet can also be reproduced, for some @lued he authors of Refl [159] argue that
this hints at the dip originating from unaccessible zoneth@phase space férevents, which are not
fully recovered by events.

'8 Note that for LHC energies, the ratiy.a/ s is of the same order of magnitude @/ Adcp (for pr ~ 100 GeV).
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5 The gluon-fusion proces@

In the first volume of this Handbook, the status of the inelesiross section for Higgs production in
gluon fusion was summarised [7]. Corrections arising fraghér-order QCD, electroweak effects, as
well as contributions beyond the commonly used effectivasty approximation were analysed. Un-
certainties arising from missing terms in the perturbaéi¥xpansion, as well as imprecise knowledge of
parton distribution functions, were estimated to rangenfapproximatelyl 5% to 20%, with the precise
value depending on the Higgs-boson mass.

Our goal in this second volume is to extend the previous stfdye gluon-fusion mechanism
to include differential cross sections. The motivation $orch investigations is clear; experimental
analyses must impose cuts on the final state in order to &xtracsignal from background. A pre-
cise determination of the corresponding signal acceptaneeded. Hopefully, it is computed to the
same order in the perturbative expansion as the inclusivgsection. Possible large logarithms that
can occur when cuts are imposed should be identified andatiectr In the case of Higgs production
through gluon fusion, numerous tools exist to perform aipeetheoretical calculation of the accep-
tance. The fully differential Higgs cross section to nedaext-to-leading order (NNLO) in QCD is
available in two parton-level Monte Carlo simulation codeEHIP [195[196] and HNNLO[173,197].
The Higgs transverse-momentum spectrum has been studibchesit-to-leading order (NLO) accu-
racy [198£200], and supplemented with next-to-next-emieg logarithmic (NNLL) resummation of
smallpr logarithms [1938, 194, 201]. Other calculations and progrdan studying Higgs production
in the gluon-fusion channel are available, as discussenligfimout this section. All of these results are
actively used by the experimental community.

We aim in this section to discuss several issues that aris@ wtudying differential results in the
gluon-fusion channel which are relevant to LHC phenomegpld short summary of the contents of
this section is presented below.

— The amplitude for Higgs production through gluon fusiowgibhe at one loop. An exact NNLO
calculation of the cross section would therefore requireudtiracale, three-loop calculation. In-
stead, an effective-field-theory approach is utilised chlig valid for relatively light Higgs masses.
The validity of this effective-theory approach has beemesively studied for the inclusive cross
section, and was reviewed in the first volume of this Handbf@@k However, the accuracy of
the effective-theory approach must also be establishediiftarential distributions. For exam-
ple, finite-top-mass corrections of orderl! /m.)? can appear beyond the effective theory. It is
also clear that bottom-quark mass effects on Higgs diftexkdistributions cannot be accurately
modeled within the effective theory. These issues are figatsd in Sectiof 5]1 of this report. A
distortion of up taO(10%) of the Higgs transverse-momentum spectrum is possiblesitoth-p
region, due to the bottom effects in case of a light Higgs)evini the highp region the finite top
mass can induce an even larger modification of the shape digtréution [190].

— The composition of the background to Higgs production umogl fusion, followed by the decay
H — WTW~, differs dramatically depending on how many jets are olexttogether with the
Higgs in the final state. In the zero-jet bin, the dominantkigasund comes from continuum
production of W W ™. In the 1- and 2-jet bins, top-quark pair production becotagge. The op-
timisation of the experimental analysis therefore utdisesplit into different jet-multiplicity bins.
Such a split induces large logarithms associated with tti@ oathe Higgs mass over the defining
pr of the jet. The most natural method of evaluating the théaktincertainty in the zero-jet
bin, that of performing naive scale variations, leads to allnestimated uncertainty than the
error on the inclusive cross section [173,202-+204]. Thigcates a possible cancellation between
logarithms of theyr cut and the large corrections to the Higgs cross sectionaguadential under-

%M. Grazzini, F. Petriello (eds.); E.A. Bagnaschi, A. Banfi,d® Florian, G. Degrassi, G. Ferrera, G. P. Salam, P. Slavich
I. W. Stewart, F. Stoeckli, F. J. Tackmann, D. Tommasini, &iM, W. J. Waalewijn and G. Zanderighi.
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estimate of the theoretical uncertainty. An improved piipon for estimating the perturbative
uncertainty in the exclusive jet bins is discussed in Sadfi@. Evidence is given that the can-
cellation suggested above does indeed occur, and that teetaimty in the zero-jet bin is in fact
nearly twice as large as the estimated error of the inclugioss section. Further evidence for the
accidental cancellation between large Sudakov logaridomiscorrections to the total cross section
is given in Sectioi 513, where it is shown that different priggions for treating the uncontrolled
O(a?) corrections to the zero-jet event fraction lead to widelgyirey predictions at the LHC.

— A significant hindrance in our modeling of the cross sectioaxclusive jet bins is our inability
to directly resum the large logarithms mentioned abovetelts we must obtain insight into the
all-orders structure of the jet-vetoed cross section usdtaged observables. An example of such
a quantity is the Higgs transverse-momentum spectrum. ugir® (o) it is identical to the jet-
vetoed cross section, since at this order the Higgs can enbjilragainst a single parton whose
matches that of the Higgs. The large logarithms which ariserwthe Higgs transverse momentum
becomes small can be resummed. Sedtioh 5.4 presents a resutomputation of ther spec-
trum at full NNLL accuracy matched to the NLO result valid atgepr, which is implemented
in an updated version of the codeQM [194]. Although the large logarithmic terms that are re-
summed are not the same appearing in the jet-bin cross sgctictudy of the uncertainties of the
shapeof the resummeg spectrum may help to quantify those uncertainties. Anotheable
used to gain insight into the effect of a jet veto is beam thrwkich is equivalent to a rapidity-
weighted version of the standard varialile. The resummation of beam thruist [205,206], and the
reweighting of the Monte Carlo program MC@NLO to the NNLL+N® prediction for beam
thrust in order to gain insight into how well the jet-vetogdss section is predicted by currently
used programs, is described in Secfiod 5.5.

Unlike the first volume of this report, no explicit numbere given for use in experimental studies. The
possible distributions of interest in the myriad studiedfqrened at the LHC are too diverse to compile
here. Our goal is to identify and discuss the relevant isthesarise, and to give prescriptions for their
solution. We must also stress that such prescriptions areetdn stone, and are subject to change if
theoretical advances occur. For example, if an exact NNUGution of the Higgs cross section with

the full dependence on the quark masses becomes availalilee fet-vetoed Higgs cross section is
directly resummed, these new results must be incorporatedtie relevant experimental investigations.

5.1 Finite-quark-mass effects in the SM gluon-fusion procgs inPOWH E]
5.1.1 Introduction

The description of the gluon-fusion process can be appratad) in many cases, by an effective theory
(ET) obtained by taking the limit of infinite mass for the topagk running in the lowest-order loop that
couples the Higgs to the gluons, and neglecting all the ajbark flavors. This limit greatly simplifies
many calculations, reducing the number of loops that have toonsidered by one. On the other hand it
is important, when possible, to check whether the effechadxact treatment of the quark contributions
is significant compared to the actual size of the theoretinakrtainty.

The validity of the ET approach has been carefully analypedhfe total cross section. The latter
receives very large NLO QCD corrections, which have beenpeted first in the ET[[65, 207] and
then retaining the exact dependence on the masses of thesghat run in the loops [66, 208=211].
The NLO results computed in the ET and then rescaled by thet é&ading-order (LO) result with full
dependence on the top- and bottom-quark masses provideripties accurate at the few-per-cent level
for My < 2m;. The deviation foRm; < My < 1 TeV does not exceed tH®% level. The NNLO QCD
corrections to the total cross section are still large ane lieeen computed in the ET [212-214]. The
finite-top-mass effects at NNLO QCD have been studied in f2i$--218] and found to be small. The

2 A. Bagnaschi, G. Degrassi, P. Slavich and A. Vicini.
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resummation to all orders of soft-gluon radiation up to NNINNLO has been studied in Ref. [219],
within the ET, and including the exact dependence of the ez the top and bottom quarks up to
NLL+NLO in Refs. [7[220]. The leading third-order (NNNLO)QD terms have been discussed in the
ET [221]. The role of electroweak (EW) corrections has basaussed in Refd. [24,26-129,222,223] and
found to be, for a light Higgs, of the same order of magnitusi¢he QCD theoretical uncertainty. The
impact of mixed QCD—EW corrections has been discussed inN[BR&f]. The residual uncertainty on the
total cross section depends mainly on the uncomputed hilder QCD effects and on the uncertainties
that affect the parton distribution functions of the prof@nl12[180].

The Higgs differential distributions have been studied BL® QCD in the ET, first in the region
in which the Higgr is non-vanishingmszﬂ)@, and then with proper treatment of the = 0 con-
tribution [195+197]. The NLO QCD results including the eixdependence on the top and bottom-quark
masses were first included in the code HIGLU based on Ref. [B&jre recently, the same calcula-
tion was repeated in Ref$, [225—-227]. The latter discuss&l.® QCD the role of the bottom quark,
for light Higgs-boson masses. A description of the Higg$edintial distributions, in the ET, including
transverse-momentum resummation up to NNLL and matchinglt® and NNLO QCD results has
been provided in Refs [228, 229] and [201], respectivahy has been implemented in the codesk
BOS. The Higgs transverse-momentum distribution, in the E@luiding full NNLO QCD results and
matched at NNLL QCD with the resummation of soft-gluon eioiss, has been presented in Ref. [193]
and is implemented in the codecdH. The latter allows for a quite accurate estimate of theypbative
uncertainty on this distribution, which turns out to be af tirder of+10% for light Higgs and for Higgs
transverse momentupil < 100 GeV [194].

The shower Monte Carlo (SMC) codes matching NLO QCD resuilts @CD Parton Shower (PS)
[116/132] consider the gluon-fusion process only in the@&cently, a step towards the inclusion of the
finite-quark-mass effects in PS was taken in Ref. [189], wiparton-level events for Higgs production
accompanied by zero, one, or two partons are generated vaittixnelements obtained in the ET and
then, before being passed to the PS, they are re-weightdeklgitio of the full one-loop amplitudes over
the ET ones. This procedure is equivalent to generatingtedirectly with the full one-loop amplitudes,
yet it is much faster.

In Ref. [190] the implementation in the POWHEG framewark3 226 156] of the NLO QCD
matrix elements for the gluon fusion, including the exagpatelence on the top- and bottom-quark
masses, has been presented. We discuss here the effecerfthidéreatment of the quark masses on the
Higgs transverse-momentum distribution, comparing tiselts of the old POWHEG release, obtained
in the ET, with those of this new implementation [190]. Intmarar, we consider here the matching of
POWHEG with the PYTHIA[[18B] PS.

5.1.2 Quark mass effects in theOWHE Gframework

In this section we briefly discuss the implementation of thg-fusion Higgs production process in the
POWHEG BOX framework, following closely Ref. [1B2]. We fixemotation keeping the discussion
at a general level, and refer to Réf, [190] for a detailed digsan and for the explicit expressions of the
matrix elements. The generation of the hardest emissiaornis th POWHEG according to the following
formula:

. o i R (31,2,
do = B((I)l) dq)l {A (‘I’l,p$m) + A ((I)hpT) W d(brad}
1

+ Z qu (i)la (I)rad) di)ldq)rad . (16)
q

Z1These computations provide an NLO QCD calculation of thegsligr spectrum.
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Fig. 40: Ratio, for different values of the SM Higgs-boson mass, efribrmalised Higgs transverse-momentum
distribution computed with exact top- and bottom-mass ddpace over the one obtained in the ET. Left: ratio of
the NLO QCD predictions. Right: ratio of the POWHEG+PY THI£egictions.

In the equation above the variablés = (M2, Y') denote the invariant mass squared and the rapidity of
the Higgs boson, which describe the kinematics of the Bom, (lowest-order) procesg; — ¢. The
variables®,, 4 describe the kinematics of the additional final-state pairiche real emission processes.
The factorB(®;) in Eq. (I8) is related to the total cross section computedL# kh QCD. It contains
the value of the differential cross section, including readl virtual radiative corrections, for a given
configuration of the Born final-state variables, integradedr the radiation variables. The integral of
this quantity ond®,, without acceptance cuts, yields the total cross sectighisinesponsible for the
correct NLO QCD normalisation of the result. The terms witburly brackets in Eq[{16) describe the
real emission spectrum of an extra parton: the first termeiptbbability of not emitting any parton with
transverse momentum larger than a cuggff®, while the second term is the probability of not emitting
any parton with transverse momentum larger than a givereyaluimes the probability of emitting a
parton with transverse momentum equapto The sum of the two terms fully describes the probability
of having either zero or one additional parton in the finatestalhe probability of non-emission of a
parton with transverse momentuky larger thanpr is obtained using the POWHEG Sudakov form

factor (7 )
= R (I)la <I)rad

A(P = — [ dPrpq————"20(kT — , 17
(®1,p1) eXP{ / T B (@) (kr pT)} (17)

where the Born squared matrix element is indicated$, ) and the squared matrix element for the real
emission of an additional parton can be written, considgtire subprocesseg — ¢g andgq — ¢q,
as

R((I)hq)rad) - qu CI)17 rad + Z gq q)lv rad) + ng((I)lv (I)rad)] . (18)

Finally, the last term in Eq[{16) describes the effect ofdhe— ¢g channel, which has been kept apart
in the generation of the first hard emission, because it doe&atorise into the Born cross section times
an emission factor.

The NLO QCD matrix elements used in this implementation Hasen computed in Refs. [2/10,
[211]. We compared the numerical results for the distrimgtiith those of the codesHIPro [208],
finding good agreement. We also checked that, in the casdgliteHiggs and considering only the top
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contribution, the ET provides a very good approximatiorhef éxact result for small values of the Higgs
transverse momentupd!, and only when!! > m, does a significant discrepancy appear, due to the fact
that the internal structure of the top-quark loop is reswlve

In order to appreciate the importance of the exact treatrofetite quark masses, we compare in
Figure[40 the normalised distributions computed with thecexop- and bottom-mass dependence with
the corresponding distributions obtained in the ET. Thenadised distributions are defined dividing
each distribution by the corresponding total cross sectiid allow a comparison of the shape of the
distributions. In the left panel of Figufe 40 we plot the oatf the normalisegh! distributions (exact
over ET) computed using the real radiation matrix elememasenter in the NLO QCD calculation, for
different values of the Higgs masa/{; = 125, 165, 500 GeV). The plot shows that, for a light Higgs,
the bottom-quark contribution induces posité&10%) corrections in the intermediaté range. On
the other hand, for a heavy Higgs, the bottom-quark corttahus negligible, while the exact treatment
of the top-quark contribution tends to enhance the disiobuat smallp?! and significantly reduce it at
largepi! (where in any case the cross section is small).

The matching of the NLO QCD results with a QCD PS is obtainedgigig the basic POWHEG
formula, Eq.[(IB), for the first hard emission, and then byt in the PS any emission with a virtuality
larger than the one of the first emission. The use of the exattixmelements in EqL(16), and in
particular in the POWHEG Sudakov form factor, EqJ(17), hasrgortant impact on the'! distribution
when compared with the distribution obtained in the ET. édjeone should observe that the POWHEG
Sudakov form factor is a process-dependent quantity. Fdvengransverse momentup, in the
exponent we find the integral of the ratio of the full squareatnr elements?/ B over all the transverse
momentak larger tharpr.

The results of the matching of POWHEG with the PYTHIA PS atestrated in the right
plot of Figure[40, where we show the ratio of the normaliggddistribution computed with exact
top- and bottom-mass dependence over the corresponditripution computed in the ET, for the
same values of\/; as in the left plot. We shall first discuss the case of a lighiagdiboson, with
My = 125 GeV. For smalp!!, the Sudakov form factor with exact top- and bottom-quarlssrdepen-
denceA(t + b, exact) is smaller than the corresponding factbft, co) with only top in the ET, because
we have that?(t + b, exact)/B(t + b, exact) > R(t,00)/B(t,00). The inequality holds for two rea-
sons:i) thepl! distribution is proportional to the squared real matrixnedet 2 and, forpll < 200 GeV,
R(t+ b, exact) > R(t,00), as has been discussed in Refs. [190}[225, 22)7fhe bottom quark reduces
the LO cross section, with respect to the case with only tpegteark in the ET[[66]. Thus, for small
p the Sudakov form factor suppresses thedistribution by almosti0% with respect to the results
obtained in the ET. Since the emission probability is alsgpprtional to the ratia?/ B, as can be read
from Eq. [I6), starting fronp!! ~ 30 GeV this factor prevails over the Sudakov factor, and th&ieis
bution with exact dependence on the quark masses becorges than the one in the ET by slightly
more thanl0% — as already observed at NLO QCD in the left plot. We remark ttha effects due to
the exact treatment of the masses of the top and bottom qilpgke of the same order of magnitude
as the QCD perturbative theoretical uncertainty estimafi¢ii HQT andii) have a non-trivial shape for
different values opll. If added to the KT prediction, these effects would modify in a non-trivialywa
the prediction of the central value of the distribution.

A different behaviour is found in the case of a heavy Higgohosvith My = 500 GeV, because
the bottom quark plays a negligible role. At NLO QCD only tlepquark mass effects are relevant,
at largep’], yielding a negative correction. In turn, the Sudakov foantdr, evaluated for smat!,
is larger than in the ET (in fadk(t 4 b, exact)/B(t + b,exact) < R(t,00)/B(t,00)), yielding what
we would call a Sudakov enhancement. Also in this casejregaiiom pil ~ 70 GeV the effect of the
emission probability factoR /B prevails over the effect of the Sudakov form factor, leadimgegative
corrections with respect to the ET case.
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5.1.3 Summary

An improved release of the code for Higgs-boson productiogliion fusion in the POWHEG frame-
work has been prepared [190], including the complete NLO @@irix elements with exact dependence
on the top- and bottom-quark masses. This code allows aifoillation of the process, matching the
NLO results with the SMC PYTHIA.

The quark-mass effects on the total cross section and onitjgs apidity distribution are at the
level of a few per cent. On the other hand, the bottom-quarkritmtion is especially relevant in the
study of the transverse-momentum distribution of a lighgd4i boson. Indeed, the bottom contribution
enhances the real emission amplitude with respect to thé tdgained in the ET. The outcome is a non-
trivial distortion of the shape of the Higgs transverse-reatam distribution, at the level @ (10%) of
the result obtained in the ET. These effects are comparalileetpresent estimates of the perturbative
QCD theoretical uncertainty (see Secfion 5.4).

5.2 Perturbative uncertainties in exclusive jet bing?
5.2.1 Overview

In this section we discuss the evaluation of perturbatig@t uncertainties in predictions for exclusive
jet cross sections, which have a particular number of jethénfinal state. This is relevant for mea-
surements where the data are divided into exclusive jet bimg is usually done when the background
composition strongly depends on the number of jets, or whemverall sensitivity can be increased by
optimizing the analysis for the individual jet bins. Themary example is thel — WW analysis, which

is performed separately in exclusi9get, 1-jet, and2-jet channels. Other examples are vector-boson fu-
sion analyses, which are typically performed in the exuti8ijet channel, boosteH — bb analyses
that include a veto on additional jets, as welllis— 1t andH — yy which benefit from improved
sensitivity when the Higgs recoils against a jet. When thasueements are performed in exclusive jet
bins, the perturbative uncertainties in the theoreticajmtions must also be evaluated separately for
each individual jet bin[203]. When combining channels vdiffierent jet multiplicities, the correlations
between the theoretical uncertainties can be significaghtnaust be taken into accoumnt [204]. We will
use the notatiory for an exclusiveN-jet cross section (with exactly jets), and the notation

for aninclusive N-jet cross section (withV or more jets). Three possible methods for evaluating the
uncertainties in exclusive jet cross sections are:

A) “Direct Exclusive Scale Variation”. Here the uncerta@st are evaluated by directly varying the
renormalisation and factorisation scales in the fixed+opdedictions for each exclusive jet cross
sectiono . The results are taken &80% correlated, such that when adding the exclusive jet cross
sections one recovers the scale variation in the total Gestson.

B) “Combined Inclusive Scale Variation”, as proposed in.H204]. Here, the perturbative uncer-
tainties in the inclusiveV-jet cross sectionsy> v, are treated as the primary uncertainties that
can be evaluated by scale variations in fixed-order pertiorfbdheory. These uncertainties are
treated as uncorrelated for differeM. The exclusiveN-jet cross sections are obtained using
oN = o>N — 0>N+1. The uncertainties and correlations follow from standardrepropagation,
including the appropriate anticorrelations betweep ando .1 related to the division into jet
bins.

C) “Uncertainties from Resummation with Reweighting.” Resned calculations for exclusive jet
cross sections can provide uncertainty estimates thaw allte to simultaneously include both
types of correlated and anticorrelated uncertainties asethods A and B. The magnitude of the
uncertainties may also be reduced from the resummationrge lagarithms.

22| W. Stewart and F. J. Tackmann.
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Method B avoids a potential underestimate of the unceréairin individual jet bins due to strong can-

cellations that can potentially take place in method A. Apliei demonstration that different treatments
of the uncontrolled higher-orde?(a?) terms in method A can lead to very different LHC predictions
is given in Sectiol 5]13. Method B produces realistic pesdtivie uncertainties for exclusive jet cross
sections when using fixed-order predictions for variousesses. It is the main topic of this section,
which follows Ref.[[204]. In method C one can utilise higleder resummed predictions for the exclu-
sive jet cross sections, which allow one to obtain improvetral values and further refined uncertainty
estimates. This is discussed in Secfiod 5.5. The uncegsifrom method B are more consistent with
the information one gains about jet-binning effects fronmgsesummation.

For method B the theoretical motivation from the basic stmecof the perturbative series is out-
lined in Sectior 5.2]2. An implementation for the examplahaf 0-jet and1-jet bins is given in Sec-
tion [5.2.3. If theory predictions are required for irrechlei backgrounds in jet bins, then the same
method should be used to evaluate the perturbative unciegifor e.g., in the case &f — WW, the
qq — WW andgg — WW direct production channels.

Note that here we are only discussing the theoretical usicgigs due to unknown higher-order
perturbative corrections, which are commonly estimateédguscale variation. Parametric uncertainties,
such as PDF andg uncertainties, must be treated appropriately as commaresfor all investigated
channels.

5.2.2 Theoretical motivation

To start, we consider the simplest example of dividing thaltoross sectiong a1, iNt0 anexclusive
0-jet bin, oo (p°"*), and the remainingnclusive(> 1)-jet bin, o>1 (p™*),

P do do
Ttotal = / dp — + / dp — = oo(p™) + o1 (p°"). (19)
0 P

Herep denotes the kinematic variable which is used to divide ugtbss section into jet bins. A typical
example isp = p!*, defined by the largestr of any jet in the event, such thap (pS™*) only contains
events with jets havingr < p$'", ando>;(pS™*) contains events with at least one jet with > p$'.
The definition ofoy may also include dependence on rapidity, such as only cersiljets within the
rapidity ranggniet| < neut,

The phase-space restriction definingchanges its perturbative structure compared to thafof;
and in general gives rise to an additional perturbative tacgy which we denote byA..;. This can be
thought of as an uncertainty related to large logarithmséf, or more generally as an uncertainty asso-
ciated to computing a less inclusive cross section, whithasretically more challenging. In E¢.{19)
both oy ando>, depend on the phase-space @itf, and by construction this dependence cancels in
oo + o>1. Hence, the additional uncertaindy..,, induced byp°"* must bel00% anticorrelated between
oo(p™) and o>1(p°"*), such that it cancels in their sum. For example, using a Govee matrix to
model the uncertainties and correlations, the contributioA.,,; to the covariance matrix fofog, o>}
must be of the form A2 A2

— cut cut
Com = <—Agut Agut > . (20)
The questions then are: (1) How can we estimatg; in a simple way, and (2) how is the perturbative
uncertaintyA.a1 Of 01011 related to the uncertainties of, ando>;? To answer these questions, we
discuss the perturbative structure of the cross sectiom®ne detail.

By restricting the cross section to thget region, one restricts the collinear initial-stateiggion
from the colliding hard partons as well as the overall safiation in the event. This restriction on addi-
tional emissions leads to the appearance of Sudakov daggeithms of the fornL? = In%(p°"t/Q) at
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each order in perturbation theory, whépes the hard scale of the process. For Higgs production from
gluon fusion,@ = My, and the leading double logarithms appearin@ét) are

3 cut
on(p) = op (1~ = 2 Bt ) (21)

whereo is the Born (tree-level) cross section.

The total cross section only depends on the hard sQalelhich means by choosing the scale
>~ @, the fixed-order expansion does not contain large logadtand has the struct

Ototal = OB [1 + a5+ Oég + O(Oég’)] . (22)

As usual, varying the scale ing (and the PDFs) one obtains an estimate of the size of thengissi
higher-order terms in this series, corresponding\tg,.;.

The inclusivel-jet cross section has the perturbative structure

o>1(p™) ~oplag(L* + L+ 1)+ a2(L* + L* + L? + L+ 1) + O(a3L)] , (23)
where the logarithmg = In(p°"* /Q). Forp®" < @ these logarithms can get large enough to overcome
the o suppression. In the limit,L? ~ 1, the fixed-order perturbative expansion breaks down and
the logarithmic terms must be resummed to all ordersgitio obtain a meaningful result. For typical
experimental values qf°"t fixed-order perturbation theory can still be considered,tbe logarithms
cause large corrections at each order and dominate thes.sdriés means varying the scale dn in

Eq. (23) tracks the size of the large logarithms and theeeddiows one to get an estimate of the size of
missing higher-order terms caused y*, which corresponds to the uncertaimy.,;. Therefore, we
can approximaté\ ., = A, whereA>, is obtained from the scale variation feg ;.

The exclusive)-jet cross section is equal to the difference between EG8.a2d [2B), and so has
the schematic structure

cut ) cut )

UO(P = Ototal — 021(1?

~ op{[1+as+ a2 + 0(af)] - [ag(LP+ L+1) + a2(L'+ L+ L2+ L+ 1) + 0(aZL°)] }
(24)

In this difference, the large positive correctionssig, partly cancel against the large negative logarith-
mic corrections inr>;. For example, a®(as) there is a value oL for which theay terms in Eq.[(Z24)
cancel exactly. At thig" the NLO 0-jet cross section has vanishing scale dependence andas equ
to the LO cross sectiongy(p"*) = op. Due to this cancellation, a standard use of scale variation
oo(p°™*) does not actually probe the size of the large logarithmstlaumslis not suitable to estimafe. ;.

This issue impacts the uncertainties in the experimentalgvant region fopct.

For example, forgg — H (with /s = 7 TeV, My = 165 GeV, uy = pur = My/2), one
finds [173[195-197]

Tiotal = (3.32Db)[1 + 9.5 a5 + 3502 + O(a?)]
os1 (P > 30 GeV, || < 3.0) = (3.32pb)[4.7 a5 + 26 a2 + O(ad)] . (25)

In oyota1 ONE can see the impact of the well-known ladgefactors. (Using insteagy = pr = My
the a; anda? coefficients inoy..; increase ta 1l and65.) In o1, one can see the impact of the large

ZBThese expressions for the perturbative series are scheriag convolution with the parton distribution functiom(Fs)
and p-dependent logarithms enter in the coefficients of the sevidaich are not displayed. (The single logarithms related t
the PDF evolution are not the logarithms we are most intedeistdiscussing.)
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Fig. 41: Fixed-order perturbative uncertainties fgr — H + 0 jets at NLO and NNLO. On the left, the uncertain-
ties are obtained from the direct exclusive scale varidtion (p§'*) betweery = My /4 andp = My (method
A). On the right, the uncertainties are obtained by indepatig evaluating the inclusive scale uncertainties in
Ttotal @Ndo>1(p°"*) and combining them in quadrature (method B). The plots &entérom Ref.[204].

logarithms on the perturbative series. Taking their déffexe to get, one observes a sizeable numerical
cancellation between the two series at each ordet.in

SinceA.,t and A1 are by definition uncorrelated, by associatifg,, = A>; we are effec-
tively treating the perturbative series for.., ando>; as independent with uncorrelated perturbative
uncertainties. That is, considerifgota, o>1}, the covariance matrix is diagonal,

A%otaul 0
(B a2,) (26)

whereAq,; andA>; are evaluated by separate scale variations in the fixed-prddictions foroy¢a)
ando>1. This is consistent, since for smafl** the two series have very different structures. In particula
there is no reason to believe that the same cancellatiomg will persist at every order in perturbation
theory at a giverp®"*. It follows that the perturbative uncertainty &y = oot — 0>1 IS given by
A2+ A2, and the resulting covariance matrix fofg, 051} is

A2 + A2 A2
C = >1 total > 1> ) 27
( —A%, AL &7

The A, contributions here are equivalent to Hq.1(20) with,; = A>;. Note also that all 0f\,)
occurs in the uncertainty fary. This is reasonable from the point of view thgtstarts at the same order
in ag aSo.ta @and contains the same leading virtual corrections.

The limit Aqyy = A>; that Eq. [(2¥) is based on is of course not exact. However, ribeeding
arguments show that it is a more reasonable starting paoamt tising a common scale variation for
the different jet bins as in method A, since the latter dodsaeoount for the additionai“** induced
uncertainties. These two methods of evaluating the peativdbuncertainties are contrasted in Fidurke 41
for gg — H + 0 jets at NLO (light gray) and NNLO (dark gray) as a functiong§f* (using u =
My /2 for the central scale choice). The left panel shows the taicgies from method A obtained
from a direct scale variation by a factor of twodg(p$*). For small values ofS™* the cancellations
that take place iy (p“") cause the error bands to shrink and eventually vanigi'at~ 25 GeV,
where there is an almost exact cancellation between theeviessin Eq.[(24). In contrast, in the right
panel the uncertainties are obtained using the above m&trxydcombining the independent inclusive
uncertainties to obtain the exclusive uncertainhyf = A2 + AZ,. For large values op$® this

total >
reproduces the direct exclusive scale variation, siﬂgf(pcut) becomes small. On the other hand, for
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Fig. 42: Same as Figufle 21 but for thgjet fraction fo (p$*) = o0 (p$") /T total-

small values of$** the uncertainties estimated in this way are more realisgcause they explicitly
estimate the uncertainties due to the large logarithmicectipns. The features of this plot are quite
generic. In particular, the same pattern of uncertainiebserved for the Tevatron, when usjng- My

as our central scale (with = 2My andp = My /2 for the range of scale variation), whether or not
we only look at jets at central rapidities, or when consiagithe exclusive -jet cross section. We also
note that using independent variations fqr and i, does not change this picture, in particular the
variation for fixeduy is quite small. In Figuré&42 we again compare the two methiadisnow for the
event fractionfo(p$™) = o0(p$™")/crotal- At large pS* the curves approach unity, and the uncertainty
asymptotically vanishes. At smalf** the uncertainties irfy are quite small with method A. In method
B the uncertainties are more realistic, and there is nowrgfgignt overlap between the bands at NLO
and NNLO.

The generalisation of the above discussion to more jetsewatal jet bins is straightforward. For
the V-jet bin we replaceriota) — o>n, 00 — on, ando>; — o>n41, and take the appropriates.
If the perturbative series far- - exhibits largen corrections due to its logarithmic series or otherwise,
then the presence of a different series of large logaritmms v will again lead to cancellations when
we consider the differencey = o>y — o>n41. Hence,A> v will again give a better estimate for
the extraA., type uncertainty that arises from separatingy into o ando> 1. Plots for thel-jet
bin for Higgs production from gluon fusion can be found in H2b4].

5.2.3 Example implementation foH + 0 Jet andH + 1 jet channels

To illustrate the implications for a concrete example wesider the)-jet and1-jet bins together with the
remaining(> 2)-jet bin. By construction only neighboring jet bins are etated, so the generalisation
to more jet bins is not any more complicated. We denote tlad itotlusive cross section by, and
the inclusivel-jet and2-jet cross sections by~; ando>,. Their respective absolute uncertainties are
Atotal, A>1, A9, and their relative uncertainties are given&fy= A;/o;. The exclusive)-jet cross
section,oy, and1-jet cross sectionyy, satisfy the relations

00 = Ototal — O>1 5 O] =0>1—0>2, Ttotal = 00 + 01 + 0>2. (28)

Experimentally it is convenient to work with the exclusiyget and1-jet fractions defined as

fo=—2 — (29)

, .
Ototal Ototal

Treating the inclusive uncertaintieS,,.;, A>1, A>2 as uncorrelated, the covariance matrix for
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the three quantitie§ootal, 00, 01} IS given by

Agotal 5 A%otal 02
C= Atotad Atotad + A_l _Azl : (30)
0 A%, AL+ AL,

The relative uncertainties and correlations dgrando; directly follow from Eq. [30). Writing them in
terms of the relative quantitieé ando;, one gets

1 1 2
8(00)? = =02 .1+ (——1) 62,
( 0) f(] total (fO ) >1
2 1—f022 1—f0_ 22
2 —1/2
plov ) = |14 520 = 2|
total
P(O'lyo-total) = 0,
52 1 —1/2 52 f 97 —1/2
— _ |1 4 Ztotal ey —, . 31
ploo,o1) {+ 2, (1—fo)] [*5%1< %) (D)

Alternatively, we can usé€oi.ta1, fo, f1} @s the three independent quantities. Their relative uaiceies
and correlations following from Ed.(B0) are then

5(f0)2 = <i - 1) (51:20tal + 5%1) s

Jo
S(f1)? =62, + (Tfo> 02, + (1 flfo _ 1>25§2,

5% -1/2
p(f070'total) = [1 + 52 - ] ’

total

o 5total
p(f1, Ototal) = —5(f1) ’
1-— fo& i _ 5t20ta1
p(fo, f1) = ( + n 5t20tal> (fo 1> 6(fo)o(f1) 2

The basic steps of the analysis are the same irrespectite stdtistical model:

1. Independently evaluate the inclusive perturbative dat@iesd;.1, 0>1, d>2 by appropriate scale
variations in the available fixed-order calculations.

2. Consider thé; uncorrelated and use Egk.128) [orl(29) to propagate thenthietancertainties of
00,1 Or fo1.

For example, when using log-likelihoods, the independecettaintiesi;q.i, 0>1, d>2 are implemented
via three independent nuisance parameters.

In Step 1,9t Can be taken from the NNLO perturbative uncertainty in thst fifellow Re-
port [7], while §>; is evaluated at relative NLO ardd » at relative LO using any of HNNLQO [173,187],
FEHIP [195[196], or MCFMI[[23D]. For the central scales = ur = My /2 should be used to be
consistent withr., from Ref. [7]. Numericallyo>; also exhibits better convergence with this choice
for the central scale. Note that., is defined by inverting the cut on the second jetjrand is not inde-
pendent of ovota1, 00, 01} ItS per-cent uncertaintyso naturally enters because of the theory correlation
model and for this purpose it should be taken at LO. Also rudédt>, is different from the2-jet bin, 0.
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If o9 is included one extends the matrix by an extra row/columd,wses as input that the uncertainties
iN 0total, 051, 02, 0>3 are independent.

Whenos, is used in the analysis with additional vector-boson fusiots, one can determine the
uncertainties with the appropriate., at NLO ando>3 at LO from MCFM [230]. To combine thes
with additional vector-boson-fusion cuts with thget and1-jet gluon-fusion bins, one treats the VBF
uncertainty as uncorrelated with those from gluon fusiow assigns 400% correlation between the
perturbative uncertainties of the two different gluonidurso s that appear in these computations.

Step 2 above also requires values fgrand f; as input. In the experimental analyses, the central
values forf, and f; effectively come from a full Monte Carlo simulation. By onlging relative quan-
tities, the different overall normalisations in the fixedter calculation and the Monte Carlo drop out.
However, the values fofy and f; obtained from the fixed-order calculation can still be quiiferent
from those in the Monte Carlo, because the fixed-order egutbrporate NNLQy corrections, while
the Monte Carlo includes some resummation as well as deteffexts. A priori the values foyf ;
obtained either way could be used as input for the unceytaadtulation in Step 2. One can cross check
that the two choices lead to similar results for the final utzdeties.

It is useful to illustrate this with a numerical example esponding to Figure 41, for which we
take p"* = 30 GeV andn™ = 3.0. For My = 165 GeV, we haveriy, = (8.76 + 0.80) pb,
o>1 = (3.10 £ 0.61) pb, ando>2 = (0.73 £ 0.42) pb, corresponding to the relative uncertainties
Stotal = 9.1%, 0>1 = 19.9%, andd>2 = 57%. Using these as inputs in EG.{31) we find for the exclusive
jet cross sectiong(og) = 18%, d(c1) = 31% with correlations coefficientp(cg, oiotal) = 0.79,
p(o1,0t0ta1) = 0, @andp(og, 01) = —0.50. We see thaty ando; have a substantial negative correlation
because of the jet bin boundary they share. For the exclysivieactions using Eq[(32) we obtain
3(fo) = 12% andd(f1) = 33% with correlationsp( fo, ototal) = 0.42, p(f1,0t0ta1) = —0.28, and
p(fo, f1) = —0.84. The presence af;,. in the denominator of th¢;’s yields a nonzero anticorrelation
for f1 ando.a, and a decreased correlation ffyy and o1 COmpared targ andoyo. IN contrast
to these results, in method A one considers the direct seaiation in the exclusivey ; as in the left
panel of Figurd_ 41. Due to the cancellations between thaugietive series, this approach leads to
unrealistically small uncertainties (with the above irgptlioy) = 3.2% andd(o1) = 8.3%), which is
reflected in the pinching of the bands in the left plot in Fejdd.

As a final remark, we note that strictly speaking, it is somawhconsistent to use the relative
uncertainties forfy ; from fixed order and apply them to the Monte Carlo predictiforsf; ;. A more
sophisticated treatment would be to first correct the measents for detector effects to truth-level using
Monte Carlo. In the second step, the corrected measureraknatsand oy (with truth-level cuts) can
be directly compared to the available calculations, takirig account the theoretical uncertainties as
described above. This also automatically makes a cleamat@pabetween experimental and theoretical
uncertainties. Given the importance and impact of the jettien cuts, this is very desirable. It would
both strengthen the robustness of the extracted expeiienits and validate the theoretical description
of the jet selection.

5.3 Perturbative uncertainties in jet-veto efficiencid&d
In this section we continue our discussion of perturbativeeutainties in predictions for exclusive cross
sections, concentrating on the 0-jet cross section, quurelng to having a Higgs and no jets with a
transverse momentum above a giy§H.

We examine here the question of the theoretical uncertaintye prediction of the jet-veto effi-
ciency. In particular, we consider the ambiguity that ariseits calculation from a ratio of two cross
sections that are both known at next-to-next-to-leadirtpio(NNLO).

In the following, oo(p$**) will denote the O-jet cross section as a function of the rgtdverse-

24, Banfi, G. P. Salam and G. Zanderighi.
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momentum threshold$"™, whilst ot Will denote the Higgs total cross section, without any jebvét

is also useful to consider the ratio of these cross sectj@fs}") = oo(P™) /T tota, Which is commonly
referred to as the jet-veto efficiency, or the 0-jet fractisnn Sectiof 5]2. Knowledge of this efficiency,
and its uncertainty, is important in interpreting measunexts on the Higgs cross section in the 0-jet
bin as a limit on the total Higgs production cross section.

Both o (p") andoy.ta have a fixed-order perturbative expansion of the form

oo = of (P + o () + o () + . (33a)
Jtotal:U(0)+U(1)+J()+"" (33b)

where the superscriptdenotes the fact that the given contribution to the crossmers proportional to
! relative to the Born cross section (of ordef in the present case). Since no jets are present at the

Born level we haver(o)( aty = (0,

The state-of-the-art of fixed-order QCD predictions is NNIL®. the calculation of(p$**) and
Ototal With tools like FEHP [196] and HNNLOI[[178].

There is little ambiguity in the definition of the fixed-ordesults for the total and jet-vetoed cross
sections, with the only freedom being, as usual, in the éof¢he renormalisation and the factorisation
scale. However, given the expressionsogfand oot at @ given perturbative order, there is some
additional freedom in the way one computes the jet-vetoieffey. For instance, at NNLO the efficiency
can be defined as ) ot W) ot 2 o

foa(cut)EUO(cu)+J (Cu)_|_0.0(%‘u).
0'(0) + g'( ) + 0'(2)
This option is the most widely used and may appear at first sighe the most natural, insofar as one
keeps as many terms as possible both in the numerator anchiteator. It corresponds to method A of
evaluating the uncertainty in the fraction of events in@ket bin defined in Section 5.2.1.

(34)

However, other prescriptions are possible. For instarineeshe zeroth-order term g (p$"*) is
equal tol, one can argue that it is really only- fy(p$") that has a non-trivial perturbative series, given
by the ratio of the inclusive 1-jet cross section abp{&, a’l\'JLeCt’ (p$'), to the total cross section, where

AR ) = o) + 0@ — (o (") + o7 (1)) - (35)

Insofar as the 1-jet cross section is known only to NLO, inrtgkhe ratio to the total cross section one
should also use NLO for the latter, so that an alternativegigtion reads

NLO/, cut
®)/ cuty Ul -jet (pT )
fO (pT ) - (0) + 0_(1) . (36)

Finally, another motivated expression for the jet-vetocedficy is just the fixed-order expansion up to
O(a?) of Eq. [33), which can be expressed in terms of the LO and Nlc@igive jet cross sections above
pit as follows

), cut 1N IJ_E? (p CTut) o) LO (, cut
fO (pT ) =1- (0) + ( (0))2 ljet(pT ) (37)

Prescriptions (a), (b), and (c) differ by terms of relativeler o2 with respect to the Born level, i.e.
NNNLO. Therefore, the size of the differences between theawiay to estimate the associated theoret-
ical uncertainty that goes beyond the usual variation desca

Let us see how these three prescriptions fare in practichdrcase of interest, namely Higgs
production at the LHC with 7 TeV centre-of-mass energy. WeMSTW2008NNLO parton distribution
functions [107] (even for LO and NLO predictions) with(Mz) = 0.11707 and three-loop running.
Furthermore, we use the large: approximation. We choose a Higgs massl¢f GeV, and default
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Fig. 43: Jet-veto efficiency for Higgs (left) and Z-boson producijoght) using three different prescriptions for the
NNLO expansion, see Eq§.(34), (36).1(37). The bands arénglatdby varying renormalisation and factorisation
scales independently around the central valfie/2 (M /2) by a factor of two up and down (with the constraint
% < ur/pe < 2). NNLO predictions are obtained by suitably combining tb&lk cross sections obtained with
HNNLO [173] (DYNNLO [231]) with the 1-jet cross sectian.jei(p5**) computed with MCFMI[[232].

renormalisation and factorisation scalesidf;/2. We cluster partons into jets using the ahti-jet
algorithm [175%] with R = 0.5, which is the default jet definition for CMS. Switching #® = 0.4,
as used by ATLAS, has a negligible impact relative to the sizthe uncertainties. We include jets
up to infinite rapidity, but have checked that the effect ofpidity cut of4.5/5, corresponding to the
ATLAS/CMS acceptances, is also much smaller than otherrtainges discussed here.

The corresponding results for the jet-veto efficienciesr @eide range of values gf{"* /My
are shown in Figure_43 (left). Each of the three prescrigtins. [[34),[(36)[(37) is presented together
with an associated uncertainty band corresponding to agpertlent variation of renormalisation and
factorisation scaled/y1/4 < pg,pur < My (with the constraint% < pr/pr < 2). The solid red
vertical line corresponds to a reference jet vet@ @My ~ 29 GeV, which is in the ballpark of the
value used by ATLAS and CMS to split the cross section in Q-afd 2-jet binsZ5 GeV and30 GeV,
respectively). Several features can be observed: firbtiythiree schemes lead to substantially different
predictions for the jet-veto efficiency, spanning a rangenfabout 0.50 to 0.85 at the reference jet-veto
value. Furthermore, the uncertainty bands from the diffesehemes barely overlap, indicating that
scale uncertainties alone are a poor indicator of true taiogies here. Finally the uncertainty bands’
widths are themselves quite different from one scheme todixe

The above features are all caused by the poor convergenke pétturbative series. In particular,
it seems that two classes of effects are at play here. FifstlyS'* < My, there are large Sudakov
logarithmsa? In?" (p$" /My ). These are the terms responsible for the drop in veto effigianlowp$'
and the lack of a resummation of these terms to all ordersmresible for the unphysical increase in veto
efficiency seen at very lowS$" (resummations of related observables are discussed ifIRdf[206]).
The second class of effects stems from the fact that thedaiab section has a very large NLO/LKO>
factor, ~ 2, with substantial corrections also at NNLO (see Table 12k jet-veto efficiency is closely
connected to the 1-jet rate, for which the NNLO correctioresrat currently known. It is conceivable
that they could be as large, in relative terms, as the NNL@ections to the total cross section and our
different schemes for calculating the perturbative efficieeffectively take that uncertainty into account.

The reader may wonder whether it is really possible to atteibthe differences between schemes
to the poor convergence of the total cross section. One-cluessk of this statement is to examine the jet-
veto efficiency for Z-boson production, where, with a cdrdgrale choicg: = My /2, NLO corrections
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LO NLO NNLO
Hlpb] 3.94%5%; 853715 105107
Z[nb] 22.847390  28.679%  28.6707

Table 12: Cross sections for Higgs and Z-boson production in 7 Ppe¥collisions, at various orders in pertur-
bation theory. The central value corresponds to the deaaley, = p, = Mu/2 (Mz/2), the error denotes
the scale variation when, andy, are varied independently by a factor two around the cenatiey with the
constraintg < in/ e < 2.

to the total cross section are ab@it%, and the NNLO ones are a couple of per cent (see Table 12).
The results for the jet-veto efficiency are shown in Figur€rigtht). While overall uncertainties remain
non-negligible (presumably due to large Sudakov logar#ffirthe three expansion schemes do indeed
give almost identical results fqi5'* /My = 0.2. This supports our interpretation that the poor total-
cross-section convergence is a culprit in causing therdifiees between the three schemes in the Higgs
case.

To conclude, in determining the jet-veto efficiency for Higaroduction, one should be aware that
fixed-order predictions depend significantly on the preéise of the perturbative expansion used to
calculate the efficiency, Eq$.(34)), (36), brl(37). This utaiaty is not reflected in the scale dependence
of the predictions, which is likely due to the accidental @atations between physically unrelated large
Sudakov effects and large total-cross-section corresfioat are discussed in Section]5.2 and Ref.][204].

5.4 The Higgspr spectrum and its uncertaintie3
5.4.1 Introduction

In this section we focus on the transverse-momentpir) §pectrum of the SM Higgs boson. This
observable is of direct importance in the experimentalcdeaA good knowledge of ther spectrum
can help to define strategies to improve the statisticalifsignce. When studying ther distribution

of the Higgs boson in QCD perturbation theory it is conventerdistinguish two regions of transverse
momenta. In the larger region pr ~ My), where the transverse momentum is of the order of the
Higgs-boson masa/y, perturbative QCD calculations based on the truncatioh@perturbative series
at a fixed order inxs are theoretically justified. In this region, the spectrum is known up to leading
order (LO) [233] with the full dependence of the masses ofttipeand bottom quarks, and up to the
next-to-leading order (NLO) [198-200] in the large- limit.

In the smallpt region pr < Mjy), where the bulk of the events is produced, the convergence
of the fixed-order expansion is spoiled by the presence gélgarithmic termsq” In™ (M2 /p%). To
obtain reliable predictions, these logarithmically-emted terms have to be systematically resummed
to all perturbative orders$ [193,234-244]. It is then impattto consistently match the resummed and
fixed-order calculations at intermediate valueg-pfin order to obtain accurate QCD predictions for the
entire range of transverse momenta.

The resummation of the logarithmically enhanced termsfecadely (approximately) performed
by standard Monte Carlo event generators. In particular@MNLO [116] and POWEGC [123] combine
soft-gluon resummation through the parton shower with @eésult valid at larger, thus achieving a
result with formal NLO accuracy.

The numerical program ®IT [193] implements soft-gluon resummation up to NNLL accyra
[245] combined with fixed-order perturbation theory up to®lin the largepr region [200]. The pro-
gram is used by the Tevatron and LHC experimental collalmmatto reweight therr spectrum of the
Monte Carlo event generators used in the analysis and isahdsect relevance in the Higgs-boson

25D, de Florian, G.Ferrera, M.Grazzini and D.Tommasini.
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search.

The program KT is based on the transverse-momentum resummation formalescribed in
Refs. [193, 2413, 244], which is valid for a generic procesw/lich a high-mass system of non strongly-
interacting particles is produced in hadron—hadron colis.

The phenomenological analysis presented in Ref.][193] bar becently extended in Ref. [194].
In particular, the exact values of the NNLO hard—colIineaefﬁcients?—t%e) Refs. [197.246] and of
the NNLL coefficientA(®) [247] have been implemented. The ensuing calculation opthspectrum
is implemented in the updated version of the numerical co@d ,Hvhich can be downloaded from
Ref. [171].

5.4.2 Transverse-momentum resummation

In this section we briefly recall the main points of the traarse-momentum resummation approach
proposed in Refs| [193,243,244], in the case of a Higgs békproduced by gluon fusion. As recently
pointed out in Ref.[[244], the gluon fusign--resummation formula has a structure different from the
resummation formula foqq annihilation. The difference originates from the collinearrelations that
are a specific feature of the perturbative evolution of doilj hadrons into gluon partonic initial states.
These gluon collinear correlations produce, in the smaltegion, coherent spin correlations between
the helicity states of the initial-state gluons and defiatanuthal-angle correlations between the final-
states particles of the observed high-mass system. Bosie tkiads of correlations have no analogue
for qq annihilation processes in the smaill-region. In the case of Higgs-boson productidhbeing a
scalar particle, the azimuthal correlations vanish angl ghlon spin correlations are present [244].

We consider the inclusive hard-scattering process

p(p1) +p(p2) — H(Mu,pr)+ X, (38)

where the protons with momenga and p, collide to produce the Higgs bosdd of massMy and
transverse momentupr, and.X is an arbitrary and undetected final state.

According to the QCD factorisation theorem the correspogdiansverse-momentum differential
cross sectiodoy /dp% can be written as

doy
dp?F

do 1 ab

dp2 (pT, MH> §; O‘S(M%{,)a M%{v Mi) )
T

1
(pr, Mu, s) = Z/O dzydws fopny (21, 12) fopn, (T2, 117)
a,b

(39)
wherefa/h(x,pg) (a = q,q, g) are the parton densities of the colliding hadromt the factorisation
scalepy, dop qap/dp3 are the perturbative QCD partonic cross sectien@, = z1z9s) is the square of
the hadronic (partonic) centre-of-mass energy, @nd the renormalisation scale.

In the region wherer ~ My, the QCD perturbative series is controlled by a small expans
parameteros(Myr), and fixed-order calculations are theoretically justifidd. this region, the QCD
radiative corrections are known up to NLO [198-200]. In thea-pr region pr < Mjy), the con-
vergence of the fixed-order perturbative expansion is haadpby the presence of large logarithmic
terms,a? In™ (M7 /p%) (with 1 < m < 2n — 1). To obtain reliable predictions these terms have to be
resummed to all orders.

The resummation is addressed at the level of the partongs @ection, which is decomposed as

R A (res.) ~ (fin.
dJH,ab _ dUI(-I,ab dUI(-I,ab) (40)
dp2T deT dp2T

The first term on the right-hand side includes all the lodamitally-enhanced contributions, at smaf,
and has to be evaluated to all ordersnin The second term is free of such contributions and can thus
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be computed at fixed order in the perturbative expansion.ofiectly take into account the kinematic
constraint of transverse-momentum conservation, themestion program has to be carried out in the
impact parameter spade Using the Bessel transformation between the conjugaiablaspr andb,

the resummed componedrﬁgejg can be expressed as
dé (res.)

JH ac N > b P
e (pr, Mu, 8; a(pg), i, 117) :/o db 5 Jo(bpr) Wit (b, My, 8; as (1), o, pg) , - (41)
T

where Jy(x) is theOth-order Bessel function. The resummation structur@)f can be organised in
exponential form considering the Melli’lvi-momentsl/v]% of WH with respect to the variable= M2 /3
at fixed My 24,

Wi (b, Mass s (), i 142) = My (Mur, a(d); M3/, M /153, M3 /Q?)
x exp{Gn (as(up), Li Mi /g, Mit /Q%)} (42)

were we have defined the logarithmic expansion paranieterin(Q?b?/b2), andby = 2 7% (yg =
0.5772... is the Euler number).

The scalg) ~ My, appearing in the right-hand side of Hg.l(42), named resuiomacale([[193],
parameterises the arbitrariness in the resummation puoeedrhe form factoexp{Gy} is universal
and contains all the terms’ L™ with 1 < m < 2n, that are logarithmically divergent as— oo (or,
equivalently,pr — 0). The exponengy can be systematically expanded as

G (0w, L M3 /2, M /Q) = L g (0sL) + g (s Ls M/, M7 /Q?)
Qs (3 nrn—

+ g8 (oL Miy /i, MR /Q7) + O(aZ L") (49)
where the termL g(!) resums the leading logarithmic (LL) contributiong L"+!, the functiongﬁ)
includes the NLL contributions” L™ [242], gﬁ) controls the NNLL termsy? L"~! [245[247], and so
forth. The explicit form of the functiong(®, gﬁ), andgg\?;) can be found in Ref[[193].

The process-dependeritinction ’H% does not depend on the impact paramétand includes
all the perturbative terms that behave as constants -as co. It can thus be expanded in powers of

Qg = as(MQR):
H Qs , H,
Hae (M, i M/, M 123, M / Q) = o3 (e Min) |1+ 2= A (M /a2, M3/ Q?)
A 2 H,
(%) AP (MR ME /R ME/QD + O] L @4)

whereo—g)) (as, My) is the partonic cross section at the Born level. The firstro?d%’(l) [248] and the

second ordeﬁi%’@) [197,246] coefficients in Eq[(44), for the case of Higgsdrogroduction in the
large+n; approximation, are known.

To reduce the impact of unjustified higher-order contritngi in the larges region, the logarith-
mic variableL in Eq. [@2), which diverges fob — 0, is actually replaced by, = In (Q%*b*/b3 + 1)
[193/249]. The variabled and L are equivalent whe)b > 1 (i.e. at small values ofr), but they
lead to a different behaviour of the form factor at small ealofb. An important consequence of this re-
placement is that, after inclusion of the finite componer exactly recover the fixed-order perturbative
value of the total cross section upon integration ofghalistribution ovenpr.

ZFor the sake of simplicity the resummation formulae is writonly for the specific case of the diagonal terms in the flavou
space. In general, the exponential is replaced by an exfiaheratrix with respect to the partonic indices (a detadéestussion
of the general case can be found in Ref. [193]).
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The finite component of the transverse-momentum crossosabﬁ,(fn') (see Eq.[(40)) does not
contain large logarithmic terms in the smadl-region, it can thus be evaluated by truncation of the
perturbative series at a given fixed order.

In summary, to carry out the resummation at NLL+LO accuraeg,need the inclusion of the

functions ¢V, gﬁ), 7—[%’(1), in Egs. [48,44), together with the evaluation of the finitenponent at

LO; the addition of the functiongﬁ) and 7—[%(2), together with the finite component at NLO (i.e. at
relative O(a2)) leads to the NNLL+NLO accuracy. We point out that our besbtietical prediction
(NNLL+NLO) includes thefull NNLO perturbative contribution in the smadk region plus the NLO
correction at larger. In particular, the NNLO result for the total cross sectisexactly recovered upon
integration ovep of the differential cross sectiafvy; /dpt at NNLL+NLO accuracy.

Finally we recall that the resummed form factem {Gy (as(12), L)} has a singular behaviour,
related to the presence of the Landau pole in the QCD runningling, at the values o where
ozs(,u%)z > /By (Bo is the first-order coefficient of the QCP function). To perform the inverse
Bessel transformation with respect to the impact paranbedgarescription is thus necessary. We follow
the regularisation prescription of Refs. [250,251]: thgsiarity is avoided by deforming the integration
contour in the complek space.

5.4.3 Results

The results we are going to present are obtained with an egdetrsion of the numerical codegH
[171]. The new version of this code was improved with respgedhe one used in Ref,_[193]. The
main differences regard the implementation of the exaatevalf the second-order coefficiemé:,’@)
computed in Ref.[[197] and the use of the recently derivedevalf the coefficientA®) [247], which
contributes to NNLL accuracy (the results in Réf. [193] wekeained by using thel® value from
threshold resummation [252]). Detailed results for thespectrum at the Tevatron and the LHC are
presented in Refl_[194]. Here we focus on the uncertainfiésegt spectrum at the LHC.

The calculation is performed strictly in the large- approximation. Effects beyond this approxi-
mation were discussed in Section]5.1.

The hadronigr cross section at NNLL+NLO accuracy is computed by using NNla@on distri-
butions functions (PDFs) with (12 ) evaluated at 3-loop order. We use the MSTW2008 parton desisit
unless otherwise stated.

As discussed in Sectidn 5.4.2, the resummed calculatioardkspon the factorisation and renor-
malisation scales and on the resummation s€al®©ur convention to compute factorisation and renor-
malisation scale uncertainties is to consider independenations ofu, and uy by a factor of two
around the central valugs. = ur = My (i.e. we consider the rangely; /2 < {ur, ur} < 2 Mpy),
with the constraind.5 < ug/ug < 2. Similarly, we follow Ref.[1938] and choose = My /2 as central
value of the resummation scale, considering scale vangiiothe rangé/fy; /4 < Q < My.

We focus on the uncertainties on thermalisedpr spectrum (i.e.]1 /o x do/dpT). As mentioned
in Sectior{5.4.11, the typical procedure of the experimerahborations is to use the information on the
total cross section [7] to rescale the best theoreticaligtieds of Monte Carlo event generators, whereas
the NNLL+NLO result for the spectrum, obtained with the palprogram HT, is used to reweight the
transverse-momentum spectrum of the Higgs boson in thdadion. Such a procedure implies that the
important information provided by the resummed NNLL+NL@spum is not its integral, i.e. the total
cross section, but itshape The sources of uncertainties on the shape of the spectrerasaentially
the same as for the inclusive cross section: the uncertfiioby missing higher-order contributions,
estimated through scale variations, PDF uncertainties tfag uncertainty from the use of the largeg-
approximation, which is discussed in Section 5.1. One #fdit uncertainty in ther spectrum that
needs be considered comes from non-perturbative (NP)effec
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It is known that the transverse-momentum distribution fecéd by NP effects, which become
important aspr becomes small. A customary way of modelling these effects imtroduce an NP
transverse-momentum smearing of the distribution. In @meof resummed calculations in impact-
parameter space, the NP smearing is implemented by mitiipthe b-space perturbative form factor
by an NP form factor. The parameters controlling this NP féactor are typically obtained through a
comparison to data. Since the Higgs boson has not been digzbyet, the way to fix the NP form factor
is somewhat arbitrary. Here we follow the procedure adopteRefs. [193, 194], and we multiply the
resummed form factor in Eq_(41) by a gaussian smea$ing = exp{—gb?}, where the parameteris
taken in the rangeg(= 1.67—5.64 GeV?) suggested by the study of Ref, [253]. The above procedure
can give us some insight on the quantitative impact of theRBeffects on the Higgs-boson spectrum.

In Figure[44 (left panels) we compare the NNLL+NLO shape uadagty as coming from scale
variations (solid lines) to the NP effects (dashed lines) ¥4; = 120 GeV and My = 165 GeV.
Scale variations are performed as follows: we indepengematly 1., 1r and@ in the ranges\fy; /2 <
{pr, g} < 2My and My /4 < Q < My, with the constraint®.5 < pp/pr < 2 and0.5 < Q/ug < 2.
The bands are obtained in practice by normalizing each mpedb unity, and computing the relative
difference with respect to the central normalised prealictobtained with the MSTW2008 NNLO set
(with g = 0). In other words, studying uncertainties on the normaldisttibution allows us to assess
the true uncertainty in the shape of the resummgdpectrum.

We see that, both fak/y = 120 GeV and forMy = 165 GeV, the scale uncertainty ranges from
about+4% atpr ~ 10 GeV to+5% atpr ~ 70 GeV. Aspr increases, the scale uncertainty rapidly
increases. This should not be considered as particulartyyimg, since for large transverse momenta,
the resummed result looses predictivity, and should becepl by the standard fixed-order result. The
impact of NP effects ranges from abd to 20% in the very smallpr region pr < 10 GeV), is about
3—4% for pr ~ 20 GeV, and quickly decreases as increases. We conclude that the uncertainty from
unknown NP effects is smaller than the scale uncertaintg, isrtomparable to the latter only in the
very-smallpt region.

The impact of PDF uncertainties 68% CL on the shape of ther spectrum is studied in Fig-
ures[44 (right panels). By evaluating PDF uncertaintiel WISTW2008 NNLO PDFs we see that the
uncertainty is at the-(1—2)% level. The use of different PDF sets affects not only the hitswalue of
the NNLO cross section (see, e.g., Ref. [254]), but also liagpe of thepr spectrum. The predictions
obtained with NNPDF 2.1 PDFs are in good agreement with tobsgined with the MSTW2008 set,
and the uncertainty bands overlap over a wide range of teissgsymomenta, both fav/y; = 120 GeV
and My = 165 GeV. On the contrary, the prediction obtained with the ABKIMONLO set is softer,
and the uncertainty band does not overlap with the MSTW2@0DRIbThis behaviour is not completely
unexpected: when the Higgs boson is produced at large #eeswnomenta, larger values of Bjorken
x are probed, where the ABKM gluon is smaller than MSTW2008. drtee JR09 band shows a good
compatibility with the MSTW2008 result where the uncertgiis, however, rather large.

5.5 Monte Carlo and resummation for exclusive jet bing]
5.5.1 Overview

In this section we discuss the use of predictions for exeduigt cross sections that involve resummation
for the jet-veto logarithmsln(pc"* /My ), induced by the jet cut parametgit shown in Eq.[(IB) of
Sectiorf5.R. Itis common practice to account forgfig dependence in exclusivé+0 jet cross sections
using Monte Carlo programs such asTifiA, MC@NLO, or POWHEG, which include a resummation
of at least the leading logarithms (LL). One may also imprth&accuracy of spectrum predictions by
reweighting the Monte Carlo to resummed predictions foHlggsqr spectrum (see Sectign b.4), which
starts to differ from the jet-veto spectrum@ta?). The question then remains how to assess theoretical

27| W. Stewart, F. Stockli, F. J. Tackmann and W. J. Waalewijn.
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Fig. 44: Uncertainties in the shape of the spectrum: scale uncertanties compared with NP effectsp@efels);
PDF uncertainties (right panels).

uncertainties, and three methods (A, B, and C) were outiim&ectio{ 5.P.

In this section we consider assessing the perturbativertamties when using resummed predic-
tions for variablegp™ that implement a jet veto, corresponding to method C. An aidgge of using
these resummed predictions with method C is that they comterturbation theory scale parameters
which allow for an evaluation of two components of the theeryor, one which isl00% correlated
with the total cross section (as in method A), and one relatdbe presence of the jet-bin cut which is
anti-correlated between neighboring jet bins (as in me®pdur discussion of the correlation matrix
obtained from method C follows Ref. [204].

We consider two choices for the jet-veto variable, the simw';t variable with a rapidity cut
In| < U (using antik with R = 0.5), and the beam thrust variable [205], which is a rapidityghted

Hyp, defined as
Tem = > [Frale” ™ = " (By — Ipil).- (45)
k k

The sum here is over all objects in the final state except tiggdilecay products, and can in principle
be considered over particles, topo-clusters, or jets wiinall R parameter. We make use of resummed
predictions forH + 0 jets from gluon fusion at next-to-next-to-leading logamitic order with NNLO
fixed-order precision (NNLL+NNLO) from Refi.[206]. The rdsng cross sectiomr,(71) has the jet
veto implemented by a c(f,,, < 75, This cross section contains a resummation of large Idgastat
two orders beyond standard LL parton-shower programs, landrecludes the correct NNLO corrections
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for oo (TEu) for any cut.

A similar resummation for the case pf" is not available. Instead, we use MC@NLO and
reweight it to the resummed predictions Tg,, including uncertainties and then use the reweighted
Monte Carlo sample to obtain cross-section predictionshHerstandard jet vetay (p$™*). We will refer
to this as the reweighted NNLL+NNLO result. Since the Mont&1€ here is only used to provide a
transfer matrix betweefi.,,, andp’<*, and both variables implement a jet veto, one expects that afo
the improvements from the higher-order resummation arsepved by the reweighting. However, we
caution that this is not equivalent to a complete NNLL+NNL&3ult for thep{** spectrum, since the
reweighting may not fully capture effects associated whih ¢hoice of jet algorithm and other effects
that enter at this order fgij"*. The dependence on the Monte Carlo transfer matrix alsodotres an
additional uncertainty, which should be studied and is noluided in our numerical results below. (We
have checked that varying the fixed-order scale in MC@NL@behy = My /4 andu = 2My has a
very small effect on the reweighted results.) The transfetrimis obtained at the parton level, without
hadronisation or underlying event, since we are reweighdipartonic NNLL+NNLO calculation. In all
our results we consistently use MSTW2008 NNLO PDFs.

In Sectiol 5.5 we discuss the determination of perturbatncertainties in the resummed cal-
culations (method C), and compare them with those at NNL@iobt from a direct exclusive scale
variation (method A) and from combined inclusive scale attwh (method B) for bothr(p§'*) and
oo(TE). In Sectior 5.518 we compare the predictions for the O-jetevient fraction at different lev-
els of resummation, comparing results from NNLO, MC@NLGCd déime (reweighted) NNLL+NNLO
analytic results.

5.5.2 Uncertainties and correlations from resummation

The resummed{ + 0O-jet cross section predictions of Ref, [206] follow fromactorisation theorem
for the 0-jet cross sectior [205k(752") = H I, Z,; @ Sfif;, whereH contains hard virtual effects,
the Zs andS describe the veto-restricted collinear and soft radiateomd thefs are standard parton
distributions. Fixed-order perturbation theory is catfr@it at three scales, a hard scalp ~ M7 in

H, and beam and soft scalpg, ~ My TS andp? ~ (75%)% for Z and S, and are then connected
by NNLL renormalisation group evolution that sums the jetevlogarithms, which are encoded in ratios
of these scales. The perturbative uncertainties can besesbby considering two sources: i) an overall
scale variation that simultaneously varfesy, 1.z, 1s} up and down by a factor of two which we denote
by Ao, and i) individual variations of.z or ug that each hold the other two scales fixed [206], whose
envelope we denote by the uncertaidty z. HereA g is dominated by the same sources of uncertainty
as the total cross sectian:.;, and hence should be considerdi)% correlated with its uncertainty
Atotal. The uncertaintyd s is only present due to the jet bin cut, and hence giveg\hg uncertainty
discussed in Sectidn 5.2 that is anti-correlated betwegghbering jet bins.

If we simultaneously consider the cross sectiag, o>} then the full correlation matrix with

method C is
A2 —A2 A2 Ao Ag>
C = SB SB HO 0 _1> : 46
<—A§B A2, ) i <AH0 Amsi Al (46)

whereA =1 = Agotal — Ao €ncodes th@00% correlated component of the uncertainty for {kel)-

jet inclusive cross section. Computing the uncertaintyin, gives backA;.i.. EQ. [46) can be
compared to the corresponding correlation matrix from mwetA, which would correspond to taking
Agp — 0 and obtaining the analog @ ;o by up/down scale variation without resummatiory( =

1B = pg). It can also be compared to method B, which would correspondkingAsg — A>; and
Apg>1 — 0, such thatA g — A¢oral. Using method C captures both of the types of uncertainty tha
appear in methods A and B. Note that the numerical dominaﬁale%% over AgoApg>1 in the 0-jet
region is another way to justify the preference for usinghudtB when given a choice between methods
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Fig. 46: Comparison of uncertainties for the 0-jet bin cross sedboteam thrusf.,, on the left andajTet on the
right. Results are shown at NNLO using methods A and B (diegclusive scale variation and combined inclusive
scale variation as discussed in Secfion 5.2), and for thelNMNINLO resummed result (method C). All curves are
normalised relative to the NNLL+NNLO central value.

A and B. For example, fop' = 30 GeV and|’**| < 5.0 we haveA%, = 0.17 andApoAp>1 =
0.02. From Eq.[(4®) it is straightforward to derive the uncettia and correlations in method C when
considering thé@-jet event fraction{o.ta1, fo}, In place of the jet cross sections. We will discuss results
for fo(pS™*) and fo (75 in Sectiof5.5.13 below.

In Figure[4% we show the uncertaintiés; g (light green) and\ o (medium blue) as a function of
the jet-veto variable, as well as the combined uncertaidtlireg these components in quadrature (dark
orange). From the figure we see that the, dominates at large values where the veto is turned off and
we approach the total cross section, and that the jet-cidrtaioty Agp dominates for the small cut
values that are typical of experimental analyses with Hjggbins. The same pattern is observed in the
left panel which directly uses the NNLL+NNLO predictions ff<ut, and the right panel which shows
the result from reweighting these prediction§" as explained above.

A comparison of the uncertainties for the 0-jet bin crosgisadrom methods A (medium green),
B (light green), and C (dark orange) is shown in Figuré 46, retthe results are normalised to the
highest-order result to better show the relative diffeesnand uncertainties. The NNLO uncertainties in
methods A and B are computed in the manner discussed in 8BCBo The uncertainties in method C

are the combined uncertainties from resummation give{ylzglfHO + A%B in Figure[45. In the left panel
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method A method B method C

500 (pS) 3% 19% 9%
So>1(pSt) 19% 19% 14%
p(Ttotals 00) 1 0.78 0.15

p(Ttotal, 0>1) 1 0 0.65

p(O'(],O'zl) 1 —0.63 —0.65

5 fo(pSF) 6% 13% 9%
6f21(p%ut) 10% 21% 11%
p(Gtotal, fo) -1 0.43 —0.38

P(Utotah le) 1 —0.43 0.38

Table 13: Example of relative uncertaintiésand correlationg obtained for the LHC &t TeV for p$** = 30 GeV
and|’°*| < 5.0. (Method A is shown for illustration only and should not beedgor the reasons discussed in
Sectior5.R.)

we use7 < as jet-veto variable and full results for the NNLO and NNLLNDNO cross sections, while
in the right panel we usgi't as jet-veto variable with the full NNLO and the reweighted INNNNLO
results. One observes that the resummation of the largeefetiogarithms lowers the cross section in
both cases. For cut valugs25 GeV the relative uncertainties in the resummed result amdgtiuction in
the resummed central value compared to NNLO are similarditin [et-veto variables. One can also see
that the NNLO uncertainties from method B are more consistatin the higher-order NNLL+NNLO-
resummed results than those in method A.

From Figuré 46 we observe that the uncertainties in methaatidding resummation (dark orange
bands) are reduced by about a factor of two compared to thosethod B (light green bands). Since
the 0-jet bin plays a crucial role in thH — WW channel for Higgs searches, and these improvements
will also be reflected in uncertainties for thget bin, the improved theoretical precision obtained with
method C has the potential to be quite important.

To appreciate the effects of the different methods on theetaiion matrix we consider as an
example the results fgrf"* = 30 GeV and|7’®*| < 5.0. The inclusive cross sections arg,. =
(8.76 & 0.80) pb at NNLO, ands>; = (3.10 & 0.61) pb at NLO. The relative uncertainties and corre-
lations at these cuts for the three methods are shown in @blerhe numbers for the cross sections
are also translated into the equivalent results for the tefrantions, fo(p$™) = oo(pP™)/0totar @nd
[>1(p5") = 0>1(pF")/ototar. Note that method A should not be used for the reasons distussletail
in Sectior 5.2, which are related to the lack of a contribuimalogous tad\ sz in this method, and the
resulting very small and underestimat&sg. In methods B and C we see, as expected, dhando >
have a substantial anti-correlation due to the jet-bin dawnthey share.

In SectiorL 5.2, method B was discussed{ot,:.1, 00, 01}, where we also account for the jet-bin
boundary between; ando>,. The method C results discussed here so far are relevarttéget-bin
boundary between, ando>;. To also separate-, into al-jet bino; and as>2 one can simply use
method B for this boundary by treatiny-» as uncorrelated with the total uncertaimky ; from method
C. Once it becomes available one can also use a resummedtfmeatith uncertainties for this boundary
with method C.

5.5.3 Comparison of NNLO, MC@NLO, and resummation at NNLLANLO

In this section we compare the results for thgt event fractionf, from different theoretical methods
including various levels of logarithmic resummation. We tise event fraction for this comparison since
it is the quantity used in experimental analyses and whafpigally provided by the Monte Carlo. We
compare three different results using bpiiﬁ and beam thrust as jet-veto variables:
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1. Fixed-order perturbation theory at NNLO without resurtiora where the uncertainties are eval-
uated using method B.

2. MC@NLO, which includes the LL (and partial NLL) resumnaatiprovided by the parton shower.
For the uncertainties we use the relative NNLO uncertangiealuated using method B.

3. Resummation at NNLL+NNLO, with the uncertainties praddy the resummation (method C).
For beam thrust we directly compare to the full result at dniger. Forp)' we use the resummed
beam-thrust result reweighted jﬂf’t using Monte Carlo as explained at the beginning of this
section.

The comparison fof, (7.52) is shown in Figur€47 and fof( 'T?t) in Figure[48. The left panels in
each case show tliejet event fractions, and the right panels normalise thaseesesults to the highest-
order curve to illustrate the relative differences and uiadeties. Since the parton shower includes the
resummation of the leading logarithms, we expect the MC@ Mégilts to show a behavior similar to
the NNLL-resummed result, which is indeed the case. For batiables, the MC@NLO central value
is near the upper edge of the NNLL+NNLO uncertainty bandaaange band). From Figufel48 we
see that the uncertainties assigned to the MC@NLO resatmethod B (light blue band) include the
NNLL+NNLO central value forfo(p%‘t) We also see that the uncertainties fapS'*) in method C
are reduced by roughly a factor of two compared to MC@NLO witithod B. This is the analog of the
observation that we made fop, (p$") in Figure[46 when comparing NNLO method B and method C
uncertainties.

From thed f;, plots in Figurd_ 47 and Figufe 8 we observe that the impadiefésummation on
the NNLL+NNLO central value compared to the NNLO centralungalvithout resummation is similar for
both jet-veto variables for cut valugs 25 GeV. In this region the MC@NLO central value lies closer
to the NNLO than the NNLL+NNLO for both variables. Howeveris hard to draw conclusions on the
impact of resummation by only comparing MC@NLO and NNLO siricey each contain a different
set of higher-order corrections beyond NLO. For smallernvalies< 25 GeV, the two variables start
to behave differently, and the NNLL+NNLO resummation hasrgér impact relative to NNLO when
cutting on7.,, than when cutting op$™*.

To understand these features in more detail one has to takaedoount two different effects arising
from the two ways in which these jet-veto variables diffeirst the objects are weighted differently
according to their rapidity in the two jet-veto variablesr F.,, the particles are weighted by !, while
forpj;t no weighting iny takes place. Second, the way in which the cut restrictioppdied to the objects
in the final state is different. By cutting oh.,, the restriction is applied to the sum over all objects
(either particles or jets) in the final state, while by cugtim the Ie<':1ding;jTet the restriction is applied to
the maximum value of all objects (after an initial groupimgoi jets with small radius). To disentangle
these two effects we consider two additional jet-veto \@eist Hp which inclusively sums over all
object|pr|s in the same way &&.,, does, but without the rapidity weighting, and algg, the largest
individual beam thrust of any jet, which has the same objectttnent a$jet, but with the beam-thrust
rapidity weighting. The effect of the different rapidity igating already appears in the LL series for the
jetveto, i.e., al(as) the coefficient of the leading double logarithm is a factawag larger forp$'™ than
for TS, ag (p§t) oc 1— 6o /7 In?(p§t /Myg) + . . . versusoo (TS oc 1—3ag/m In? (TSH /Myg) + . . ..

In contrast, the LL series is the same fdy andpjet, and for7., and 7. The larger logarithms for
p than 752 are reflected by the fact that (p$'*) is noticeably smaller thamy(752%) at equal cut
values. For the same type of object restriction the effeth@fesummation follows the pattern expected
from the leading logarithms: The resummation has a larg@agnfor s’ than 7, and also forHr
than7... On the other hand, a cut on the (scalar) sum of objects isyalaatronger restriction than the

2The blue uncertainty bands for the MC@NLO curves are cuttofieay small cut values only because the NNLO cross
section diverges there and so its relative uncertaintiesiarlonger meaningful. This happens for cut values well\bele
region of experimental interest.
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Fig. 47: Comparison of thé)-jet fraction for different levels of resummation using bethrust as the jet-veto
variable. Results are shown at NNLO (using method B unasita), MC@NLO (using the relative NNLO
uncertainty from method B), and for the analytic NNLL+NNL&summed result.
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Fig. 48: Comparison of th@-jet fraction for different levels of resummation usip,jQt with |nit| < 5.0 as the jet-
veto variable. Results are shown at NNLO (using method B taicgies), MC@NLO (using the relative NNLO
uncertainty from method B), and for the reweighted NNLL+NDlkesummed result.

same cut on the maximum value of all objects, since the forestricts wide-angle radiation more. As a
result the resummation has more impact/gn than on7;., and also orf{7 than onp’{f’t. From what we
observe in Figure 47 and Figure]48, these two competingtsfigapear to approximately balance each
other forpls" and Ty, for cut values> 25 GeV.

To summarise, our results provide an important validationsing method B with relative uncer-
tainties obtained at NNLO and applying these to the evestifnas obtained from NLO Monte Carlos.
While we have only compared to MC@NLO, we expect the same tougefor POWHEG as well. By
reweighting the Monte Carlo to the NNLL+NNLO result the urtagties in the predictions can be fur-
ther reduced to those obtained from the higher-order resatrtamusing method C, and this provides an
important avenue for improving the analysis beyond methdtiBould also be very useful to investigate
experimentally the viability of usingje; as the jet-veto variable, by only summing over the jet (8)jet
with the largest individual beam thrust, as this would camlihe advantages of a jet-based variable with
the theoretical control provided by the beam-thrust resatmon.
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6 VBF production mode?

The production of a Standard Model Higgs boson in assodiatiith two hard jets in the forward and
backward regions of the detector, frequently quoted as tketdr-boson fusion” (VBF) channel, is a
cornerstone in the Higgs-boson search both in the ATUAS][2661 CMS [256] experiments at the
LHC. Higgs-boson production in the VBF channel also playsnaportant role in the determination of
Higgs-boson couplings at the LHC (see e.g. Refl [13]).

The production of a Higgs boson + 2 jets receives two cortiobs at hadron colliders. The first
type, where the Higgs boson couples to a weak boson that timksgquark lines, is dominated by
andu-channel-like diagrams and represents the genuine VBFehaiihe hard jet pairs have a strong
tendency to be forward—backward directed in contrast terojgtt-production mechanisms, offering a
good background suppression. The second type of diagrarecarally a contribution t8VH andZH
production, with théW /Z decaying into a pair of jets.

In the previous report[7], state-of-the-art predictiond arror estimates for the total cross sections
for pp — H+2 jets have been compiled. These were based on an (approximatepNalculation[[257]
of the total VBF cross section based on the structure-fanaipproach and on calculations of the elec-
troweak (EW) corrections by the Monte Carlo programs HAWKE2260] and VBFNLO[[26/, 262].
The EW corrections were simply included as a multiplicatieerection factor to the NNLO QCD pre-
diction.

In this contribution we consider predictions for cross wat with cuts and distributions. This is
particularly interesting for VBF, as cuts on the tagging j@te used to suppress events from Higgs + 2 jet
production via gluon fusion and other backgrounds and t@eod the VBF signal. Since no NNLO
calculation for VBF exists so far for differential distritions or cross sections with cuts, we use NLO
codes. We also provide results for NLO QCD corrections +quaghower, as generated using the
POWHEG [123] method and implemented in the POWHEG BOX cb8é]i1

6.1 Theoretical framework

The results presented in Section]6.3 have been obtainedthvétMonte Carlo programs HAWK and
VBFNLO, which include both QCD and EW NLO corrections, andhmw?OWHEG, a method to inter-
face QCD NLO calculations with parton showers. Some detaithese codes are given in the following.

6.1.1 HAWK

The Monte Carlo event generator HAWK [258-260] has alreagBnldescribed in Ref.][7]. Since then,
it has been extended to the processps—+ WH — v,1H andpp — ZH — 1717H/v,v,H [263] (see
Sectior Z.11). Here we summarise its most important feaforete VBF channel. HAWK includes the
complete NLO QCD and EW corrections and all weak-boson fusiod quark—antiquark annihilation
diagrams, i.et-channel and:-channel diagrams with VBF-like vector-boson exchange sobannel
Higgs-strahlung diagrams with hadronic weak-boson dexawell as all interferences.

For the results presented belaswchannel contributions and interferences have been sedtoff
in order to allow for a direct comparison with the results loé bther codes. The contributions from
s-channels and interferences are belti& once VBF cuts are applied. While HAWK allows for the
inclusion of contributions ob-quark parton distribution functions (PDFs) and final-statjuarks at LO,
these contributions have been switched off as well. With \éBfs, they can amount to abdf. Also
contributions from photon-induced processes, which aregidhe real EW corrections and at the level
of 1-2%, have not been included, since photon PDFs are not suppaytdte PDF sets used. HAWK
allows for an on-shell Higgs boson or for an off-shell Higgsbn (with optional decay into a pair of

2. Denner, S. Farrington, C. Hackstein, C. Oleari, D. Reb(etts.); S. Dittmaier, A. Miick, S. Palmer and W. Quayle.
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gauge singlets). For the virtuality of the off-shell Higgssbn the usual Breit—Wigner distribution

1 My s (47)

2
i <M2 - MEI) + (Mg T'ip)?

is used. This form results from the gauge-invariant exgamabout the complex Higgs-boson pole and is
properly normalised. As any other parametrisation, it bee® unreliable for large Higgs-boson masses,
where the Higgs-boson width gets large and contributionfrdan the pole become sizeable.

6.1.2 VBFNLO

VBFNLO [264,265] is a parton-level Monte Carlo event ge@rshat can be used to simulate vector-
boson fusion, double and triple vector-boson productiohadronic collisions at next-to-leading order
in the strong coupling constant, as well as Higgs-boson wasjet production via gluon fusion at the
one-loop level. For Higgs-boson production via VBF, bota MLO QCD and electroweak corrections
to thet-channel can be included [262, 266] in the Standard Modelth@dcomplex) MSSKf, and the
NLO QCD corrections are included for anomalous couplingsvben the Higgs and a pair of vector
bosons.

VBFNLO can also simulate the Higgs decaljis — ~~,uTu~, 1717, bb in the narrow-width
approximation, either taking the appropriate branchingpsafrom an input SLHA file or calculat-
ing them internally at LO. The Higgs-boson decdys— W*W~ — 1*v17v, andH — ZZ —
17171717, 1717 vv; are calculated using a Breit-Wigner distribution for thgg#i boson and the full LO
matrix element for thél — 4f decay.

For the results presented here, a modified version of VBFNIa® used that simulated a Higgs-
boson decay with a branching ratio of 1 and a Breit—Wigneiritlision (47) for the virtuality of the
off-shell Higgs boson.

6.1.3 POWHEG

The POWHEG method is a prescription for interfacing NLO akdtions with parton-shower genera-
tors, like HERWIG and PYTHIA. It was first presented in Re28] and was described in great detail
in Ref. [126]. In Ref.[[160], Higgs-boson production in VBEhbeen implemented in the framework of
the POWHEG BOXI[156], a computer framework that implementpractice the theoretical construc-
tion of Ref. [126].

All the details of the implementation can be found in Ref(JL6Here we briefly recall that, in the
calculation of the partonic matrix elements, all partongehlaeen treated as massless. This gives rise to
a different treatment of quark flavours for diagrams wherelmson or &V boson is exchanged in the
t-channel. In fact, for alt.-exchange contributions, thequark is included as an initial and/or final-state
massless parton. For the (dominaWf}exchange contributions, no initiakquark has been considered,
since it would have produced mostlytajuark in the final state, which would have been misleadingly
treated as massless. The Cabibbo—Kobayashi—-Maskawa (Gi&lifix V.., has been taken as

d S b
u 0.9748 0.2225 0.003 (48)
Vekm = ¢ 0.2225 0.9740 0.041
t 0.009 0.0405 0.999

We point out that, as long as no final-state hadronic flavotagged, this is practically equivalent to the
result obtained using the identity matrix, due to unitarity

30E0r more details see Sectibn 12]3.4.
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The Higgs-boson virtuality/? has been generated distributed according to

1 M?2Ty/M,
- /My : (49)

2
i (M2 - Mﬁ) + (M2Ty/Mg)?

with fixed decay widtH .

As a final remark, we recall that the renormalisatjon and factorisationu scales have been
taken equal to the transverse momentum of the radiatedrpattoing the generation of radiation, as
the POWHEG method requires. The transverse momentum ohthated parton is taken, in the case
of initial-state radiation, as exactly equal to the tramsgeanomentum of the parton with respect to the
beam axis. For final-state radiation one takes instead

pr =2E?(1 — cosf), (50)

wherekFE is the energy of the radiated parton ahithe angle it forms with respect to the final-state parton
that has emitted it, both taken in the partonic centre-oésrfeame. The scales used in the calculation
of the POWHEGS function (i.e. the function that is used to generate the tiyithg Born variables to
which the POWHEG BOX attaches the radiation ones) are iddteaones defined in the forthcoming

Eq. (B4).

6.2 VBF parameters and cuts

The numerical results presented in Secfion 6.3 have beeputethusing the values of the EW param-
eters given in Appendix A of Ref_[7]. The electromagnetiagling is fixed in theG scheme, to be

ag, = V2G M2 (1 — M, /M2) /7 = 1/132.4528 . ... . (51)
The weak mixing angle is defined in the on-shell scheme,
sin 0y, = 1 — M /M3 = 0.222645 . .. . (52)

We consider the following set of Higgs-boson masses andesponding total widths, as reported in

Refs. [7/14]:
My [GeV] 120 150 200 250 500 600

'y [GeV] 0.00348 0.0173 1.43 4.04 68.0 123
The renormalisation and factorisation scales are set egula¢ W-boson mass,

In the calculation of the NLO differential cross sectionsg vave used the MSTW2008 [107] and
CTEQ®6.6[103] PDFs.

Jets are constructed according to the antialgorithm, with the rapidity—azimuthal separation
AR = 0.5, using the default recombination scheniegcheme). Jets are subject to the following cuts

prj > 20 GeV, ly;| < 4.5, (55)

(53)

wherey; denotes the rapidity of the (massive) jet. Jets are orderearding to theimpr in decreasing
progression. The jet with highesgt is called leading jet, the one with next highest subleading jet,
and both are the tagging jets. Only events with at least tigogjee kept. They must satisfy the additional
constraints

]yjl - yj2’ >4, mj; > 600 GeV. (56)

The Higgs boson is generated off shell, according to Eg$. ¢4 {49), and there are no cuts applied to
its decay products.

For the calculation of EW corrections, real photons aremdained with jets according to the same
anti-k1 algorithm as used for jet recombination.
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6.3 Results

In the following we present a few results for the LHCrafeV calculated with HAWK, VBFNLO, and
POWHEG, for the Higgs-boson masses listed in Eg. (53).

6.3.1 Total cross sections with VBF cuts

We have calculated the cross section for VBF at NLO within ¢bes given in Sectioh 6.2 using the
MSTW2008NLO and CTEQ6.6 PDF sets with and without EW coroest The results are shown in
TabledI# an@16 including the statistical errors of the Mddarlo integration. The results of HAWK
and VBFNLO without EW corrections agree withi%. For the results with EW corrections there
is a slight discrepancy between HAWK and VBFNLO at the leviel ©1.3% for small Higgs-boson
masses. For heavy Higgs-boson masses the difference seeréacause of leading two-loop heavy-
Higgs corrections that are included in HAWK but not in VBFNLThese corrections contribute about
3% and2% for My = 600 GeV and500 GeV, respectively. The EW corrections calculated with HAWK
amount to—8% for small Higgs-boson masses, decrease, and change slgimaieasing Higgs-boson
mass and reach2.4% for My = 600 GeV. We also show the scale uncertainties obtained with HAWK
by varying the factorisation and renormalisation scaldbérangeMy /2 < p < 2M and the PDF
uncertainties obtained from the correspondifg C.L. error PDFs according to the CTEQ prescription
with symmetric errors [103]. We give these uncertaintiely éor the cross section with EW corrections
as they are practically the same without EW corrections. hBbe PDF uncertainties and the scale
uncertainties are larger than for the total cross sectighowt cuts (c.f. Ref[]7]). Note that we do not
include the uncertainties from varying in the PDFs as these are small (belt¥) and thus negligible
compared to the PDF uncertainties [267].

Tabled 15 and 17 show the corresponding results obtainbdR@WHEG at pure NLO QCD and
with PYTHIA or HERWIG parton showers. The NLO results in theeend columns can be directly
compared with the NLO results without EW corrections of €&bl4 and_16. While POWHEG and
HAWK/VBFNLO agree within integration errors for small Higdboson masses the results differ by
13% and25% for My = 500 GeV andMp = 600 GeV. We checked that this difference is due to the
different Breit—-Wigner distributions[_(#7) and_{49), usedhe codes, in the treatment of the unstable
Higgs boson. This difference should be viewed as an estimiatbe theoretical uncertainty of the
present calculations based on Breit—Wigner distributidriee proper treatment of a heavy Higgs boson
is described in Sectidn 115, but has not yet been implemewtedBF. Inclusion of the parton showers
reduces the cross sections ¥ —7% with a larger effect for small Higgs-boson masses, because m
events are cut away after showering. The results for PYTHIAHERWIG parton showers are in good
agreement.

6.3.2 Differential distributions

In this section we present some results for differentialrithistions for the setup defined in Section]6.2
and MSTW2008NLO PDFs. For each distribution we show the Ne€ults from HAWK with (blue
solid) and without (green dash-dotted) EW corrections,réselts of VBFNLO with EW corrections
(black long-dashed) and the NLO QCD results from POWHEG ¢lemtt-dashed). Each plot contains
results forMy = 120 GeV (upper set of curves) and farfy = 600 GeV (lower set of curves). In
addition we show the relative EW corrections obtained froAWK. These are insensitive to PDFs and
could be taken into account in any QCD-based predictionHerréspective distributions (based on the
cuts of Sectiof 6]2) via reweighting. The data files of théogisams are provided at the TWiki page of
the VBF working grou.

*IMore precisely, we calculated the cross sections for thesmmbinations yix, pir } = {Mw, Mw }, {Mw /2, Mw },
{Mw, Mw /2}, {2Mw, Mw }, and{Mw, 2Mw }, and took the maximum and the minimum of the results as thergpd
lower bound of the variation.

32https://twiki.cern.ch/twiki/bin/view/LHCPhysics/VBF
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Table 14: Higgs-boson NLO cross sections7ateV with VBF cuts and CTEQ6.6 PDF set with and without EW

corrections, relative EW corrections and theoretical uiadaties from PDF and scale variations.

w/ EW corr w/o EW corr EW corr uncert.
My HAWK VBFNLO HAWK VBFNLO HAWK PDF scale
[GeV] [fb] [fb] [fb] [fb] [%] [%0] [%0]
120 | 261.18 £20.43 258.274+0.41 | 283.91+£0.42 282.80+0.19 | —8.0+0.2 | £3.5 +0.5—0.5
150 | 218.40+0.36 216.84 +0.40 | 236.75+0.35 236.68+0.14 | —7.8+0.2 | £3.5 +1.0—0.5
200 | 165.224+0.24 163.50+0.24 | 176.46 £0.24 176.89+0.10 | —6.4+0.2 | £3.6 +0.6 —0.6
250 123.81 £0.17 122.67+0.17 | 133.13+0.16 133.15+0.07 | —=7.0£0.2 | £3.8 +0.6 — 0.5
500 | 38.104+0.07 37.31+£0.08 | 38.38£0.07 38414+0.02 | —0.7+£0.3 | £4.3 +0.4—0.4
600 26.34 +0.12 25.46 + 0.07 25.70 £ 0.11 25.55 4+ 0.01 25+0.7 | £4.4 +4+0.7—0.6

Table 15: POWHEG Higgs-boson NLO QCD cross sections &teV with VBF cuts and CTEQ6.6 PDF set:

fixed NLO results, POWHEG showered by PYTHIA (PY) and by HER&ZHW).

My POWHEG NLO POWHEG +PY POWHEG +HW
[GeV] [fb] [fb] [fb]

120  282.87+0.75  262.96+0.00  262.04+0.99
150 237.30 £ 0.57 221.54 +0.79 219.954+0.79
200 177.05 £ 0.38 164.55 £ 0.55 163.83 £ 0.55
250 132.93 +0.26 124.19 £+ 0.40 123.65 £+ 0.40
500 34.04+0.07 31.92 £ 0.09 31.78 +0.10
600 20.56 -+ 0.03 19.47 + 0.06 19.30 + 0.06

Table 16: Higgs-boson NLO cross sections affeV with VBF cuts and MSTW2008NLO PDF set with and
without EW corrections, relative EW corrections and th&oet uncertainties from PDF and scale variations.

w/ EW corr w/o EW corr EW corr uncert.
My HAWK VBFNLO HAWK VBFNLO HAWK PDF scale
[GeV] [fb] [fb] [fb] [fb] [%] [%0] [%0]
120 | 259.74 +0.69 256.69 +0.83 | 282.17+0.68 281.37+0.22 | —8.0+0.2 | £5.0 +0.6 —0.5
150 | 217.58+0.37 215.464+0.33 | 235.73+£0.36 235.46+0.15 | —7.74+0.2 | £5.1 +0.5—-0.5
200 164.18 £0.24 162.10+0.26 | 175.29 +0.23 175.23+0.15 | —6.3£0.2 | 5.0 +0.5—0.5
250 122.73£0.20 120.964+0.61 | 131.904+0.19 131.86£0.07 | —7.0+0.2 | £5.2 +0.5—-0.7
500 | 37.264+0.09 36.57+0.10 | 37.57+0.10 37.61+0.02 | —0.8+0.2 | £5.2 +0.7—0.4
600 | 25.71+£0.08 24.83+0.06 | 25.214+0.08 25.01 +0.02 2.0+0.2 | £5.1 +0.4—0.7

Table 17: POWHEG Higgs-boson NLO QCD cross sectiong aeV with VBF cuts and MSTW2008NLO PDF

set: fixed NLO results, POWHEG showered by PYTHIA (PY) and lyRWIG (HW).

My POWHEG NLO POWHEG +PY POWHEG +HW
[GeV] [fb] [fb] [fb]

120 281.97+0.76 262.23 +0.99 260.44 +1.00
150 235.29 £+ 0.67 218.24 4+ 0.79 216.70 £ 0.79
200 175.38 £0.42 162.80 £ 0.55 161.45 £+ 0.55
250 131.57 £ 0.26 123.21 £ 0.40 122.62 £+ 0.40
500 33.21+0.06 31.03 £ 0.09 30.85 + 0.09
600 20.03+0.03 18.74 + 0.05 18.67 + 0.06
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Fig. 49: Higgs-boson rapidity (left) and transverse momentum (jigrhe top plots show the comparison between
HAWK (with and without EW corrections), POWHEG at NLO QCD ax@FNLO (with EW corrections) for
My = 120 GeV (upper set of curves) andy = 600 GeV (lower set of curves) for MSTW2008NLO PDF set.
The bottom plots display the percentage EW correctiongdch of the two mass points.

Figure[49 displays the rapidity; and the transverse momentymy; of the Higgs boson. While
the difference in normalisation between POWHEG and HAWK tfar high Higgs-boson mass has
been explained for the total cross section, the shapes digtréoutions agree well between the different
codes. While EW corrections are flat for the rapidity disttibn, the EW corrections increase with
increasingpry.

For the distributions in the transverse momentum of theiigpaind subleading jetgyr;, andprj,,
shown in Figuré 50 and of the di-jet invariant masg;, presented on the left-hand side of Figlré 51
similar remarks are applicable. The shapes of the diffetsttibutions agree well between the different
codes. The EW corrections reduce the cross section more anel with increasing energy scale, a
generic behaviour of EW corrections that can be attributesidak Sudakov logarithms. EW corrections
range from a few to-20%. The distribution in the azimuthal-angle separation leetwthe two tagging
jets ¢;; is shown on the right-hand side of Figurel 51. In particular, the light Higgs boson, the
electroweak corrections distort the distribution at thel®f several per cent.

6.3.3 POWHEGdifferential distributions

In this section, we present a few results obtained by POWHi&faced to HERWIG and PYTHIA,
in the configuration described in Section]6.2 and for a Higgsen mass of20 GeV. These results
have been generated using the MSTW2008 PDF set. They depgndeoy slightly on the value of the
Higgs-boson mass and on the PDF set used, so similar comtdusan be drawn using NNPDF2.0 and
CTEQ®6.6. All results are correct at NLO in QCD. No EW correns are included. We have generated
0.5M events with the POWHEG BOX. We have run PYTHIA with thewga 0 tuning and HERWIG

in its default configuration, with intrinsipp-spreading oR.5 GeV.

In Figure[52 we plot the invariant mass of the two tagging, jets;, and the absolute value of
the distance in rapidity of the two tagging jets;, — v;,|. In all distributions presented in this section
the solid blue lines represent the NLO result, and the gredrttze red curves the results of POWHEG
interfaced to HERWIG and PYTHIA, respectively. The effefttioe cuts on the showered results
produces a reduction of the total cross section that appearsfest in the two distributions shown.
There is an agreement between the two showered results)sliglow the NLO curves. This behaviour
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between HAWK (with and without EW corrections), POWHEG at®RQCD and VBFNLO (with EW correc-
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PDF set. The bottom plots display the percentage EW coomxtfor each of the two mass points.
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Fig. 51: Di-jet invariant mass (left) and azimuthal separation lestvthe two tagging jets (right). The top plots
show the comparison between HAWK (with and without EW cdiicets), POWHEG QCD and VBFNLO (with
EW corrections) forMy = 120 GeV (upper set of curves) antly = 600 GeV (lower set of curves) for
MSTW2008NLO PDF set. The bottom plots display the percentag/ corrections for each of the two mass
points.

is generic for several physical distributions.

Larger disagreements between the NLO QCD and showeredsesul between the two shower-
ing programs can be seen in Figlré 53. On the left-hand siti@sofigure, we have plotted the rapidity
distribution of the third hardest jet (the one with highgstafter the two tagging jets). The distribu-
tions obtained using POWHEG interfaced to HERWIG and PYTHikA very similar, but show that
fewer events pass the cuts with respect to the unshoweredridéii. Nevertheless, they confirm the
behaviour that the third jet tends to be emitted in the vigiof either of the tagging jets. We recall here
that, strictly speaking, this is a LO distribution, since tiird jet in the NLO calculation comes only
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HERWIG and PYTHIA results.
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Fig. 53: Rapidity distribution of the third hardest jet;, (left) and exclusive jet-multiplicity (right). We show the
comparison among NLO QCD and the POWHEG interfaced to HERWWHGPY THIA results.

from the real-emission contributions.

We turn now to quantities that are more sensitive to theroedli and soft physics of the shower.
The jet activity is one such quantity. In order to quantifywe plot the exclusive jet-multiplicity distri-
bution for jets that pass the cuts of Hg.J(55) in the rightehplot of Figurd 5B. The first two tagging jets
and the third jet are well represented by the NLO cross sectidich obviously cannot contribute to
events with more than three jets. From the 4th jet on, the sfowof HERWIG and PYTHIA produce
sizable differences (note the log scale of the plot), the fleim PYTHIA being harder and/or more
central than those from the HERWIG shower.

Striking differences between the NLO QCD results and POWH6 be seen in the relative
transverse momentum of all the particles clustered insigead the two tagging jegsrrel’] . This quantity
brings information on the “shape” of the jet. It is defined altofvs:

- For each jet we perform a longitudinal boost to a frame wiieeget has zero rapidity.
- In this frame, we compute the quantity

rel,j VZZ X ﬁ]’
€]

wherek’ are the momenta of the particles that belong to the jet witmerdumy’.

This quantity is thus the sum of the absolute values of thestrerse momenta, taken with respect to the
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Fig. 54: Relative transverse momentuptf J1of all the particles clustered inside the first tagging jetthe
reference frame where the jet has zero rapidity, definedrditapto Eq. [5Y) (left) and probability of finding a
veto jet defined as in EJ.(b9) as a functiomgf ., (right). We show the comparison among NLO QCD and the
POWHEG interfaced to HERWIG and PYTHIA results. In addition the right plot, we show the NLO QCD
results obtained with,, = pp = Mw /2 andpug = pr = 2Myy.

jet axis, of the particles inside the jet, in the frame spedifibove. In the left-hand side of Figlrg 54
we have plotted the relative transverse momentum with oespehe first tagging jetprTel’jl. While the
black NLO curve is diverging a@rﬁl’h approaches zero, the Sudakov form factors damp this region i
the POWHEG results.

As a last comparison, we have studied the probability of figdieto jets, i.e. jets that fall within
the rapidity interval of the two tagging jets,

min (yj17 yj2) < Y < max (yj1 ) yjz) . (58)

In fact, for the central-jet-veto proposal, events are afided if any additional jet with a transverse
momentum above a minimal valugy .., is found between the tagging jets. The probabilfty,,, of
finding a veto jet is defined as

1 > i vet do
Pveto = NTO / dp%ve ¢ ; (59)
UQNLO PT,veto dp’%’veto ,

wherep%’veto is the transverse momentum of the hardest veto jet,a@@H is the total cross section
(within VBF cuts) forH;jj production at NLG. In the right-hand plot of Figuile 54 we have plotted the
NLO QCD and POWHEG interfaced to HERWIG and PYTHIA predingoForMy = 120 GeV, we
haves) O = 282 fb, with the settings described in Sectlon]6.2. In additiothie NLO curve obtained
with pr = pr = Myw, we have added the NLO results computed with= 1 = My /2 (upper dashed
line) anduy = pr = 2Myy (lower dash-dotted line) that show that the POWHEG curvesansistent
with the LO band obtained with a change of the renormaligadiad factorisation scale by a factor of two
and that the distance between POWHEG+PYTHIA and POWHEG+WERis comparable with the
scale uncertainty of the LO result.

6.3.4 Efficiency of VBF cuts
{erope} \where

The efficiencyel#r:#r} of the VBF selection cuts is defined agr:#r} = glim-pet ol

ocuts 1S the cross section after all the forward jet tagging désctiabove and an additional jet-veto cut
PT veto, @Ndoinc IS the inclusive cross section before cuts, both computéhl the renormalisation and
factorisation scales set 1g, and .y, respectively. The uncertainty on this ratio is of parteuhterest to

Bstrictly speaking Pyeto is a LO quantity, since it receives contributions only frdme teal-emission diagrams.
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Fig. 55: The NLO QCD cross section fav/i = 120 GeV after all cuts as a function @fp ., (left) and the
efficiency of the forward jet tagging and central-jet-vetitscas a function ofr et (right). Results obtained with
VBFNLO.

Table 18: NLO QCD cross sections and efficiencies from VBFNLO for thit WBF selection including the jet
veto cut 0f20 GeV and the corresponding relative uncertainties from t8®Qcale and PDFs.

My Cross section Efficiency
[GeV] | [fb] [%0] [%0] [%0] [%0] [%0]

120 261.64 +3.76 £4.91 | 0.200 +3.485 +1.468
150 218.69 +3.59 +£4.66 | 0.221 +3.376 +1.196
200 163.34 £3.92 +4.66 | 0.252 £3.829 +1.490
250 123.06 =+£4.16 =+5.11 | 0.279 +4.145 +1.493
500 33.55 £4.37 +£5.43 | 0.365 +4.766 +1.227
600 20.82 +£4.44 +5.58 | 0.384 +£4.958 £1.002

experimental studies since the theoretical predictiohegfficiency is used to translate the experimental
upper bound on the yield after cuts to a more useful limit @nititlusive signal cross section.

Figure[5% shows the cross section after cuts (left) and fimezfcy of the selection cuts (right) as
functions ofpr yeto for My = 120 GeV. The values are calculated using VBFNLO, at NLO QCD and
with the MSTW2008 PDF set. To evaluate scale uncertaintiesinclusive cross section and the exclu-
sive cross sections after cuts are recomputed with fourealtehoices of the renormalisation and factori-
sation scales{ s, ur} = {Mw /2, My /2}, {2Mw, 2Mw }, {2Mw, Mw/2}, and{ My /2, 2Myw }.
The cross section and efficiency curves with these alteralg sthoices are shown as the red and blue
solid and dashed curves in Figlird 55. The scale uncertaimtiyeoselection efficiency for a given choice
of pr veto IS taken as the largest deviation of the predicted efficiatgined using any of these altered
scale choices from the result obtained from the centralevaicale choicg g, ur} = {Mw, Mw}.
PDF uncertainties are estimated using the MSTW2R08 C.L. error PDF sets according to the CTEQ
prescription with symmetric errors [103].

Table[I8 shows the central value as well as the relative scaldPDF uncertainties for the cross
section after cuts and the selection efficiency, for sewahles of the Higgs-boson mass and for a jet-
veto cut of20 GeV. For the cross sections, the scale uncertainties ahe dével of~ 4%, while the
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PDF uncertainties are closer 3. For the efficiencies, the scale uncertainties are alse ¢tw$%, but
the PDF uncertainties are generally smaller, aroLffid
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7 WHJ/ZH production modé*]
7.1 Theoretical developments

In the previous report [7] state-of-the-art predictionsl @nror estimates for the total cross sections for
pp — WH/ZH have been compiled, based on (approximate) next-to-nebealing-order (NNLO)
QCD and next-to-leading-order (NLO) electroweak (EW) eotions. In more detail, the QCD correc-
tions (~ 30%) comprise Drell-Yan-like contributions [268], which resp factorisation according to
pp — V* — VH and represent the dominant parts, and a smaller remaintat wontributes beyond
NLO. The NLO EW corrections to the total cross sections weeduated as in Refl_[269] and turn out to
be about-(5—10)%. In the report([7] the Drell-Yan-like NNLO QCD predictionseadressed with the
NLO EW corrections in fully factorised form as suggested &f.H270], i.e. the EW corrections simply
enter as multiplicative correction factor, which is ratimsensitive to QCD scale and parton distribution
function (PDF) uncertainties. For ZH production the oneplénduced subprocesg — ZH, which is
part of the non-Drell-Yan-like NNLO QCD corrections, wagea into account as well. For the LHC
with a centre-of-mass (CM) energy of14) TeV the QCD scale uncertainties were assessed to be about
1% and1—2(3—4)% for WH andZH production, respectively, while uncertainties of the PRFa out

to be abouB—4%.

After the completion of the repofi][7] theoretical progréss been made in various directions:

— Onthe QCD side, the Drell-Yan-like NNLO correctionskd production are available now [2[71]
including the full kinematical information of the processddeptonic W decays.

— For total cross sections the non-Drell-Yan-like remairateNNLO QCD (apart from the previ-
ously knowngg — ZH subprocess) has been calculated recently|[272]; in pé&atidhis includes
contributions with a top-quark induced gluon—Higgs coogli As previously assumed, these ef-
fects are at the per-cent level. They typically increaseatow larger Higgs masses and scattering
energies, reaching aboRt>%(3%) for ZH production atr TeV(14 TeV). Since these Yukawa-
induced terms arise for the first time &(a?), they also increase the perturbative uncertainty
which, however, still remains below the error from the PDFs.

— On the EW side, the NLO corrections have been generalisgébetanore complex processes
pp - WH — v/IH andpp — ZH — 171TH/v,v;H including the W/Z decays, also fully
supporting differential observablés [263]; these resaésavailable as part of the HAWK Monte
Carlo program[[260], which was originally designed for thesckiption of Higgs production via
vector-boson fusion including NLO QCD and EW correctidnSgR

The following numerical results on differential quantitiare, thus, obtained as follows:

— WH production: The fully differential (Drell-Yan-like) NLO QCD prediction of Ref.[[271] is
reweighted with the relative EW correction factor calcathtvith HAWK, analogously to the
previously used procedure for the total cross section. @hweighting is done bin by bin for each
distribution.

— ZH production: Here the complete prediction is obtainethwi AWK including NLO QCD and
EW corrections, employing the factorisation of relative E@rections as well.

7.2 Numerical results

For the numerical results in this section, we have used thewimg setup. The renormalisation and
factorisation scales have been identified and set to

pr = pp = My + My, (60)

343, Dittmaier, R.V. Harlander, J. Olsen, G. Piacquadio jeds.Denner, G. Ferrera, M. Grazzini, S. Kallweit, A. Miickdan
F. Tramontano.
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where My is the W/Z-boson mass for WH/ZH production. We have employed the MST082PDF
sets at NNLO for WH production and the PDF4LHC prescriptiorcalculate the cross section for ZH
production at NLO. The relative EW corrections have beeautated using the central NLO MSTW2008
PDF, but hardly depend on the PDF and scale choice. We ugéilseheme to fix the electromagnetic
couplinga and use the values af; associated to the given PDF set. For the QCD prediction§ 1
production, we employ the full CKM matrix which enters vialghl factors multiplying the different
partonic channels. For all the HAWK predictions, we neglacting of the first two generations with
the third generation. In the EW loop corrections, the CKMn®ds set to unity, since quark mixing is
negligible there. FoZH production, bottom quarks in the initial state are only unigd in LO within
HAWK because of their small impact on the cross sections.

Both the NNLO QCD prediction as well as the HAWK prediction® abtained for off-shell
vector bosons. The vector-boson width can be viewed as gfimemeter of the calculation, and we
have chosel’yy = 2.08872 GeV andI'y from the default input. The NNLO QCD calculation [271]
predicts the integrate®V-boson production cross section in the presence of the efitsed below, so
that it had to be multiplied by the branching raii&w ., for a specific leptonic final state. Because
the EW radiative corrections to the BR are included in the Edifections from HAWK, the partial
W width has to be used at Born level in the QCD-improved cros8sg i.e. BRyw 1y, = F{?\?jlvl/l“w,

wherel‘%}’ﬁ;lv1 = GpM3,/(6v/2m). Using any different input value fdric™, all results are thus, up to

negligible corrections, changed by the rdfig /I'{y" . In the HAWK prediction, the branching ratios for
the different leptonic channels are implicitly included dalculating the full matrix elements. However,
up to negligible corrections the same scaling holds if agottumerical value for the input width was
used. In particular, the relative EW corrections hardlyateponlyy .

All results are given for a specific leptonic decay mode, fergile *e~ or Hu™u~ production, and
are not summed over lepton generations. While for chargetdre the results depend on the prescription
for lepton—photon recombination (see below), the resaltaWisible Z decays, of course, do not depend
on the neutrino flavour and can be trivially obtained by npljfing theHv,v, results by three.

In the calculation of EW corrections, we alternatively appVo versions of handling photons that
become collinear to outgoing charged leptons. The firsbopt to assume perfect isolation between
charged leptons and photons, an assumption that is at lppixémately fulfilled for (bare) muons.
The second option performs a recombination of photons aadyneollinear charged leptons and, thus,
mimics the inclusive treatment of electrons within elegtegnetic showers in the detector. Specifically,

a photony and a leptorl are recombined foft, < 0.1, whereRy, = /(y1 — yy)* + ¢12y is the usual

separation variable in the—¢-plane withy denoting the rapidity ane), the angle betweehandy in

the plane perpendicular to the beams.l #ndy are recombined, we simply add their four-momenta
and treat the resulting object as quasi-lepton. If more thag charged lepton is present in the final
state, the possible recombination is performed with theoleplelivering the smaller value @t;,. The
corresponding EW corrections are labef@d® ands™°, respectively.

After employing the recombination procedure we apply thiefdng cuts on the charged leptons,
pr1>20GeV, |y < 2.5, (61)

wherepr is the transverse momentum of the leptorFor channels with at least one neutrino in the
final state we require a missing transverse momentum

DT,miss > 25 GeV, (62)

which is defined as the total transverse momentum of theineatin the event. In addition, we apply
the cuts
pru > 200 GeV,  prw/z > 190 GeV (63)
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on the transverse momentum of the Higgs and the weak gaugediagspectively. The corresponding
selection of events with boosted Higgs bosons is improviegsignal-to-background ratio in the context
of employing the measurement of the jet substructurél in~ bb decays leading to a single fat jet.
The need for background suppression calls for (almosttickEncuts on the transverse momentum of
the vector bosons and the Higgs boson. However, symmetticinduce large radiative corrections in
fixed-order calculations in the corresponding distributions near the cut. Since the Higgs boson and
the vector boson are back-to-back at LO, any initial-statiation will either decreaser i or pr w7
and the event may not pass the cut anymore. Hence, the diffdreross section near the cut is sensitive
to almost collinear and/or rather soft initial-state réidia By choosing the above (slightly asymmetric)
cuts this large sensitivity to higher-order corrections ba removed for the importapt y-distribution.

Of course, since the LO distribution fpi: v, is vanishing fopr w7 < 200 GeV due to therr i cut,
the higher-order corrections to the vy, distributions are still large in this region.

In the following plots, we show several relative correci@nd the absolute cross-section predic-
tions based on factorisation for QCD and EW corrections,

0 =0 x (1 +55%) + 0y, (64)

wheres@“P is the best QCD prediction at hanis; is the relative EW correction with recombination
ando, is the cross section due to photon-induced processes wigdt éhe level ofl % and estimated
employing the MRSTQED2004 PDF set for the photon. In deted discuss the distributions i p,
p1.v, pr.1, andyy. More detailed results can be found in Ref, [263].

Figure[56 shows the distributions for the two WH productibarnelsil™v andH1~v and for the
ZH production channelH1"1~ andHwv. The respective EW corrections are depicted in Figure Sthior
two different treatments of radiated photons, but the diffiee between the two versions, which amounts
to 1-3%, is small. The bulk of the EW corrections, which are typigatl the range of-(10—15)%, is
thus of pure weak origin. In alir distributions the EW corrections show a tendency to growenaod
more negative for largesr, signalling the onset of the typical logarithmic high-epebehaviour (weak
Sudakov logarithms). The rapidity distributions receiather flat EW corrections, which resemble the
ones to the respective integrated cross sections. Notehthdatter are significantly larger in size than
the ones quoted in Ref.][7] for the total cross sections, Ipalne to the influence of thgr cuts on
the Higgs and gauge bosons, which enforce the dominancegef lacales in the process. This can be
clearly seen upon comparing the results with the ones showigure[58, where only the basic cuts are
applied, but not Eq[(63). For the basic cuts, the EW cowastiare globally smaller in size by about
5%, but otherwise show the same qualitative features.

The relative EW corrections shown here could be taken intowa in any QCD-based prediction
for the respective distributions (based on the quoted siageweighting. For this purpose the data files
of the histograms are available at the TWiki page of the WHIidiking grou@. The small photon-
induced contributions, which are included in our best praih and at the level of% for WH production
and negligible for ZH production, are also available andade simply added.

For definiteness, in Table 119, we show the integrated resoliesponding to the cuts in the
boosted setup.

Finally, we estimate the uncertainties resulting from thmaining spurious QCD scale depen-
dences, missing higher-order contributions, and uncgi¢aiin the PDFs:

— We estimate the scale uncertainties upon varying the meal¥ation and factorisation scales in-
dependently by a factor of two around our default scale &t NNLO for WH production, the
integrated cross section for the boosted Higgs analysies/y Ag.... = 2%. In the considered
distributions, the variation of the scales only affectsdierall normalisation. Only in ther w7

Shttps://twiki.cern.ch/twiki/bin/view/LHCPhysics/WHZ
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channel HlTv,+X HI'v,+X HITI" +X Hvy +X

o/ fb 1.384(4)  0.617(2)  0.3467(1)  0.7482(1)
Spe /%  —143 —-14.0 -11.0 —6.9
o /% —13.3 —13.1 -9.0 —6.9

o,/ fb 0.020 0.010 0.0002 0.0000
Appr/%  £5 +5 +5 +5
Agcate/ % £2 +2 +2 +2
Ano/% +1 +1 +7 +7

Table 19: Integrated cross sections, EW corrections, and estindgt@s /... for the PDF and scale uncertainties
for the different Higgs-strahlung channels in the boosttdsfor the LHC a TeV for My = 120 GeV.

distribution neaR00 GeV, also the scale variation indicates that higher-ordeatections are large,
as discussed above. Here, scale variation leads to an stimage of a fewi0% at NLO. For ZH
production at NLO, the scale variation even leads to an estmate slightly below%.

— Both for WH and ZH production, starting at NNLO new types wjtter-order QCD contributions
arise that are not reflected by scale variations at (N)NL@c8ipally, this comprises the gluon-
induced contribution to ZH production (not taken into aauion our NLO prediction here), which
is known to be sizable, and the top-loop-induced NNLO cbuations to WH and ZH production,
which have been computed recently at the inclusive lével][2The corresponding uncertainty
Apo = 7(1)% for ZH (WH) production, which we estimate from the known sifehose effects
on the total cross sections, is also shown in Table 19. Thaively large uncertainty for ZH
production will be reduced once the NNLO QCD correctionskan@vn at the differential level as
well.

— Concerning PDF uncertainties, as stated above, all ¢eattees for WH correspond to the central
MSTW2008 prediction at NNLO. At8% confidence level (C.L.), the MSTW error sets indicate a
PDF error slightly below2%. In distributions again only the overall normalisation feeted, and
the distributions are not distorted (not shown in the plo#sg)cording to the PDF4LHC prescrip-
tion, we rescale the NNLO uncertainty from MSTW by the adudiitil spread observed at NLO
(which is a factor of~ 2.5) when including the CT10 (rescaled 68% C.L.) and NNPDF 2.1
at68% C.L. in the error estimate. While faW ™ H production the error band is symmetric, the
actual error forWW~H production covers the region from8% to +2%. For ZH production, we
follow the NLO prescription and use the midpoint of the abB\&F sets as the central value. The
resulting PDF error also amounts to abeti%. For thepr distributions, individual PDF sets
again only lead to differences in the overall normalisati@mly in the rapidity distribution of the
Higgs boson, the shape of the distribution is distorted etetiel of a few per cent.
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8 ttH Proces@

The process of Higgs radiation off top quarg/gg — Htt becomes particularly relevant for Higgs
searches at the LHC in the light-Higgs-mass region below30 GeV. Given the recent Higgs-boson
exclusion limits provided by the Tevatron and LHC experitseand given the indirect constraints pro-
vided by the electroweak precision fits [273], the light-ggboson mass region will play a crucial role
in confirming or excluding the Higgs mechanism of electrokvemmetry breaking as minimally im-
plemented in the Standard Model. Indeed, it will be hardfierltHC running at/s = 7 TeV to exclude
the light-Higgs-boson mass region with enough statiss@aiificance and more in depth studies will be
necessary in order to extract more information from thelalibé data. In this context, a careful study of
ttH production will become important. Finally, if a light scala discovered, the measurement of the
ttH production rate can provide relevant information on the-tiggs Yukawa coupling.

The full next-to-leading-order (NLO) QCD corrections i production have been calculated
[274+277] resulting in a moderate increase of the totalscsestion at the LHC by at most 20%,
depending on the value dffy and on the PDF set used. More importantly, the QCD NLO cdoest
reduce the residual scale dependence of the inclusive seati®n fromO(50%) to a level ofO(10%),
when the renormalisation and factorisation scales areddry a factor o2 above and below a conven-
tional central scale choice (the NLO studies in the litemtuseyn, = m¢ + My /2), and clearly show
their importance in obtaining a more stable and reliableristical prediction.

Using the NLO codes developed by the authors of Refs.! [274}-27 a previous repor{]7] we
studied the inclusivet H production at both/s = 7 TeV and14 TeV and we provided a breakdown of
the estimated theoretical error from renormalisation- faetbrisation-scale dependence, fraiy and
from the choice of parton distribution functions (PDFs)eThtal theoretical errors were also estimated
combining the uncertainties from scale dependengalependence, and PDF dependence according to
the recommendation of the LHC Higgs Cross Section Workingu@r7]. For low Higgs-boson masses,
the theoretical errors typically amount16—15% of the corresponding cross sections.

In this second report we move towards exclusive studies dddeas the problem of evaluating
the impact of QCD corrections and the corresponding rekithemretical uncertainty in the presence
of kinematic constraints and selection cuts that reatiffionodel the experimental measurement. We
focus on three main studies: 1) a study of the theoreticaémainty from scale dependence,, and
PDFs on some significant differential distributions for te-shell parton-level processp — ttH
calculated at NLO in QCD (see Section]8.1); 2) a study of tfeces of interfacing the NLO parton-level
calculations with parton-shower Monte Carlo programs, elsg®Y THIA and HERWIG, including a
comparison between the MC@NLO and POWHEG BOX frameworlkgnty applied to the case of
ttH andtt A production in Ref.[[158] and Ref. [162], respectively (seet®n[8.2); 3) a study of the
background processp — ttbb based on the NLO QCD results presented in Refs.|[278—282,ding
a comparison between signal and backgroumg (+ ttbb) at the parton level, based on the study
presented in Refl [282] (see Section] 8.3).

8.1 NLO distributions for ttH associated production

In this section we study the theoretical error on NLO QCDrilistions fortt H on-shell production at
a centre-of-mass (CM) energy ofTeV. Input parameters are chosen following the Higgs Cressiéh
Working Group recommendation![7].

We focus on the case of a Higgs boson with; = 120 GeV and study the dependence of the
differential cross sections listed above from the renoisatibn and factorisation scale, from, and
from the PDFs. We vary the renormalisation and factorigaticales together by a factor ®faround
a central valuguy = pr = po = my + My /2. For theags and PDFs uncertainties, we present in this

36| . Reina, M. Spira (eds.); S. Dawson, R. Frederix, M. V. GHirzA. Kardos, C. G. Papadopoulos, Z. Trécsanyi and
D. Wackeroth.
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Fig. 60: Theoretical uncertainty on top(antitop)-quark pseudilip(n*) distribution: the I.h.s. shows the actual
distributions, the r.h.s. the spread around the centralevial per cent. A detailed explanation of the red and blue
bands is given in the text.

report results obtained by varying, and the choice of PDFs within the CTEQ®6.6 [192] set, accagrdin
to the CTEQ6.6 recommendation. A complete study includilsgp ¢he MSTW2008([107,114] and
NNPDF2.1[283] sets of PDFs will be updated on th&l TWiki page as soon as available. Since we
consider a single set of PDFs (CTEQ6.6), we show more coatbez90% C.L. errors. Together with the
inclusive results presented in Réfl [7], which included mparison between CTEQ6.6, MSTW2008, and
NNPDF2.0[96], the current study should provide a good guiéao estimate the theoretical uncertainty
on the differential distributions for the on-shetlH production.

In this section we consider distributions in transverse matom () and pseudorapidityn of
the top/antitop quarks and of the Higgs boson, and inRtet), R(t,H), R(t, H) variables, where?
is the distance in thép, ) plane.

In Figures[58-6P we present results for the differentialssreections in ther andn of both
t (t would be equivalent) anéll, while in Figured 68 and 64 we present results for diffeedrtross
sections inR(t,t), R(t,H), andR(t,H). In the figures, the left-hand-side (l.h.s) plot shows thealc
distributions, while the right-hand-side (r.h.s) plotegvthe spread around the central value in per cent.
More specifically, in the I.h.s. part of each plot we show ai@listribution obtained foy = pur = 1o
(black histogram), a differential band that representsviretion of the distribution whepy = ur is
varied from /2 to 240 (delimited by the upper and lower red histograms), and eidifftial band
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that represents the variation of the distribution when #t&uncertainty fromy, and PDFs is added
(delimited by the upper and lower blue histograms). Theesfoe red band represents an estimate of the
theoretical uncertainty from residual scale dependenbéevthe blue band represents an estimate of the
total theoretical error, at NLO in QCD. The theoretical esrrom o, and PDF have been determined
consistently within the CTEQG6.6 package and combined imatares, before adding the result linearly
to the error from scale dependence, bin by bin. On the othed,ha the r.h.s. part of each plot we
illustrate the error and to this purpose we just plot theorafi the histograms that delimit the scale
dependence and+PDF) uncertainty differential bands to the correspondieigtral value, i.e. the ratio

of the red and blue histograms to the black one, bin by bin.

All distributions show interesting common features. Wecewthat towards the end points of each
plot, statistical fluctuations obscure the main behaviduhe distributions and our estimates become
unreliable. The problem can be easily addressed if needediby higher statistics. All over the statis-
tically significant range of each plot we see that differaneknatic regions bear different errors, and are
more or less sensitive to the residual theoretical uncgigsi In general, the residual scale dependence
ranges betweein0% and20%, while the total error, including the,+PDF residual uncertaintyd(%
C.L.), ranges betwee20% and50%.

We point out that more-in-depth-studies would benefit frdwa inclusion of thettH final-state
decays, which has recently become available via the imerath parton-shower Monte Carlo programs
(PYTHIA and HERWIG), as discussed in Sectlonl8.2, and weefloee recommend for future studies
that a full study of the theoretical uncertainty be done ichscontext. Indeed, all the results presented
in Sectior 8.P already include a study of the PDF error obthimsing the MSTW?2008 set of PDFs.

8.2 Interface of NLO ttH and tt A calculations with parton-shower Monte Carlo programs

RecentlyttH production at LHC has been studied by aMC@NLO [158] ansvPIEL [162], two state-
of-the-art independent frameworks, which allow to comptheough a proper NLO matching procedure,
the computation of hard-scattering processes at NLO acguraQCD, to a parton-shower evolution
(resumming at least the leading logarithmic soft and celiindivergences at all orders in perturbation
theory) down to the hadronisation energy scale.

POWHEL is based on codes included in the HELAC-NLO package![153, 284d for the com-
putation of all matrix elements provided as input to the PORMHBOX [156] program, which adopts
the FKS subtraction schenle [176] to factor out the IR singfida in phase-space integrations and im-
plements the POWHEG matching scherne [123] 126]. The aMC@ Nad®, on the other hand, is
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built upon the MadFKS[151] framework which also uses the BKBtraction scheme. TheAbLoopr
code [152] is used to generate the virtual corrections. Ttclmthe results to the parton shower, the
MC@NLO method has been employéd [116].

So far, both codes have been used for phenomenologicakstatiithe hadron level of several
different processes interesting for Tevatron and LHC ptsy8158 162, 166, 168—1170, 285, 286]. This
is the first time their results are compared in full detailinfixa common scheme agreed upon by their
developers for the study of H production at LHC. The setup, the set of cuts adopted fordheparison,
as well as the definition of the considered observablesesamted in the following.

We consider two Higgs scenarios:

1. Standard Model Higgs boson;
2. pseudo-scalar Higgs boson.

For both scenarios the Higgs-boson mass was séfifo= 120 GeV and standard Yukawa couplings
were assumed. The top mass was assumed tabe- 172.5 GeV. A dynamical scale, defined as

(M4 My MT,H)1/3, whereMr ; is the transverse masggMZ? —{—pQTZ-, was used in the generation of

the events at/s = 7 TeV. The factorisation and the renormalisation scales wetequal. The NLO
MSTW2008 PDF set witls active flavours was used, together with the correspondingnd68% C.L.
uncertainty set. Particle decay, shower, hadronisatiod,hadron decay effects have been simulated by
means of the latest fortran version of the HERWIG c0de[288]2HERWIG 6.5.20. The Higgs boson
was forced to decay in thieb channel with a branching ratio equal to oné€,and ;= were set stable

to simplify the analyses, whereas all other particles amtidres (including B-hadrons) were assumed to
be stable or to decay according to the default implememaifahe shower MC. Multiparticle interac-
tion effects were neglected. Jets were reconstructed dhrthe antikt clustering algorithm[[175], as
implemented in FastJet 3.0.0, with a recombination radawarpeterR fixed to0.5.

The following four sets of cuts were adopted:

Set 0) No cut (inclusive analysis);
set 1) pru > 200 GeV, computed after showering and beféfelecay (boosted analysis);

Set 2) (i)EjT i = 25 GeV and (ii) || < 2.5 for all jets (otherwise the jet is discarded), (i#jets > 4
for each event (hadronic-cut analysis) ;

Set 3) besides including cuts in set 2), (iv) we focused ordiHeptonic channel, asking for at least one
+
1™ and onel™ with (v) ElT min = 20 GeV and (vi)|171i| < 2.5, whereas the transverse missing

energy of the event was constrained to be (Eiamn > 30 GeV. Charged leptons not satisfying
both cut (v) and cut (vi) were discarded in all events (all-aoalysis).

We have studied a set of 20 observabldd] for both different scenarios (SM and pseudo-scalar
Higgs) and found similar results bydwHEeL and aMC@NLO simulations. In the following, we restrict
ourselves to a representative set of distributions. Resoiltscenaridl, i.e. the scalar Higgs boson, are
presented in Figurés 5168, whereas results for scepari®. the pseudo-scalar Higgs, are included in
Figured 6P an@70. In the upper part of each plot, the predistof both BwHEL and aMC@NLO
interfaced to HERWIG are shown (by blue dashed and blackl $oks, respectively). The lower part
of each plot is furthermore divided into two regions. In the tegion we exhibit the scale and PDF
uncertainties computed by aMC@NLO using the procedurenaatlin Ref. [168], while in the bottom
region the ratio of the predictions obtained bpwHEL and aMC@NLO is presented (i.e. the ratio
of the curves in the main plot), as well as the ratio of the ltesaf POWHEL interfaced to PYTHIA
and to HERWIG. The scale dependence is obtained by the indepe variation of factorisation and

3"We can share a complete and detailed list of results withr etbeking groups who wish to perform the same analysis and
make comparisons.
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renormalisation scales around the default valyein the range[u/2, 210], with the restriction that
1/2 < pg/pe < 2; the PDF uncertainty is obtained by running the 40 MS&8% C.L. sets and com-
bining them using the Hessian method. As for PYTHIA, the Emttran version available in the web,
PYTHIA 6.4.25, has been adopted, in the Perugia 2011 tunfigemation [289], one of the most up-
dated leading-order tunes that takes into account rece@ &tperimental data, providingza--ordered
shower (in the absence of a tune specifically designed for Niaithed computations). Furthermore,
t, H, and gauge-boson masses, and total decay widths in PYTHVA Ieen constrained to the same
values as in HERWIG, and tHé forced to decay intdb in all events.

Let us describe the features of the figures in more detaihdneft panel of Figure 85, the predic-
tions for the total rates after the various cuts described@lare given. For both the POWHEG as well
as the MC@NLO method the total rates before applying cutgjiaesn by the fixed-order NLO results
and are in agreement. The rates after the cuts defined by)satsl B) turned out to be, as well, very
similar in the two approaches. On the other hand, theré§s difference between the total rate obtained
by PowHEL interfaced to HERWIG and the other predictiono(fHEL interfaced to PYTHIA and
aMC@NLO interfaced to HERWIG) just in case of the boostedgdiscenario, identified by the set 1)
of cuts, where only events with a Higgs boson with a trang/erementum of at leag00 GeV are kept
in the analysis. The origin of this difference can be unad@dtirom the plot on the right-hand side of
Figure[65: the transverse momentum of the Higgs boson asutechjppy WHEL + HERWIG turns
out to be slightly softer in comparison to the other two pecidns. The uncertainty coming from scale
variations is of the order of-5%, —10%, and becomes slightly larger when the cuts of set 3) (all-cut
analysis) are applied. The uncertainties from the PDFsraedler, +-5%.

In the plot on the left-hand side of Figurel 66 the total tramsg momentum of thie H system is
shown. This observable is expected to be very sensitiveetontiitching procedure used and, in the low-
pT region, very sensitive to the parton shower. It turns out ttie predictions obtained by aMC@NLO
and POwWHEL are in agreement within expectations, differences beingwb@0%, except in the very
soft region, where the differences indeed increase. Likereeboth the aMC@NLO + HERWIG and
the FOWHEL + PYTHIA predictions are marginally harder than thewHeL + HERWIG ones. The
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Fig. 66: Transverse momentum of the Higgs—top—antitop systeift) @nd invariant mass of the two hardest
lowest-lying B hadronsright). The different regions of the plots are defined as in Fifjlite $ee text for more
details.
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Fig. 67: Transverse momentum of the top quark in the boosted-Higgsso (eft) and scalar sum of transverse
energiesifght) under the cuts of set 2). The different regions of the ploésdefined as in Fig._65. See text for
more detalils.

uncertainties coming from scale variations are small inlthepr region, where this observable has
NLO accuracy, while in the larger region, i.e.pr > 100 GeV, the uncertainty grows and shows the
usual large dependence typical of a LO observable. Note ¢vah though in the low- region this
observable is accurate up to NLO, the results are very sensit large logarithms that are resummed
by the parton shower. Therefore, the scale dependence tae considered at all an accurate estimate
of the total uncertainties. In the plot on the right-handesid Figure[66, the invariant mass of the two
hardest lowest-lying B hadrons is shown. Like beforewHEL + HERWIG results are slightly softer
than the other two predictions, however differences amtmlgss thari0% in the whole range spanned
by this observable and are within the uncertainties comimigp fscale dependence and the PDF error sets.
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Fig. 68: Invariant mass of all jet pairs passing the cuts of seledf) @nd transverse energy of the hardest positively-
charged leptonright). The different regions of the plots are defined as in [Eif). & text for more details.

As was already noted above and can be observed from the pthedeft-hand side of Figuie b5,
the POWHEL + HERWIG predictions aré% smaller than the aMC@NLO + HERWIG an®®RHEL
+ PYTHIA ones. This is again related to the fact that thewMeEL + HERWIG results are slightly
softer than the other two. When looking into the boostedglligcenario (set 1) of cuts) (see above), the
same features are visible in the plot of the transverse mamreof the top quark, shown on the left-hand
side of Figuré_&l7. In the plot on the right-hand side of Fidifleon the other hand, thé distribution
is displayed for events passing the set of cuts 2), i.e. at feeentral jets with a minimum transverse
energy of25 GeV. This observable was defined as the scalar sum of traseseeergied/ =) ;B
+ >, Er, + Fr, wherej runs over all jets passing the cutsuns over all charged leptons affith is
the missing transverse energy. For this observable theréiftes between aMC@NLO andWHEL
turned out to be larger, aMC@NLO being slightly softer tiiget.

One of the complications of extracting a Higgs signal ushrgtt H channel is the combinatorial
background: there are many jets in the signal process aighaggthe correct ones to the Higgs decay
is a non-trivial task. For example, if one naively takes a#irgs with two oppositely charged leptons and
at least 4 jets, i.e. the set 3) of cuts (see above), and pletsvariant mass of all jet pairs satisfying the
cuts, there is hardly any peak visible at the Higgs maség,= 120 GeV, as can be seen in the plot on
the left-hand side of Figufe B8. This is one of the challergfémding attH signal.

As a final comparison between aMC@NLO andwHEL for the scalar Higgs (scenario 1), we
show on the right-hand side of Figurel 68 the transverse gradrthe hardest positively-charged lepton
after the cuts of set 3). Results are in good agreement andffecedces are visible within statistical
fluctuations.

The total rates for the pseudo-scalar Higgs boson, sceRasie presented in the plot on the left-
hand side of Figurie 9. Rates without cuts and set 2) and 3itsf are about a third of the corresponding
ones relative to scalar Higgs-boson production, see Fl@8re-or the boosted-Higgs scenario the dif-
ference is much smaller, with rates for pseudo-scalar Higgduction only abou25% smaller than the
rates for the scalar Higgs. The origin of this effect is thaisaudo-scalar Higgs boson is in general
more boosted, as can clearly be seen by comparing the plbeaight-hand side of Figufe 69 with the
one on the right-hand side of Figurel 65. Therefore, a boedigds search following the guidelines of
Ref. [290], will work equally well for a pseudo-scalar bogh8]. The scale and PDF uncertainties are
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slightly larger in the case of the pseudo-scalar, bei7§o, —13% and +£6% respectively. The differ-
ences among the three predictions obtained by aMC@NLO awdHeL interfaced to HERWIG and
PoOwHEL interfaced to PYTHIA are smaller compared to scalar Higgselm predictions, even though,
in general, BWHEL + HERWIG results are still slightly softer than the ones oied by the other two
frameworks.

Finally, in the plot on the left-hand side of Figlire 70 theaagion for the two hardest lowest-lying
B hadrons in pseudo-rapidity and azimuthal angl& s, 5, = /(Ang, B,)? + (A¢p, B,)? is presented.
Results foraMC@NLO and®vHEL are in excellent agreement, well bel@# over almost the entire
range. For large separations the difference increase dai@a¥ or so. As expected, for large separation
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also the scale dependence increases. In the plot on thehagit side of Figure 70 the invariant mass of
all jet pairs defined for events passing the cuts of set 3)dbege) is shown. Like for the scalar case,
there is hardly any Higgs signal visible over the continubaskground coming from jet pairs that do
not correspond to the Higgs-boson decay (and are insteadiged as a consequence of top and antitop
decays). We point out that all three predictions are the samthe peak around the Higgs mass on
Figured 66 (left) and 88 (right), making the predictionstigatarly robust in this most important region.

We conclude that we are confident that the predictionstfiirandtt A production are under good
theoretical control. The differences between aMC@NLO anavREL interfaced to HERWIG and
PowHEL interfaced to PYTHIA are, in general, beloWw% in those regions not completely dominated
by parton-shower effects. In generalpWHEL + HERWIG gives slightly softer predictions than the
other two frameworks. Reaching this level of agreement betvithe results obtained by different frame-
works has required several interactions among us, sincg difiarent details in the independent setup
of the codes and in the precise definition of the observal@dagpooduce sizable diﬁerent@

8.3 Thepp — ttbb background

In the low-Higgs-boson-mass region, where a SM Higgs bosamlgndecays tdbb, QCD ttbb and
ttjj production represent the most important backgrounds. Eleetion strategies proposed so far
by ATLAS and CMS are based on the full reconstruction of thleb signature, starting from a final
state with fourb jets and additional light jets. Upon reconstruction of tbe guarks, twd quarks are
identified as originating from the top-quark decays, wHike temaining twd quarks represent a Higgs
candidate, to be identified via the invariant-mass recaostm of thebb pair. Simulations indicate that
the presence of othérand light jets in the final state greatly affects the corrdetiification of thebb
pair from the Higgs decay therefore diluting the signal tokgmound ratio. More recently, the idea of
searching for a highly-boosted Higgs boson (producirigt et containing thebb decay products) has
been proposed to enhance the signal to background ratio.

Whethertt H will provide a discovery channel very much depends on how welcan study the
characteristics of thetbb andttj;j backgrounds and find ways to efficiently discriminate theomfthe
signal. Requiring threb tags would strongly suppress thgjj contamination, and would leaveébb as
the dominant background.

The NLO QCD corrections to the&tbb production background have been calculafed [278-282]
and discussed for the LHC at the CM energyl4fTeV. The corrections enhance and stabilise the cross
section. Traditionally the simulations efbb were based on a LO cross section and ysgd= 1 =
my + my /2 as the central renormalisation and factorisation scalé Btudies have shown that this

scale choice does not provide an adequate description Q@ dynamics oftbb, since this process is
a multiscale process that involves scales much below- m, - /2. The theoretical stability of the cross

section is greatly improved by choosing a dynamical scelg = p2 = my \/m. In this case,

the NLO corrections increase the background cross sectiiinvihe signal region by abo@0—30%
[278+280]. Most importantly, the scale dependence is fagmitly reduced to a level significantly below
30%. Examples ofpr distributions for the hardest and softésjets are given in Figure 1, where the
unboostedsy,; > 100 GeV) and boosted(. ,,; > 200 GeV) regimes are compared.

In addition a comparison between the signal proggss+ ttH — ttbb and thettbb background
has been obtained in the narrow-width approximation[2B2Figure[72, a few histograms, namely the
invariant mass, the transverse momentum, the rapidityeofitto-h-jet system, as well as the transverse
momentum of the single-jet are shown. In all figures the red solid line refers to theONQCD back-
ground, the blue dotted line to the LO QCD background, whikedreen dash-dotted and cyan dashed

%The codes and/or the event files ready to-be-showered aitalseain the RPWHEL and aMC@NLO websites,
http://grid.kfki.hu/twiki/bin/view/DbTheory/TthProd andhttp://amcatnlo.cern.ch, respectively.
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Fig. 71: Transverse momentum of the harder ¢, ) and softer fr 1,,) b jets atl4 TeV CM energy: absolute LO
and NLO prediction for the unboostet(;; > 100 GeV, upper plots) and boosted regimes (;; > 200 GeV,
lower plots). The uncertainty bands correspond to a fawtorscale variation. From Ref, [280].

line to the NLO and LO signal, respectively. Apart from thedriant mass of theb system and ther
spectrum of thé quark, the shapes look very similar for signal and backgioun

This makes it possible to study the signal and backgroundgsses including the final-state Higgs
decay intobb with cuts at the same time at NLO. However, it should be noted the final-state top
decays have not been included at NLO so that a full NLO signdl lzackground analysis including
all experimental cuts is not possible so far. The top-quatagls are expected to affect the final-state
distributions more than the Higgs decays iblo pairs. The next natural step will then be to interface
the NLO calculation ottbb production with PYTHIA and HERWIG. This will provide the irttate
tool to study both signal and background in the presence if tdecays of the Higgs boson and of the
top/antitop pair.

Finally, we note that the NLO QCD correctionsiip — tt;j have been calculated as well[291,
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297], however, in the boosted-Higgs analysis the major ¢paeknd to thettH signal is due tatbb
production [290].
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9 vyydecay modg9
9.1 Introduction

Despite its relatively low branching fraction and cons@d#e reducible and irreducible backgrounds
from SM QCD processes, tlygy decay mode benefits from a clean signature, provided thdficiently
high-resolution electromagnetic calorimeter is used. foeleH — yy is generally considered to be
the principal discovery channel at the LHC for a Higgs bosawirig a mass betweeld0 GeV and
150 GeV. Furthermore, given the recent combined results freenAALAS and CMS collaborations
from analyses corresponding to upa fb~! of integrated luminosity excluding withs% confidence

a Standard Model Higgs boson in the rangé GeV < My < 476 GeV, theyy decay mode is the
channel whose sensitive range remains at this writing it [onstrained. The corresponding individual
ATLAS [293,/294] and CMS[[295] results have also been maddi@ub

9.2 Sets of acceptance criteria used

Three sets of acceptance criteria, shown in Table 20, haame Ueed for the studies presented in this sec-
tion. Two of them (ATLAS’, 'CMS’) are based on acceptancéemia of the ATLAS and CM3H — yy
searches; the third ("Loose’) corresponds roughly to @ipacceptance criteria used in the measurement
of Standard Model prompt photon processes which constiat&grounds to these searches.

Table 20: The three sets of acceptance criteria used for studiesdrsduiion.

'CMS’ 'ATLAS’ 'Loose’
E1y1[GeV] > 40 > 40 > 200r23
E1y2[GeV] > 30 > 25 > 20
[y ] <25 < 2.37 <25
Excluded|r,| [1.4442,1.566] [1.37,1.52]
My,[GeV] [100, 160] [100, 160] > 80

For the studies concerning background processes in th@&thiModel, parton-level isolation
requirements have been imposed, requiring a maximum teases\hadronic energy 6fGeV within a

solid cone of radiud\ R = \/An* + A¢* = 0.4 or 0.3 as noted.

9.3 Signal modelling and differential K -factors
9.3.1 Reweighting of thegr spectrum for the gluon-fusion production process

The effect of reweighting the Higgs-boser spectrum given by the NLO program POWHEG (with
parton-shower simulation, hadronisation, and underlygagnt from PYTHIA 6.4) to that given by
the inclusive NNLL program T [194] has been evaluated for tiyg final state. Figuré€ 13 shows
the distribution of relative 8 T/POWHEG event weights as a function of Higgs-boganfor My =
120 GeV; the distribution is fit with a 4th-degree polynomial &tion for pr < My and a constant
function forpt > My. The fitted functions for four Higgs-boson masses relevathhé H — yy search
are also shown; there is a slight to moderate dependencedtidlgs-boson mass.

It is important to evaluate the impact of the-reweighting on other observables susceptible to be
used in thel — yy search. Figure_74 shows the distributions, after appticatif the 'CMS’ acceptance
criteria, of the kinematical observablésyYY, the difference in azimuthal angle between the two photons,
n'Y, the pseudo-rapidity of the diphoton system, angf*, the cosine of the angle between one of the
photons and the beamline in the centre-of-mass frame of tbgstboson, before and after thegH
reweighting, forMy = 120 GeV. Thepr-reweighting has a significant effect on both theYY and

393, Gascon-Shotkin, M. Kado (eds.); N. Chanon, L. Cieri, GriBs D. D’Enterria, D. de Florian, S. Ganjour, J. -Ph. Guil-
let, C. -M. Kuo, N. Lorenzo,E. Pilon and J. Schaarschmidt.
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Table 21: Average values of the destructive interference fadt@s a function of Higgs-boson mass, for the
'"ATLAS’ acceptance criteria.

My[GeV] 100 105 110 115 120 125 130 135 140 145 150
o[%] -3.16 —283 —-259 -242 -—-231 -228 —-236 —-254 —-287 -—-340 —433

nYY distributions; theA¢YY distribution is shifted to higher values, correspondinghe two photons
being more back to back, and that:gf is shifted away from small rapidity values towards the fava
backward zones. However, thes 6* distribution is only slightly affected, with a small enhaneent
aroundcos * = 0.7 and a corresponding small deficiency at the highest valudéss Aas important
implications for the treatment of the signal-backgrourtériierence, which will be discussed below.

9.3.2 Doubly-differential K -factors for the gluon-fusion production process

To propagate higher-order effects to kinematical distitms produced by POWHEG [127], one can
also perform a 2D reweighting with & -factor K (¢ 1, Yi) Whereqr y is the transverse momentum
of the Higgs boson andy; its rapidity [296]. In the following we describe such a 2D mghting
procedure using HNNLQ [197] and POWHEIG [297]. This studywdtide repeated with 8IT in place
of HNNLO.

The K-factors K (¢r,u, Yu) are computed by applying the 'Loose’ kinematical criteridhw
Ety1 > 20 GeV andET,2 > 20 GeV. An isolation criteriony | Et < 5 GeV in a coneAR < 0.3
around the photons is applied at parton level in HNNLO, whileEr < 7 GeV is used at generator
level in POWHEG. TheK -factors have been computed by binstdgeV ingr i and0.25 in Yy. Since
the lowesit i bins give a divergent cross section at fixed order, they haea merged in order to yield
a constanfs -factor in the rang® < ¢r i < 20 GeV (the reweighted POWHEG spectrum profits there-
fore from a leading-log shape resulting from the PYTHIA parshower in this range). Contiguous bins
inthe @1, Yn) plane are then merged together to smooth out statisticzlttions (they could also be
fitted with smooth functions). Th& -factors thus obtained by this procedure for the Higgs-basasses
My = 110,120, 130, 140 GeV are given in Appendik]C (Table_C.1). The differentialss:esection dis-
tributions for HNNLO, POWHEG, and POWHEG after the appiisatof the K -factors are shown in
Figure[75. The need for sudki-factors in the lowgr 51, centralYy region is noticeable.

As expected, the use of the 2B-factors is found to accurately reproduce the transversaene
tum and the rapidity of the Higgs boson (see Fidurk 75) toiwifi¥. It also accurately reproduces
angular variables such ass 0* to the same level of precision.

9.3.3 Gluon-fusion signal and background interference

Theyy decay channel is affected by destructive interference dmtwthe Higgs-boson gluon-fusion pro-
duction process and the Standard Model continggm— yy 'box’ process, which constitutes an irre-
ducible background. This interference has been calcuktdte two-loop level by Dixon and Siu [298],

and the interference factércan be obtained as a function of the angflewheref* is the angle between

one of the photons and the beamline in the centre-of-massefd the Higgs boson, the distribution of
which is subject to experimental acceptance criteria,ipisdhe photon rapidity:

(v1) = y(va)
f> (65)

0* = arccos (tanh y

Average values of are shown in Table 21, where the valuesfdthave been obtained subject
to the 'ATLAS’ acceptance criteria defined at the beginnifdghis section. These are at the level of a
few per cent, reaching a minimum 8f28% for My = 125 GeV and increasing t8.16% and4.33%,
respectively, forMy = 100 GeV andMy = 150 GeV. However, for very low values @f, § can reach

116



% 10-3?”‘ L i \\EE g E\\\\\\ (BRI B o \\\Eg

Q Fl HNNLO gg~H ~yy 1z v; 0.007 _l_,_\_‘—\ =H

g I | 1 > F 13

s i POWHEG gg—H -y 12§ o0.006 EE

° C 13

% 1041 POWHEG gg - H -y x K(a,Y,, | 0.005F- 3

© = E = E

F ] 0.004F =

i ] 0003 =

c HNNLO gg—H —yy a1

10° = 0.002F =

E E = POWHEG gg—H —yy E

r =] 0.001 POWHEG gg—H - x K(@,.Y,, =

I T R R R B I #"\HH\"H\HH\HH\HH\HH\HH R

0O 20 40 60 80 100 120 140 160 1?8‘ 2)00 —%.5 2 -15 -1 -05 0 05 1 25

q, (GeV. W
= 0.037””‘””‘””HHHHHHHHHHHH‘HLH
=) 15
— C ¢
é 0.025— —%
7] F e
3 E 13
3 0020 3¢
B Ver ]
© C 1
0.015 -
C HNNLO gg—H —yy ]
O-Olf POWHEG gg—H —yy ]
C POWHEG gg-H -y xK(q,,Y) =
0.005— -
O: \\\HHMH\\HH\HH\HH\HH\HH\HHMH:
0O 01 02 03 04 05 06 07 08 09 1

cos(6%)

Fig. 75: Differential cross sections of thgg — H — yyprocess fol\/ly = 120 GeV: Higgs-boson transverse mo-
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reweighted withX (g1 u, Yi).

far higher values, as much &8% or more. Figuré_76 shows, for the 'ATLAS’ acceptance criéeand
My = 120 GeV, the distribution ob values and as a function of*.

At the beginning of this section it was shown that e 6* distribution was relatively insensitive
to the pp-reweighting. This means that it probably does not matteckwithe pr-reweighting or the
interference correction) is performed first. It has beengested [[299] that the two steps should be
performed in both orders, and the difference, for examptaertwo distributions of the cumulative event
weights, should be taken as a theoretical systematic wicrt

In addition, the calculation performed in Réf. [298] takedyovirtual QCD corrections into ac-
count, and the scattering angle used is that of the beam awisheck the stability of the result for
those cases where the diphoton system sizeably differstierframework used for the calculation, the
interference term is recomputed for signal events with astrarse momentum of the Higgs boson in
excess 020 GeV. The overall variation of the term is of the order16f%. This systematic uncertainty
on theO(3%) correction to ther x BR can be neglected when considering the QCD scale, PDRkyand
systematic uncertainties on the overall signal normadisat

9.4 Background extraction and modelling
9.4.1 Background modelling biases and systematic uncettiais

The search for the Higgs boson in the diphoton channel rétieboth ATLAS [293,294] and CM$ [295],

on analytic models of the background shape. The scope o theslels is to have a reasonable fit of
the background diphoton invariant-mass distribution ia tfata to allow an accurate estimate of the
background in the signal region from the side bands. Variooslels were investigated, a single or
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120 GeV using the 'ATLAS’ acceptance criteria.

double exponential parametrisation or polynomial shagésese models and in particular the simple
exponential function are of course not adequate to modeabdlskground over any diphoton invariant-
mass range, but are a good approximation in small rangegssisg) the ability of the functional form to

model correctly the background over a given mass range ghmmutietermined from large Monte Carlo
simulation samples of irreducible and reducible backgdsusnd checked in the data.

To quantify the potential bias of a given functional form thifference between the fitted function
to large Monte Carlo samples and its shape in a narrow masgowircan be used, or a signal-plus-
background model can be fitted, and the average number aflsgants fitted will give an estimate of
the bias. Preliminary studies of this type using thetox [300] and RESBOS [301=305] simulations
have been carried out [293,294] showing that a simple exg@idunction or a second order polynomial
when fitted over a mass range 10 GeV to 160 GeV can introduce sizable biases, of the order of
10—20% of a Standard Model signal. Such bias can be reduced eithesibg a higher-order polynomial
as was done by CM$ [295] or reducing the fitting mass range.oth bases the cost of reducing a
potential bias is a reduction in the statistical precisidérine determination of the background. The
choice of optimal functional form, the constraints on itsgmaeters, and the fitting range can be studied
using the available Monte Carlo programs. Checks can alsodne using the data, but it should be
noted that their result can be biased both by statisticalufions in the search region and the potential
presence of a signal. Such checks were carried out in ATILAS,[294] using a double exponential
model fitted to the data to generate an ensemble of pseudwhegnts which were then fitted using
a simple exponential. This check showed a fair agreememidagt the possible bias measured in the
Monte Carlo and that measured from the two parametrisations

In ATLAS [293/294], to account for a potential bias in thetistiécal treatment of the results of this
channel, a fraction of the signal fitted is allowed to be assigto a bias in the background modeling.

Detailed Monte Carlo based studies are necessary to aelyuestimate the potential bias arising
from a given choice of parametrisation of the backgroundhediphoton channel. Although such bias
can be accounted for in the statistical treatment of theyaigatesults, it is preferable to keep it small
relative to the expected number of signal events. Checkisedata are also important to further confirm
the choice of background model. Depending on the kinemetjairements chosen in ATLAS and CMS,
the background modeling systematic uncertainty could belaied between experiments.
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9.4.2 Status of background calculations

The irreducible background to th& — yy search is composed of prompt photon pairs from the quark—
antiquark annihilation, gluon-fusion, and gluon—(anigck scattering processes. One or both photons
come either directly from the hard process or from partogrfrantation, in which a cascade of successive
collinear splittings yields a radiated photon. The comnttitms from the so-called 'direct’ components
have been calculated at NLO and implemented in the prograrredx [300], GAMMA 2MC [30§€],

and MCFM [232]. In addition, DPHOX contains a complete implementation at NLO of single- and
double-fragmentation contributions. The calculation lienpented in the RESBO S [301=305] program
has NNLL resummation accuracy and an effective treatmeh@o$ingle fragmentation.

The direct contribution from the gluon-fusion channel, Wmnoas the 'box’ contribution, is tech-
nically at NNLO at lowest order, and has been calculdted][367addition to many of the higher-order
corrections at RLO, and implemented icAMMA 2MC and RESBOS. These corrections are quanti-
tatively of equal importance as the direct contributionge do the significant gluon luminosity at the
LHC.

Experimental measurements of differential prompt diphgiair cross sections at both the Teva-
tron [308.309] and at the LHC[310,311] have exhibited largatisfactory agreement with the ensemble
of theoretical predictions. The exception has been in theafied 'collinear’ regime, corresponding to
low values ofA¢YY andMYY, high values otos #*, and the characteristic 'shoulder’ in the spectrum of
the diphoton system. These disagreements were thoughtiee® the absence of NNLO contributions
in the theoretical predictions from either the direct ogfreentation components.

Recently, a fully-differential calculation of the direcbrmponents at NNLO using ther sub-
traction formalism [[1977] has been performed and implenterirethe parton-level programGam-
MANNLO [312]. Contributions from fragmentation are not inddd and are formally eliminated by
the application of the so-called smooth cone isolatioredon due to Frixione et al. [313]: For a cone
of radiusr = \/An? + A¢? < R around a photon with transverse momentpﬁn the total amount of
partonic transverse energyr must be less thaf’}'**(r), where

— 3 n
EF®™(r) = eyp»:lﬂ(ll_%) ) (66)

In the above definitiorn, andn are parameters, with < ¢, < 1. Figure[Z¥ shows the differen-
tial cross sectionlo /dA¢y, as predicted by @AMMANNLO at both NNLO and NLO (but excluding
the higher-order 'box’ diagram corrections), compared te@nt measurement by the CMS collabora-
tion [311] at\/s = 7 TeV, with acceptance criteria closely following the 'Lobselection defined at the
beginning of this section. There is satisfactory agreerbetween this preliminary theoretical predic-
tion and the CMS data, indicating that the addition of theaciNNLO contributions alone may correct
much of the disagreement, modulo the fact that the CMS aisaliged simple hollow cone isolation

requirements and not the Frixione criterion.

Figure[78 shows the same differential distributiésn/dA¢,, predicted by ZAMMANNLO at
both NNLO and NLO, this time for the ’ATLAS’ and 'CMS’ acceptee criteria defined at the beginning
of this section.

9.4.3 Doubly-differential K -factors

Although the ATLAS and CMSH — yy analyses estimate the background directly from data, it is
nevertheless useful to benefit from the best possible baokgrestimate from Monte Carlo simulations.
Furthermore, this is needed for meaningful data/MontedXarimparisons as well as to train classifiers in
multivariate analyses. For these purposes, we proposeisdbtion a differential reweighting of parton-
shower events to NLO calculations. This has been achievedsing parton-shower events obtained
with yy+jets samples generated withAdGRAPH [314] (which contains the Born diagram and up to two
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Fig. 77: Differential diphoton cross section as a function®#,, at NNLO (blue) and at NLO (dotted black)
calculated with a preliminary result from th&e2ZMmmMA NNLO program, superimposed on results from CMS data
(points) from 2010[311].
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Fig. 78: Differential diphoton cross section as a function®#,, at NNLO (blue) and at NLO (dotted black)
calculated with a preliminary result from th&2mmMA NNLO program, for the 'ATLAS’ (left) and 'CMS’ (right)
acceptance criteria.

supplementary hard jets) hadronised with PYTHIA[315], sowest-order box events generated with
PYTHIA. Events have been reweighted to NLO withrBox [300] (NLO Born and single- and double-
fragmentation contributions) andABiMA 2MC [30€] (NLO box contributions). It should be noted that
the MADGRAPH yy+jets process includes the fragmentation contributioh@natrix-element level as a
bremsstrahlung contribution, whileilBHoX includes the full treatment of the fragmentation function a
NLO. This study should be repeated wits 2uMANNLO.

In order to reproduce most of the kinematic features of th©Nkocesses, it has been found that
it is sufficient to perform a 2D reweighting withid-factor K (¢t y, M), wheregr ,, is the transverse
momentum of the diphoton system anf}, its invariant mass [297]. Th& -factors K (¢ yy, M,y) are
computed by applying the 'Loose’ kinematical cuts with ,; > 20 GeV andEt,» > 20 GeV. An
isolation criterion) Er < 5 GeV in a coneAR < 0.3 around the photons is applied at parton level
and) " Et < 7 GeV at generator level. Th&-factors have been computed for binsdoGeV in gty
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Fig. 79: Differential cross sections for diphoton production frome tsum of the quark—antiquark annihilation,
gluon-fusion, and gluon—(anti)quark scattering procgs$giphoton transverse momentum (top left), diphoton
invariant mass (top right), anas 6* (bottom) for a combination of PHOX and GAMMA 2MC, a combination of
MADGRAPH and PYTHIA, and the latter combination reweighted WKW, g1 1).

and5 GeV in M,,. Contiguous bins in thegt ,, M,,) plane are then merged together to smooth out
statistical fluctuations (they could be alternatively €ttgith smooth functions). Th& -factors obtained

by this procedure are shown in Appenfik C (Tdhle| C.5). Thiedihtial cross-section distributions for a
combination of DPHOX and GAMMA 2MC, and a combination of MDGRAPH and PYTHIA after the
application of the(-factors are shown in Figufel79. It is interesting to noté tha supplementary hard
jets in the MADGRAPH yy+jets samples allows the population of the highy, and highaZ,, regions,
which would have been forbidden by the LO kinematics of theTlPIYA Born samples had they been
used.

As expected, the 2[KX -factors are found to accurately reproduce the transveosgantum and the
invariant-mass spectra of the diphoton system (see Fidranthe region where thH — yy searches
are performedi/,, > 100 GeV). They also accurately reproduce angular variablels ascos 6*.
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10 WW* decay mod#d
10.1 Introduction

For Higgs-boson massédy 2 135 GeV, the Higgs boson decays mainly intd/@W* pair. The W’s
decay mainly hadronically, but this decay topology is ekpentally difficult to exploit due to the high
cross section of multi-jet processesryip collisions. If one of the W’'s decays fo, wherel indicates
an electron or muon, and the other to two quarks, the backdrompp — W + jets withW — 1v,
becomes dominant. For high values of the Higgs mass, a stugran the neutrino transverse momentum
(measured as missing enerdgiiss, in the detector) can be used to reject Yie+ jets background. For
low values of the Higgs mass only the fully leptonic decayreted of the W's WW — 1vlv) can be
used for Higgs search with high sensitivity.

The main background in this channelgp — tt — WbWb — lvlvbb. This background is
characterised by the presence of high misdirgfrom the two neutrinos and high jet multiplicity from
theb quarks.

In order to maximise the sensitivity, the analysis is perfed in jet categories, that means the
whole sample is divided i, 1, and> 1 jets subsamples. The use of jet categories is common to
other channels likdl — yyandH — tt. In the first two subsections we will discuss the concrete
implementation of the jet categorisation in tHe— WW analysis. The follwoing sections discuss the
treatment of the irreducible SW'W background.

10.2 Jet bin categorisation and uncertainties

The main Higgs production process at LHC is gluon fusign— H whose inclusive cross section is
known at NNLO QCD+ NLO EW + higher-order improvements][7], with uncertainties froraideial
QCD scale dependences and from PDF erros-of0% and8—10% for the LHC at7 TeV centre-of-
mass energy. Thgg — H process is characterised by large contributions from egltran emission.
The amount of extra jets produced in the process has beenutedpsing the POWHEG MC program
interfaced to PYTHIA for the showering with the followingsudts: 44% of the events have more than
one jet andl3% have more than two jets. The jet algorithm used is the laptivith a coneAR = 0.4,
and a cut on the transverse momentum of the j@bdBeV and a pseudorapidity cut of 4.5 are imposed.
The CTEQ6.6 NLO PDF set has been used for the computatiore Seeertainties on the exclusive jet
cross sections result to be smaller than the scale undgrtairthe inclusive cross sections. This points
to several studies, also reported in this report, showiagttie conventional scale uncertainty variation
underestimate the exclusive jet bin uncertainty. In ordexampute more realistic uncertainties a proce-
dure has been set up that furnishes more reasonable valseesAribed in the following, it consists in
evaluating the scale uncertainty on the inclusive muttejess sectionsr>g, o>1, ando>2, and propa-
gating them uncorrelated to the exclusive jet bins. Thesemainties produce large correlations among
several channels. In tH& W case, three different channels are analyse@—, e*u®, andutu—. The

jet bin uncertainties have to be considered fully correlamong them.

Analysis selection criteria for the several channels dfferéint, and the scale uncertainties on the
inclusive jet cross section can be different according écstiveral selections that are considered. In order
to decouple the largest contribution to the jet countingnftbe specific analysis criteria the signal yield
in a given jet bin is defined as follows,

Noj = 0>0foAo, Nij =o0>0f1A1, Naj = 0>0f249, (67)

wherefy, f1 and f, are defined as

fo= THOTOEL g 02T O g O (68)

0>0 0>0 0>0
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