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Introduction

Motivation

The thermal rate constant k(T ) is an essential observable for the quantitative description

of chemical dynamics and its study offers a common playground of comparison between

innovative experimental techniques, new theories and computational tools. Since the

formulation of the transition state theory [1–4], many efforts have been devoted to the

development of an exact and computationally feasible approach to the thermal rate

constant calculation. In this thesis, we focus on the calculation of k(T ) for double barrier

passages in the presence of several quasi-bound (resonant) states. The importance of

studying k(T ) in the presence of quasi-bound states is related to the occurrence of resonant

tunneling, which considerably increases the transmission probability at the resonance

energy. Specifically, resonant tunneling occurs when an incident wave-packet has an

energy which is comparable to one of the quasi-bound state energies: in this case, the

tunneling probability is greatly enhanced and the wave-packet can cross the potential

without an effective reduction of its amplitude. Pioneering experimental observations

of resonant tunneling lead to what is presently known as Ramsauer’s effect (or negative

resistance). In particular, such effect manifested itself in the form of electrons crossing

double-barrier structures having a thin GaAs film sandwiched between two GaAlAs

barriers [5, 6]. The resonance was observed from peaks in the tunneling current, when

the voltage was set near the quasi-stationary energy states of the potential well. Beyond

semiconductors [7, 8], resonant tunneling is relevant to describe several experimental

systems such as quantum dots [9], the Fabry-Perot interferometer [10] and molecular

reactions [11–14]. Another example of molecular resonant scattering is the reaction

H + O2 [13,14], where the resonances are induced by the presence of an intermediate well.

In this case, full dimensional accurate quantum results are available [15, 16].
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Although many analytical results can be obtained for single barrier potentials (e.g.

the rectangular barrier or Eckart barrier [17]), little is known about resonant tunneling

for potentials with two or more barriers beyond the simple case of double rectangular

potentials [18–21]. This is due to the intensive numerical effort required to compute k (T )

exactly, even in the one dimensional case. Moreover, these calculations are much more

challenging than evaluating the transmission probability for systems where resonances

are induced by the presence of an intermediate well [16] (with fixed total angular momen-

tum) or for single barrier potentials in the presence of wells. [22]

Calculations of k (T ) can be done using either a time-dependent or time-independent

method. In the time-dependent approach, a non-negligible amount of computational

time is required when long-lived resonance states are present. Further, a large spatial

width wave-packet is needed in order to observe resonances which are costly to obtain

in terms of grid methods. The corresponding momentum is well-defined and it has a

small energy spread. From this point of view, double barrier potentials can also be used

as an energy filter to get those wave-packet components whose momenta distribution

width is comparable with the resonance width. Inspired by this consideration, Moyesev

and co-workers have developed a non-Hermitian representation of quasi-bound states

decay and solved the time-dependent Schrödinger equation with outgoing boundary

conditions [23–27]. They were able to calculate the tunneling transmission probability for

two Gaussian barriers supporting up to five resonances.

Major advances in the time-dependent picture have been obtained by Miller and

coworkers [28, 29], who developed a method in which a time integration of the flux auto-

correlation function is used to compute k(T ) directly. Although this method has been

widely used [29], it is practically limited to potentials with one single barrier or two very

close and narrow barriers [30]. Indeed, when many quasi-bound states are present, the

numerical effort required to compute the long-time dynamics for the thermal rate constant

increases greatly. In this direction, Peskin et al. [31–34] developed a more stable variant

of the flux auto-correlation method to compute k(T ) even in the presence of resonances,

the so called Flux Averaging method (FAM). Although this last method partially solves

the issue of the long-time dynamics imposed by the flux auto-correlation approach, the

computational time required to reach convergence still dramatically increases in the deep

resonant regime.

Main results

To overcome these limitations, in this thesis we present a novel time-independent ap-

proach to compute k(T ) for any arbitrary multi-barrier potential (even for first-derivative
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discontinuous potentials), in the presence of many quasi-bound states. The method

consists in a fast and robust procedure for calculating k (T ) as the thermal average of

the transmission probability T (E), namely the probability of a quantum particle to cross

the scattering potential, by directly solving the Schrödinger equation as an ordinary

differential equation (ODE) with the energy as a parameter. This, avoids having to solve

the related eigenvalue problem. We stress that even though the thermal rate constant

has been computed for potentials with few resonant peaks [30, 32], to the best of our

knowledge k (T ) has not been evaluated in the presence of two clearly separated barriers

with several quasi-bound states. In the following, we resume the most important results

we obtained:

• The first part of this thesis is dedicated to the calculation of the thermal rate constant

at very low temperatures for arbitrary potentials. In particular, we focused our

attention on double barrier potentials where the effects of the resonant tunneling

are not negligible. Part of these results has been recently published on International

Journal of Quantum Chemistry [35].

• Using the potential profile of a nanoporous graphene double-layer obtained by an

ab initio calculation, we show how resonant tunneling can be used to select species

with different masses. In particular, we considered the selection of Helium isotopes.

Part of the results discussed in this thesis will be published in collaboration with A.

M. Brockway (Dep. of Chemistry, Haverford College, Haverford (PA), USA) and J.

Schrier (Dep. of Chemistry, Haverford College, Haverford (PA), USA) [36]. This is

an example of quantum mechanical sieve for isotope enrichment.

• Resonant tunneling plays a fundamental role in the “Inverse Kinetic Isotope Effect”,

i.e. the effect for which heaviest isotopes have a larger thermal rate constant respect

to lightest isotopes. For shedding light on this direction, we extensively studied the

thermal rate constant by varying the distance ∆ between two potential barriers. A

paper including these results is in preparation [37].

• The last part of this thesis has been dedicated to outline a quantum protocol for

the calculation of the thermal rate constant on a quantum computer. In particular,

we take advantage of our time-independent ODE method for devising a quantum

algorithm with an exponential speed-up with respect to any equivalent classical

algorithm.

Organization

This thesis is organized as follows: in the first Chapter, we introduced the concept of

“Thermal Rate Constant”, including the state-of-art of the theory. The second Chapter
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is dedicated to the comparison between the two main method for the computation of

the thermal rate constant: the “Time-Dependent” approach and the “Time-Independent”

approach. In particular, in Chap. 3 we will show how the time-dependent approach

fails in extreme resonant conditions. Chap. 4 presents the principal methods for the

numerical integration of Schrödinger equations that will be used in the time-independent

approach. In Chap. 5, 6, and 7 we will present the main results of this thesis. Finally, in

Future Perspectives, we will outline a quantum ODE algorithm for the computation of

the thermal rate constant on quantum computers.



CHAPTER 1

Thermal Rate Constants

The thermal rate constant, or “speed of reaction” either for a reactant or a product during

a given reaction, can intuitively be considered as a measure of how fast or slow a reaction

takes place. For example, the oxidative rusting of iron under the atmosphere is a slow

reaction that can take place within many years, while the combustion of cellulose is a

reaction which occurs in fractions of a second. The first part of this Chapter will be

dedicated to the derivation of the classical expression of the thermal rate constant. In the

second part, we will introduce the Transition State Theory (TST), as an approximation of

the classical the thermal rate constant expression. Finally, we will introduce the general

quantum theory for thermal rate constant calculations.

1.1 Classical Thermal Rate Constants

1.1.1 Collinear reaction

Consider a collinear reaction of the form A + BC 7→ AB + C, where the molecule B

is transferred from the molecule C to the molecule A. Starting from here, we will call

“reactants” and “products” respectively all the molecules on the l.h.s. and r.h.s. of the

collinear reaction. For a given initial condition (p0, q0) of the system, where p0 and

q0 are respectively the generalized moments and coordinates of the reaction space, the

transition rate for that initial phase space configuration k (p0, q0) can be expressed as

k (p0, q0) = Φ (p0, q0; f (q))Preact (p0, q0) (1.1.1)

where Φ (p0, q0) is the reaction flux across a surface f (q) = 0 dividing reactants from

products, i.e. the amount of reactants turning into products by crossing the surface

f (q) = 0 per unit of time. Preact (p0, q0) is the reaction probability, i.e. the probability

that the collinear reaction actually takes place. In other words, Preact (p0, q0) will count
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Figure 1.1.1: Example of a closed surface f (q) around reactant space for collinear reaction.

the reactants that cross the dividing surface and are indefinitely turned into products.

Hence, the classical thermal rate constant can be expressed as the phase space average

k (T ) = 〈k (p0, q0)〉T

=
1

Qreact (T )

ˆ
dp0 dq0

(2π~)
F
e−βH(p0,q0)Φ (p0, q0)Preact (p0, q0) , (1.1.2)

where F is the number of degrees of freedom and β = 1
kBT

is the inverse temperature.

In Eq. (1.1.2), the average is over the usual Boltzmann-Maxwell distribution with the

classical Hamiltonian H (p0, q0) = K (p0) + V (q0), where K (p0) is the kinetic energy

and V (q0) is the surface reaction potential, and Qreact (T ) =
´
dp0 dq0

(2π~)F
e−βH(p0,q0) is the

partition function. Considering that the collinear reaction A+BC 7→ AB +C takes place

when the system crosses the dividing surface f (q) = 0, which divides reactants (f(q) < 0)

from products (f(q) > 0) (see Fig. (1.1.1)), the reaction flux can be easily expressed as

Φ (p0, q0) =
dθ (f (q0))

dt
= δ (f (q0)) ~∇qf(q) · p0

µ
, (1.1.3)

where µ = mA(mB+mC)
mA+mB+mC

is the reduced mass of the reaction. Similarly, the reaction

probability can be expressed as

Preact (p0, q0) = lim
t→∞

θ [f (qt (p0, q0))] , (1.1.4)

i.e. the collinear reaction takes place only if, for a given initial condition, the system

can reach the “product side” from the “reaction side” and remains permanently in the
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“reaction side”. Hence, the thermal rate constant assumes the form

k (T ) =
1

Qreact (T )

ˆ
dp0 dq0

(2π~)
F
·

e−βH(p0,q0)δ (f (q0)) ~∇qf(q) · p0

µ

[
lim
t→∞

θ [f (qt (p0, q0))]
]

=
1

Qreact (T )

ˆ
q0∈f−1(0)

ˆ
dq0 dp0

(2π~)
F
·

σ̂ · p
µ

e−βH(p0,q0)
[

lim
t→∞

θ [f (qt (p0, q0))]
]
, (1.1.5)

where σ̂ =
~∇qf(q)

|~∇qf(q)| is the versor orthogonal to the dividing surface. This integral can be

evaluated using classical Monte Carlo with a constrained sampling of classical trajectories

at the dividing surface. Observe that the definition of thermal rate constant k (T ) given

in Eq. (1.1.5) is independent of the choice of the dividing surface, since for any given

initial sampling, i.e. dividing surface location, the Monte Carlo classical trajectories time

evolution will adjust the value of the limt→∞ θ [f (qt (p0, q0))].

1.2 Transition State Theory (TST)

The calculation of the thermal rate constant from Eq. (1.1.5) requires a Monte Carlo

calculation or in general propagation of many phase space trajectories. To avoid this

integration or propagation, in the sixties Eyring [1, 2], Evans and Polanyi [3] devised an

approximation of Eq. (1.1.5), the transition state theory (TST). They found that the thermal

rate constant is directly proportional to the concentration of these reactants multiplied

by the frequency at which they are converted into products. The transition state is the

geometry of the system at the maximum along the minimum energy path going from

reactants to products and it is often called the “activated complex”. The main assumptions

for the validity of the TST are:

• Reactants are distributed following the usual Boltzmann-Maxwell distribution.

• It is not possible for the molecules to return to the reactant side after they cross the

transition state. This means that any classical trajectory can cross the transition state

only one time.

• At the transition state, the reaction coordinate s along to the minimum energy path

of the collinear reaction potential can be separated from the other coordinates (see

Fig. (1.2.1)).

• At the transition state, the motion along s can be treated as a classical translational

motion.
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Figure 1.2.1: Example of potential energy level map for the collinear reaction H + H2 → H2 + H.
The blue-dotted curve is the minimum energy path (m.e.p.) and (s, Q) represent respectively the
reaction coordinate and its orthogonal coordinate.

In the rest of this Section we will provide a derivation of the TST and we will present all

the limitation of the theory.

1.2.1 Derivation of the TST

For a generic reaction potential we can always identify a minimum energy path (see

Fig. (1.2.1)). Let s the reaction coordinate along to the minimum energy path and Q its

orthogonal direction: in this sense, s can be seen as the preferred low energy trajectory for

the collinear reaction while Q represents small perturbations along such path. We expect

to find a saddle-point (s∗, Q∗) which satisfies the conditions

∂2V

∂s2

∣∣∣∣
s=s∗

< 0, (1.2.1a)

|HQ (V )|Q=Q∗ > 0, (1.2.1b)

where HQ (V ) is the Hessian of the surface reaction potential with respect to the general-

ized coordinates Q. At this point, reactants are in quasi-equilibrium with the activated

complex: if the reactant energy is larger than the activation energy Vsp = V (s∗, Q∗),

reactants can form the activated complex which will transform into the products.

Without loss of generality, we will fix s∗ = 0, where we will place the dividing surface.
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By a canonical transformation (p0, q0)→ (ps, P, , s, Q), Eq. (1.1.5) can be rewritten as

k (T ) =
1

Qreact (T )

ˆ
dP dQ dps ds

(2π~)
F

e
−β

(
P2

2M +
p2
s

2µ+V (s,Q)

)
δ (s)

ps
µ
Preact (ps, P, s, Q)

=
1

Qreact (T )

ˆ
dP dQ dps

(2π~)
F

e
−β

(
P2

2M +
p2
s

2µ+V (0,Q)

)
ps
µ
Preact (ps, P, 0, Q) , (1.2.2)

where M = mAmBmC
mA+mB+mC

is the reduced mass. Because of Eq. (1.2.1a) and of the orthogo-

nality of s and Q at the transition point (s∗, Q∗), in the TST the reaction probability in

Eq. (1.1.4) is approximated to

Preact (ps, P, 0, Q) ≈ θ (ps) . (1.2.3)

The interpretation of this assumption is straightforward: the reaction will take place only

if ps > 0, i.e. if the classical trajectory is pointing from reactants to products. In this

approximation, Eq. (1.2.2) assumes the form

k (T ) =
1

Qreact (T )

ˆ
dP dQ dps

(2π~)
F

e
−β

(
P2

2M +
p2
s

2µ+V (0,Q)

)
ps
µ
θ (ps)

=
e−β Vsp

2π~

ˆ
dP dQ

(2π~)
F−1

e
−β

(
P2

2M +V (0,Q)−Vsp
) ˆ ∞

0

dps
ps
µ
e−β

p2
s

2µ

=
kBT

2π~
e−β Vsp

Q‡ (T )

Qreact (T )
, (1.2.4)

where

Q‡ (T ) =

ˆ
dP dQ

(2π~)
F−1

e
−β

(
P2

2M +V (0,Q)−Vsp
)

(1.2.5)

is the partition function at the transition state geometry of the non-reactive degrees of

freedom. The approximation in Eq. (1.2.4) is not taking into account the possibility that

the classical trajectory will get back into the reactants basin in a finite amount of time.

Therefore, using the TST, we reduced the multi-dimensional integration in Eq. (1.1.5)

to the calculation of Qreact (T ) and Q‡ (T ), which is much more amenable to Monte

Carlo integrations. For collinear reactions at low temperature, the major contribution to

Qreact (T ) is given by vibrational motions around the minimal energy path. In particular,

for 1-dimensional systems, Q‡ = 1 and Qreact (T ) can be approximated to the partition

function of a quantum oscillator Qreact (T ) ≈ QOQM (T ) = 1

2 sinh( β~ω2 )
, where ω is the

characteristic frequency of the vibrational motion [38].
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1.2.2 Correction to the TST

Even though the TST is widely applicable, it does have some limitations:

• TST fails when applied to fast multi-step reactions: in fact, TST assumes that

each intermediate state is long-lived enough to reach the Boltzmann-Maxwell

distribution of energies before continuing the next step. Otherwise, the momentum

of the reaction trajectory between intermediate steps can carry forward to affect

product selectivity.

• TST is also a classical theory for which collinear reactions does not occur unless

molecules collide with enough energy to cross the reaction barrier.

• TST assumes a single passage through the transition state from reactants to prod-

ucts. However, it has been experimentally observed multiple passages through the

transition states (re-crossing).

• TST is inaccurate at high temperature. In fact, the theory assumes the reaction

system will pass over the lowest energy saddle point on the potential energy sur-

face. While this description is consistent for reactions occurring at relatively low

temperatures, at high temperatures, molecules populate higher energy vibrational

modes; their motion becomes more complex and collisions may lead to transition

states far away from the lowest energy saddle point.

• Finally, according to quantum mechanics, for any barrier with a finite amount of

energy, there is a possibility that particles can still tunnel across the barrier, in

particular at low temperature. With respect to chemical reactions this means that

there is a chance that molecules will react even if they do not collide with enough

energy to traverse the energy barrier.

Hence, a quantum approach of the thermal rate constant results fundamental for properly

describe chemical reactions by including re-crossing (high temperatures) and tunneling

(low temperatures).

1.3 Quantum Thermal Rate Constants

As described in the previous Section, classical approaches to the thermal rate constant

do not correctly describe chemical reaction either in the re-crossing regime (high tem-

perature) or in the tunneling regime (low temperature). To overcome this limitation, in

1983 Miller, Swartz and Tromp formulated [28] a method based on the quantum theory of

density matrices to describe chemical reactions beyond the TST. In particular, they found
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that quantum correlation functions can be used to compute the quantum thermal rate

constant in the linear response theory regime.

Consider a system of reactants which is described at t = 0 by the canonical distribution

density matrix ρ̂ (0) = e−βĤΘ̂r, where the projection operator projects onto the reactant

side Θ̂r and ensures that no products are present at the beginning. The probability P (t)

to find a product at the time t can be expressed as

P (t) =
1

Qreact (T )
Tr
[
ρ̂ (t) Θ̂p

]
, (1.3.1)

where Qreact = Tr [ρ̂ (0)] = Tr
[
e−βĤΘ̂r

]
is the partition function of the reactants, Θ̂p =

1 − Θ̂r is the projector operator onto the product side of the Hilbert space and ρ̂ (t) =

e
i
~ Ĥtρ̂ (0) e−

i
~ Ĥt is the density matrix in the Heisenberg representation. Recalling the

definition of the ρ̂ (0), Eq. (1.3.1) becomes

P (t) =
1

Qreact (T )
Tr
[
e−βĤΘ̂re

i
~ ĤtΘ̂pe

− i
~ Ĥt
]
. (1.3.2)

Since
[
Ĥ, Θ̂r

]
6= 0,1 the probability P (t) is not real quantity. However, only the real part

has a physical meaning and it is related to the transition probability (the imaginary part

becomes relevant only if adsorbing potentials are present). Therefore, it is possible to use

an equivalent symmetric definition of P (t) defined as [29]

P (t) =
1

Qreact (T )
Tr
[
e−

β
2 ĤΘ̂re

− β2 Ĥe
i
~ ĤtΘ̂pe

− i
~ Ĥt
]
, (1.3.3)

where the imaginary part is identically zero.

1.3.1 The Flux-Side and the Flux-Flux Correlation Function

In general, chemical reactions are non-linear and irreversible processes. However, in

the approximation of quasi-equilibrium dynamics, the theory of linear response can be

applied [39].

Given these considerations, we obtain from the definition of the thermal rate that

k (T ) = −Ṗ (t) .

1Suppose that
[
Ĥ, Θ̂r

]
= 0. Recalling that Θ̂p = 1− Θ̂r , the probability to find a product P (t) in Eq. (1.3.2)

becomes
P (t) =

1

Qreact (T )
Tr

[
e−βĤΘ̂rΘ̂p

]
,

which is identically zero because a state cannot be at the same time both a reactant and a product.
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Using the definition of P (t) in Eq. (1.3.3) and recalling that

dΘ̂r (t)

dt
= −dΘ̂p (t)

dt
= − i

~

[
Ĥ, Θ̂p (t)

]
= −e i~ ĤtF̂e− i

~ Ĥt, (1.3.4)

where F̂ is the flux operator, we finally find

k (T ) =
1

Qreact (T )
lim

t→+∞
Cfs (t, T ) , (1.3.5)

where we defined the flux-side correlation function as

Cfs (t, T ) = −Ṗ (t) = Tr
[
e−

β
2 ĤF̂e−

β
2 Ĥe

i
~ ĤtΘ̂pe

− i
~ Ĥt
]
. (1.3.6)

Intuitively, the flux-side correlation function “counts” the rate at which reactants become

products and it correctly has the dimensions of
[
t−1
]
. Equivalently, it is possible to

substitute the limit with an integral using the identity

Cfs (t, T ) =

ˆ t

0

dt′ Cff (t′, T ) (1.3.7)

where

Cff (t, T ) = Tr
[
e−

β
2 ĤF̂e−

β
2 Ĥe

i
~ ĤtF̂e− i

~ Ĥt
]

(1.3.8)

is the flux-flux correlation function. Finally, the quantum thermal rate constant assumes

the form

k (T ) =
1

Qreact (T )

ˆ +∞

0

dtCff (t, T ) . (1.3.9)

1.3.2 The flux-averaging method (FAM)

For the case of resonant tunneling simulations as in the present PhD thesis, Eq. (1.3.9)

does not converge in a feasible amount of time. Resonant metastable states stretch the

simulation time to becoming almost exponential with the number of quasi-bound states

between the barrier. For this reasons, a variant of the Miller, Swartz and Tromp’s formula,

Eq. (1.3.9), has been put forward by Peskin et al. [31]. Such variant is called the “flux

averaging” method (FAM) and it allows the calculation of the thermal rate constants for

double barrier potentials. The method takes advantage of the fact that, after a certain

amount of time, the ratio of the fluxes in entrance to fluxes in exit channels is roughly

constant. Once the ratio is defined, one can obtain the asymptotic-time limit of the flux

auto-correlation function. More specifically, two dividing surfaces are employed and
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placed at the top of each barrier and two correlation functions are introduced: CRR (t)

when both dividing surfaces are located at the top of the first barrier (the reactants side)

and CRP (t) when the dividing surfaces are located at each barrier top (reactant and

product side respectively). Since Eq. (1.3.9) is exact, each correlation function gives the

exact thermal rate as well as any weighted linear combination. Peskin [32] found that a

suitable combination is

k(T )Qreact(T ) = lim
t→+∞

(
|CRR (t)|

´ t
0
CRP (t′) dt′

|CRP (t)|+ |CRR (t)|

+
|CRP (t)|

´ t
0
CRR (t′) dt′

|CRP (t)|+ |CRR (t)|

)
. (1.3.10)

Although this approach is very powerful in many cases of interest [31–34], re-crossing

phenomena can lead to a significant increase of the total computational time needed

to reach convergence. Furthermore, this method usually employs imaginary absorbing

potentials because the dynamics involves a long-time decay beyond the barrier region: the

expression and location of such absorbing potentials is quite arbitrary and their presence

can lead to fictitious effects. These shortcomings call for a better approach to tackle the

calculation of the thermal rate constant. We will see some examples of the numerical

challenge involved in using the FAM method to evaluate the rate constant in potentials

with several resonances in Chap. 3. Further, we will present our approach to remedy this

in Chap. 4.





CHAPTER 2

Time Dependent Methods vs. Time Independent Method.

As described in the previous Chapter, the thermal rate constant k (T ) can be expressed in

terms of flux operators F̂ =
dΘ̂p(t)
dt = i

~

[
Ĥ, Θ̂p (t)

]
, Eq. (1.3.9) by the expression:

k (T ) =
1

Qreact (T )
lim
t→∞

Cfs (t, T ) (2.0.1a)

=
1

Qreact (T )

ˆ +∞

0

dtCff (t, T ) , (2.0.1b)

where

Cfs (t, T ) = Tr
[
e−

β
2 ĤF̂e−

β
2 Ĥe

i
~ ĤtΘ̂pe

− i
~ Ĥt
]
, (2.0.2a)

Cff (t, T ) = Tr
[
e−

β
2 ĤF̂e−

β
2 Ĥe

i
~ ĤtF̂e− i

~ Ĥt
]
. (2.0.2b)

are respectively the flux-side and the flux-flux correlation functions. In this Chapter we

will provide the derivation of a time-dependent and a time-independent approach in

a representation suitable to the numerical calculation of the thermal rate constant. In

particular, we will discuss the reason why the time-independent approach is preferable

than the time-dependent approach for resonant tunneling.simulations.

2.1 The Time-Dependent Approach

Given a system described by the time independent Hamiltonian Ĥ = − ~2

2m∇
2 + V (x)

and its set of eigenstates |n〉 and eigenvalues εn1

Ĥ |n〉 = εn |n〉 , (2.1.1)

1In general, we must consider both the discrete and continuous spectrum of the Hamiltonian. However,
the explicit calculation of eigenstates requires a discretization of the Hilbert space, which inevitably leads to a
discrete spectrum.
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the flux-flux correlation function in Eq. (2.0.2b) can be expressed as

Cff (t, T ) =
∑
m,n

e−
β
2 (εn+εm)e−

i
~ (εn−εm)t |Fnm|2 , (2.1.2)

where Fnm is the matrix element of a Flux operator, defined as

Fnm =
i

~
〈n|
[
Ĥ, Θ̂p

]
|m〉 =

i

~
(εn − εm) 〈n| Θ̂p |n〉 . (2.1.3)

Here, Θ̂p is a Heaviside operator in momentum space. The expression in Eq. (2.1.3) can be

further simplified by introducing the reaction coordinate (s, Q), as described in Sec. 1.2,

in fact we see that

χnm ≡ 〈n| Θ̂p |m〉 =

ˆ
dQ, ds θ (s− s∗)ψn (s, Q)ψm (s, Q) , (2.1.4)

where s∗ is the position of the transition state, located somewhere between reactants

and products and θ (s− s∗) is the Heaviside function. Hence, the flux-flux correlation

function can be rewritten as

Cff (t, T ) =
∑
m,n

e−
β̃
2 (ωn+ωm)e−i(ωn−ωm)t (ωn − ωm)

2 |χnm|2 , (2.1.5)

where we defined ω = ε/~ and β̃ = ~β. The thermal rate constant defined in Eq. (2.0.1)

now assumes the form

k (T ) Qreact (T ) =

ˆ +∞

0

dtCff (t, T )

= <

[∑
m,n

e−
β̃
2 (ωn+ωm) (ωn − ωm)

2 |χnm|2
ˆ ∞

0

dt e−i(ωn−ωm)t

]
= lim
t→+∞

Cfs (t, T ) , (2.1.6)

where

Cfs (t, T ) =
∑
m,n

e−
β̃
2 (ωn+ωm) (ωn − ωm)

2 |χnm|2 t sinc ((ωn − ωm) t)

=
∑
m,n

e−
β̃
2 (ωn+ωm) (ωn − ωm) |χnm|2 sin ((ωn − ωm) t) . (2.1.7)

In order to compute Eq. (2.1.7) numerically, a prescription for the discretization of
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the Hilbert space given by the Hamiltonian in Eq. (2.1.1) is required. In our case, we

considered the “Discrete Variable Representation” (or simply sinc-DVR) (see App. A

for more details). In this approximation, the coordinate space [−L, L]
d, where d is

the system’s dimension, is divided in a N =
(
L

∆x

)d
cell of edge ∆x. In the sinc-DVR

approximation localized basis functions φn are introduced

φn (x) =
1√
∆x

sin
(
π (x−xn)

∆x

)
(
π (x−xn)

∆x

) =
1√
∆x

sinc
(
π (x− xn)

∆x

)
, (2.1.8)

as set of orthonormal functions for the discretized Hilbert space. Here, xj is defined as

the coordinate of the center of the j − th cell,. In this representation, the matrix element

Hnm = 〈φn| Ĥ |φm〉 assumes the simple form

Hnm = Tnm + Vnm, (2.1.9)

where

Tnm =
~2 (−1)

n−m

2m∆x2
·


π2

3 n = m

2
(n−m)2 n 6= m

, (2.1.10)

and

Vnm = δnm V (xn). (2.1.11)

Observe that Hnm is a dense matrix, in the sense that off-diagonal elements approach

zero only as a power-law. Similar results would have been obtained if we had used the

moment space representation for the Hilbert space of Ĥ.

Although the above “time-dependent” approach has been widely used for the explicit

computation of thermal rate constants [40–42], it presents many numerical problems. In

particular,

• Eq. (2.1.7) is not well defined for large t due to the presence of the quickly oscillating

term sin ((ωn − ωm) t), which is peaked around ωn ≈ ωm. However, the term

(ωn − ωm) in Eq. (2.1.6) tends to suppress the contribution of eigenstates with the

same eigenvalue.

• Because Eq. (2.1.6) is exact in the limit of t→∞, we expect the existence of a plateau

for the flux-side correlation function Cfs (t, T ) in correspondence with the value

of the thermal rate constant. However, as shown in Fig. (2.1.1), due to finite size

effects as well as numerical machine errors, the plateau strongly depends on the

discretization and it loses its coherence for very large value of t. Hence, Cfs (t, T )
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0 2e+054e+056e+058e+051e+06
t [a.u.]
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1e-06

0.001

C
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 [
a
.u

.]

L = 100, N = 400
L = 200, N = 800
L = 400, N = 1600
L = 800, N = 3200
L = 1200, N = 4800
L = 1600, N = 6400
L = 2000, N = 8000

T = 500

2.5e+05 5e+05 7.5e+05 1e+06
t [a.u.]

1e-12

1e-08

0.0001

C
fs
 [
a
.u

.]

L = 100, N = 400
L = 200, N = 800
L = 400, N = 1600
L = 800, N = 3200
L = 1200, N = 4800
L = 1600, N = 6400
L = 2000, N = 8000

T = 250

0 2.5e+05 5e+05 7.5e+05 1e+06
t [a.u.]

1e-12

1e-08

0.0001

C
fs
 [
a
.u

.]

L = 100, N = 400
L = 200, N = 800
L = 400, N = 1600
L = 800, N = 3200
L = 1200, N = 4800
L = 1600, N = 6400
L = 2000, N = 8000

T = 100

Figure 2.1.1: Flux-side correlation function as defined in Eq. (2.1.7), for a single Eckart barrier
potential of the form V (x) = V0

cosh2(π x∆ )
, where V0 = 1.560 × 10−2 a.u. and ∆ = 2, 30593 a.u. As

the temperature is reduced, the number of grid-points in the DVR approximation must be increased
in order to correctly reach the asymptotic limit in Eq. (2.1.6).

must be computed for many distinct times in order to correctly find the plateau,

and then the thermal rate constant.

• In order to compute Eq. (2.1.7), it is necessary to know both the eigenstates (through

χnm) and eigenenergies (through ωn) of the Hamiltonian in Eq. (2.1.1). In the sinc-

DVR representation, the total number of eigenstates is N =
(
L

∆x

)d
. Hence, the

computation time required to compute the eigenproblem scales as OEP = O
(
N3
)
,

and the amount of memory scales asMEP = O
(
N2
)
. Observe that the total amount

of memory necessary for the computation of the eigenproblem becomes quickly

unfeasible: indeed, for N = 104 the total amount of memory needed to store one

of the operators isMEP ≈ 1.6 Gb (using a long double representation of real

number).

In Fig. (2.1.1), the results of an explicit calculation of Cfs (t, T ) for an one dimensional

single barrier potential of the form V (x) = V0

cosh2(π x∆ )
, where V0 = 1.560× 10−2 a.u. and

∆ = 2.30593 a.u., are given. At high temperature, the flux-side correlation function
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quickly converges to the thermal rate constant value. As expected, both the convergence

time t and the number of necessary eigenstates N increases as the temperature T is

decreased.

In conclusion, the time-dependent approach to the thermal rate constant k (T ) be-

comes quickly unfeasible for low temperature. As described in the Introduction, we are

interested in studying resonant tunneling whose effects become relevant at very low

temperature. Hence, a time-independent approach is fundamental in order to study

systems at low energy quantum systems. We will elaborate further on this aspect in the

next Chapter.

2.2 The Time-Independent Approach

As described in Sec. 2.1 and in Chap. 3, time-dependent approaches become computa-

tionally demanding at very low temperature, when resonant tunneling becomes relevant.

Hence, a time-independent approach is preferred in this case for the calculation of the ther-

mal rate constant k (T ). In order to switch from the time-domain to the energy-domain, it

is necessary to integrate out the time dependence in Eq. (2.0.2b) [28]. After inserting the

following identity in Eq. (2.0.2b)

e−Ĥ(β/2+it/~) =

ˆ +∞

−∞
e−E(β/2+it/~) δ

(
E − Ĥ

)
dE (2.2.1)

and integrating over time, a time-independent expression for the thermal rate constant is

obtained [28]

k (T )Qreact (T ) =
1

2π~

ˆ +∞

−∞
e−βEN (E) dE, (2.2.2)

where

N (E) =
1

2
(2π~)

2 Tr
[
F̂1 δ

(
E − Ĥ

)
F̂2 δ

(
E − Ĥ

)]
(2.2.3)

is the cumulative reaction probability evaluated between the dividing surface f1 (s) = 0

and f2 (s) = 0. Eqs. (2.2.2) and (2.2.3) have been successfully used in the past for several

quantum rate calculations [14, 43–50]. In particular, Manthe et al. [51, 52] have been able

to calculate the exact quantum rate for the hydrogen abstraction reaction from methane

H + CH4 → H2 + CH3. Despite their apparent simplicity, Eqs. (2.2.2) and (2.2.3) can be

solved analytically only for a limited number of problems and a numerical approach

is necessary otherwise. Eq. (2.2.3) closely resembles the Landauer [53–56] formalism

equations employed to calculate the electrical and heat current.
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2.2.1 Cumulative reaction probability and probability current

In general, the numerical computation of Eq. (2.2.3) requires the study of the entire

spectrum of the Hamiltonian, as in the time-dependent approach. To overcome this

problem, in this Section we provide a useful expression for the cumulative reaction

probability N(E) in terms of probability currents. In particular, we take advantage of the

fact that, in the asymptotic limit and for one dimensional scattering potentials, probability

currents are related in a simple manner to eigenfunctions.

Consider a non-adsorbing potential V (x) which is different from zero only in a closed

region of the space S ⊂ [−L,L]
d, with L� 1. Due to energy conservation, any eigenstate

of the Hamiltonian Ĥ will assume the form of a free particle far from the “scattering

region” S . Hence, eigenstates |ψp〉 can be classified by their momentum p assuming that

we are far from the scattering interaction region S . Therefore, after inserting the resolution

of the identity |ψp〉〈ψp|, Eq. (2.2.3) becomes

N (E) =
1

2
(2π~)

2
¨

dp dp′ δ (E (p)− E) δ (E (p′)− E)

× 〈ψp| F̂1 |ψp′〉〈ψp′ | F̂2 |ψp〉 . (2.2.4)

where the integration over the momenta p and p′ denotes the sum over all eigenfunctions
2. Using the definition of the flux operators in Eq. (1.3.4), the flux matrix elements become

〈ψp| F̂1 |ψp′〉 =
d

dt

ˆ +∞

−∞
ds ψ?p (s) ĥ (f1 (s))ψp′ (s) (2.2.5a)

=

ˆ
f1(s)>0

ds
d

dt

(
ψ?p (s)ψp′ (s)

)
(2.2.5b)

where the integration in Eq. (2.2.5b) is limited to the regions where f1 (s) > 0 (products

region). Using the continuity equation

d

dt

(
ψ?p (s)ψp′ (s)

)
= ~∇s ·~jpp′ (s) , (2.2.6)

where
~jpp′ (s) = − i ~

2m

[
ψ∗p(s)~∇sψp′(s)− ~∇sψ

?
p(s)ψp′(s)

]
(2.2.7)

is the probability current, and then, applying the “Divergence Theorem”, the expression

2Here we prefer to adopt the integration at the place of the sum, since the spectrum is continuous far from
the scattering interaction region
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of the flux matrix elements becomes

〈ψp| F̂1 |ψp′〉 =

ˆ
f1(s)=0

ds~jpp′ (s) · ~n1 (2.2.8)

where ~n1 is a unit vector normal to the dividing surface f1 (s) = 0. After substituting

Eq. (2.2.8) into Eq. (2.2.4) for both flux operators, the expression of the cumulative reaction

probability in terms of the probability current becomes

N (E) =
1

2
(2π~)2

¨
dp dp′ δ(E (p)− E) δ(E (p′)− E)

×

(ˆ
f1(s)=0

ds~jpp′ (s) · ~n1

)(ˆ
f2(s′)=0

ds′ ~jpp′ (s
′) · ~n2

)?
. (2.2.9)

In this thesis, resonant rate calculations are carried out for arbitrary one dimensional

scattering potentials V (x), with the asymptotic condition V (x) = 0 for x far from the

scattering region S = [−LS , LS ]. Therefore, we can assume that the dividing surface

equation is of the form f (x) = x − x0 = 0, where x0 is the position of the dividing

surface. As introduced in Sec. 2.1, a convenient choice of the flux operators has often

been to place them one in the reactants and the other in the products side, in particular

for resonant scattering. Here, we choose to place them in the same asymptotic location

f1 (x) = f2 (x) = x − x0. It is important to remember that the actual rate constant

is independent of the location of the dividing surfaces, but appropriate choices of the

dividing surfaces locations may reduce the computational effort required to evaluate the

thermal rate constant. Given this choice, after integrating at the dividing surface point,

Eq. (2.2.9) becomes

N (E) =
1

2
(2π~)2

¨
dp dp′ δ(E (p)− E)

× δ(E (p′)− E) |jpp′ (x0)|2 , (2.2.10)

where the cumulative reaction probability can clearly be interpreted as a counter of the

number of particles that cross the dividing surface.

In order to calculate T (E) from asymptotic conditions, one needs the expression of

the eigenfunctions |ψp〉 in these regions. When a wave is incoming (left to right), the

eigenfunctions are

ψRp (x) =

{
1√
2π~

(
eipx/~ + r e−ipx/~

)
x� −LS

1√
2π~ t eipx/~ x� +LS

(2.2.11a)
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and when it is outgoing (right to left) they are

ψLp (x) =

{
1√
2π~ t e−ipx/~ x� −LS

1√
2π~

(
e−ipx/~ − r eipx/~

)
x� +LS

(2.2.11b)

where the energy for both eigenfunctions is set to E = p2/2m and no absorbing potential

is employed. Depending of the choice of the dividing surface, one will use Eqs. (2.2.11)

for the case of x0 � +LS or x0 � −LS . Recalling that T = |t|2 and R = |r|2 represent

respectively the transmission and reflection coefficients with R+ T = 1, it can be shown

that for both asymptotic choices of x0, the values of the probability currents are

jRRpp (x0) =
T

π~

√
E

2m
(2.2.12a)

jLLpp (x0) =
R− 1

π~

√
E

2m
(2.2.12b)

jRLpp (s0) = jLRpp (x0)∗ =
r t∗

π~

√
E

2m
, (2.2.12c)

where the steady state flux conservation relation t∗r + r∗t = 0 is used to show that

Eqs. (2.2.12) are the same for the case of x0 � +LS and x0 � −LS . Taking into account

the fact that the overall probability current is the sum over all possible probability currents

(right to right, right to left, etc.) [57], Eq. (2.2.10) becomes

N (E) =
1

2
(2π~)

2
ρ (E)

2
(∣∣jRRpp (s0)

∣∣2 +
∣∣jLLpp (s0)

∣∣2 + 2
∣∣jLRpp (s0)

∣∣2)
=

1

2
(2π~)

2
ρ (E)

2 E

mπ2~2
T (E) (2.2.13)

where ρ (E) is the density of states for x0 � +LS or x0 � −LS and where we explic-

itly indicate the energy dependence of the transmission coefficient T (E). [53] For one

dimensional systems, the free-particle density of states is ρ (E) =
√
m/2E and then

the cumulative reaction probability N(E) results to be exactly the transmission prob-

ability T (E). Finally, we can compute the thermal rate constant directly for arbitrary

one-dimensional potential as

k (T )Qreact (T ) =
1

2π~

ˆ +∞

−∞
e−βET (E) dE. (2.2.14)



CHAPTER 3

Limitations of the Time-Dependent Approach in Deep

Resonant Tunneling Regime

In this Chapter we apply the time-dependent Flux-averaging method (FAM), as described

in Sec. 1.3.2 to a series of double barrier potentials at different temperatures. FAM is

currently the most accredited method for this kind of problems. In particular we will

consider the three potentials represented in Fig. (3.0.1):

• The Lefebvre potential

V (x) =
VE

cosh2 (x)
− 0.75VI

cosh2 (2x)
, (3.0.1a)

where VE = 0.425 eV and VI = 0.546 eV.

• The Peskin potential

V (x) = V0

(
1

cosh2(x)
− 1

cosh2(a x)

)
, (3.0.1b)

where V0 = 0.310 eV.

• A well separated double barrier potential of the form

V (x) = V0

(
1

cosh2(x− a)
+

1

cosh2(x+ a)
− 2

cosh2(a) cosh2(x)

)
, (3.0.1c)

where V0 = 0.310 eV and a = 2 a.u.

In all cases, we used a mass m = 1.834 × 103 a.u. The first potential, indicated as the

Peskin potential is the one used in ref. [32] to test the flux-averaging method, the second

potential is the Lefebvre potential which was employed in ref. [30] as an example of a

potential were resonances are present. The third potential, indicated as “Wider potential”
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Figure 3.0.1: Plot of the three double well potentials considered in this Chapter.

in the caption is the potential employed in our present work, also used in Chap. 5 to test

our new time-independent method. This last potential supports many more resonances

than the first two and it is thus a much more severe potential in terms of convergence

of the time-dependent methods. We will now proceed to test the FAM method for these

potentials first at a high temperature T = 500K and then at lower temperatures to show

that when resonances become dominant the method fails to converge in a feasible amount

of simulation time.

3.1 Benchmark case T=500K

As described in Sec. 1.3.2, the thermal rate constant can be evaluated as a “flux-average”

Qreact(T ) k(T ) = lim
t→+∞

(
|CRR (t)|

´ t
0
CRP (t′) dt′

|CRP (t)|+ |CRR (t)|

+
|CRP (t)|

´ t
0
CRR (t′) dt′

|CRP (t)|+ |CRR (t)|

)
. (3.1.1)

We begin by considering the case of T = 500 K which was used by Peskin et al. [32] to

benchmark the FAM. We evaluated the time integrals
´ t

0
CRP (t′) dt′,

´ t
0
CRR (t′) dt′ and

Qreact (T ) k (T ) at those temperatures as a function of time t using the DVR approach

with the sync basis set (See Sec. 2.1 and App. A). We found that the converged (up to three

significant figures at 80, 100 and 500K) grid density corresponds to take ∆x ≤ 0.05 a.u.

For the first two potentials the grid was taken such that x ∈ [−16 a.u., 16 a.u.] with a

number of DVR points n = 701 and for the third potential, which is wider, we used a grid

of x ∈ [−20 a.u., 20 a.u.] with n = 1001.

As you can see in Fig. (3.1.1a), the FAM method works well only for the Peskin

potential. In fact, within 6000 a.u. the Qreact (T ) k (T ) integral function converges to a
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a) b)

c)

Figure 3.1.1: Plot of the time integrals
´ t
0
CRP (t′) dt′,

´ t
0
CRR (t′) dt′ and of the average value of

thermal rate constantQreact (T ) k (T ) in Eq. (3.1.1), for each of the three potentials in Eqs. (3.0.1), at
T = 500 K . The DVR parameters are given in the text.



22 3.2 Lower temperatures

constant. The wiggly behavior which follows the constant interval (at about 6000 a.u.), is

due to the finite size of the grid. We will see in the next Section however that as soon as

one lowers the temperature the FAM method does not converge anymore within 6000 a.u.

of time. In Fig. (3.1.1b), the method is applied to the Lefebvre potential at 500K. In this

case, for this slightly wider potential, the method fails. In fact, the thermal rate constant

k (T ) keeps oscillating and does not reach a constant value. Even within a longer time

propagation of 10000 a.u. the function did not converge. One should keep in mind that

because of the way the FAM method is expressed e.g Eq. (1.3.10) it is not possible to

parallelize the time evolution and the simulation time scales linearly in time. One other

problem to bear in mind is the fact that given more time, the edges of the grid may start

to influence the result and one will need to use a larger grid, i.e. more grid points and

thus more memory. In Fig. (3.1.1c) we apply the method to an even wider potential and

here we see that the oscillatory behavior of the thermal rate constant k (T ) prevents one

from getting any information of the correct value of the kinetic rate constant within the

propagation time.

3.2 Lower temperatures

Already at 500 K we saw the limitations of the FAM method. The FAM convergence

highly depends on the type of potential, even at that rather high temperatures. Now, we

investigate on how the method converges in the low temperature regime where quantum

effects become dominant. In this case we repeat the calculations, on both the Peskin

and wider potentials with the same DVR parameters. A similar behavior is observed for

the Lefebvre potential. The results are shown in Figs. (3.2.1). Temperatures for the first

row, Figs. (3.2.1a, b), and second row, Figs. (3.2.1c, d), are respectively set to T = 100 K

and T = 80 K. We see that for neither one of the potentials the thermal rate constant

in Eq. (3.1.1) converges within the 6000 a.u. propagation interval and nor do the two

integrals of CRR(t) and CRP (t). In the long time limit one should see that integrals of

CRR and CRP slowly approach the same value. However, at these low temperatures, we

are very far from this limit even after 6000 a.u. To obtain convergence one would need a

much longer propagation time and a large grid interval. These calculations would require

thousands of computational hours of simulation (for a one-dimensional system!).

In Fig. (3.2.2), we plot the flux-flux auto-correlation functions CRR(t) and CRP (t) as

a function of time. The correlation functions almost fully decay over the considered

time-interval at 500 K, as shown in Figs. (3.2.2a, b). This is no longer the case at the

lower temperature of 80K, as shown in Figs. (3.2.2c, d). The differences between the two

temperatures are due to the longer resonant oscillations of the correlation functions which

are greater at low temperatures and by the presence of metastable states.From Fig. (3.2.2d),
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a) b)

c) d)

Figure 3.2.1: Plot of the time integrals
´ t
0
CRP (t′) dt′,

´ t
0
CRR (t′) dt′ and of the average value

of thermal rate constant Qreact (T ) k (T ) in Eq. (3.1.1) as a function of time, for the Peskin (a, c)
potential and the well separated double barrier potential (b, d). Temperatures for the top panel and
bottom panel are respectively T = 100 K and T = 80 K. The DVR parameters are given in the text.
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a) b)

c) d)

Figure 3.2.2: Plot of the flux-flux correlation functions CRR(t) and CRP (t) as a function of time, for
the Peskin (a, c) potential and the well separated double barrier potential (b, d). Temperatures for
the top panel and bottom panel are respectively T = 500 K and T = 80 K. The DVR parameters are
given in the text.

it is evident that the flux-flux auto-correlation function time integration is not the same

for the CRRand the CRP profile. This means that the total simulation time is not enough

and that exponentially longer simulations should be performed. Then. it is also clear

that as one goes to lower temperatures the calculations become very demanding from a

computational point of view, requiring longer time propagation and larger memory to

allocate the a larger grid. These problems which we have seen to arise in one dimensional

potentials will get exponentially worse as one goes to higher dimensions. For these

reasons, there has been a lot of interest in finding alternative methods to evaluate the

rates. In the next Chapter we will describe switch from a time-dependent to a time-

independent approach and we will develop a novel time-independent method.



CHAPTER 4

Numerical methods for the Time-Independent integration

of the Schrödinger Equation

The main idea behind our calculations of the transmission probability T (E) by numerical

integration of the Schrödinger consists in finding asymptotic eigenfunctions ψp (x) of the

type

Ĥψp (x) =

[
− ~2

2m

d2

dx2
+ V (x)

]
ψp (x) = Eψp (x) (4.0.1)

using tools for solving ordinary differential equations (ODEs) at fixed eigenvalue E,

with an appropriate choice of boundary conditions. [58, 59] When no information about

the spectrum is known, pairs of eigenvalues and eigenfunctions of Eq. (4.0.1) must be

computed at the same time using standard tools for solving eigen-problems. However,

when eigenvalues are known a priori (for example, in the simple case of asymptotic free

systems), eigenfunctions of Eq. (4.0.1) can be directly computed by solving Eq. (4.0.1)

as an ODE, where the eigenvalues are treated as parameters. In this work, we consider

scattering potentials with free particle asymptotic conditions (see Sec. 2.2.1 for details).

When the potential is nonzero only in a closed scattering region [−LS , +LS ] and zero

outside, eigenfunctions are plane waves with momentum p and energy E = p2

2m in the

asymptotic limit |x| � LS . Because no bound states exist for E > 0 (in this case, bound

states are defined with energies E < 0 and they exist only if V (x) < 0, x ∈ [−LS , +LS ]),

we can divide the spectrum of Eq. (4.0.1) in two parts: a continuous spectrum for E > 0

and a discrete spectrum (if present) for E < 0. Recalling that only unbound states

are relevant, in our scattering potential cases, for the computation of the transmission

probability T (E), we can focus our attention exclusively on the continuous spectrum,

where the energy is E > 0 and it can be treated as continuous parameter in the ODE.
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4.1 Log-Derivative Method

A very popular and efficient method to the presented ODE method is the log-derivative

(LD) method, where a log-derivative transformation of Eq. (4.0.1) leads to a first-order

differential equation (usually known as the Riccati equation). Theoretical chemistry com-

munity has employed mainly this method for scattering reactions rate and transmission

probabilities. Calculations are most often restricted to few atom reactions, such as H+H2,

D+H2, Cl+HCl, H+BrH, and more recently to OH+H2, OH+CO, OH+HCl, X+CH3X [60].

Because the numerical solution of the Riccati equation requires the propagation of only

one boundary condition, the LD method is in principle faster than the ODE method.

The log-derivative (LD) method is a time-independent method alternative to the one

presented and it is widely used for solving multi-dimensional scattering problems [61,62].

As for the ODE method, in the LD method the Schrödinger equation of Eq. (4.0.1) is

solved by direct evolution of the boundary conditions. However, unlike the ODE method

which directly solves the Schrödinger equation, in the LD method a log-trasformation of

Eq. (4.0.1) is performed. Specifically, the Schrödinger equation

∂2
xψ(x)

ψ(x)
+Q(x) = 0, (4.1.1)

where Q(x) = 2m
~2 (E − V (x)) and V (x) is an arbitrary one-dimensional scattering poten-

tial in the region x ∈ [−L, L], is written in the following way

∂xu(x) + u2(x) +Q(x) = 0, (4.1.2)

by employing the transformation u(x) = ∂x logψ(x) = ∂xψ(x)
ψ(x) . Eq. (4.1.2) is also known

as Riccati’s differential equation (RDE). The RDE is a first order differential equation

and it requires only one boundary condition. Thus, the LD method should be faster

than the ODE method, which instead is based on a second order differential equation.

However, as shown below, the LD method is subject to pathological behavior at very low

energies where the probability transmission is very small. For this reason, it is not suitable

for computing thermal rate constants k(T ) either at low temperature or for resonant

tunneling systems, where low energies states becomes dominant.

For an incoming wave function of the form ψ(x0) = eipx/~, where x0 � −LS is

an arbitrary starting point outside the scattering potential region, the RDE boundary

condition becomes

u(x0) = ip/~. (4.1.3)

For any large x̃� LS , ψ(x̃) has the form of an outgoing wave function and the solutions
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of the RDE have the following asymptotic form

u(x̃) = i k

√
Reipx̃/~ − e−ipx̃/~√
Reipx̃/~ + e−ipx̃/~

= −k
sin(2px̃/~) + i 1−R

2
√
R

cos(2px̃/~) + 1+R
2
√
R

. (4.1.4)

where p =
√

2mE and R is the reflection probability. By multiplication of both numerator

and denominator of Eq. (4.1.4) by R−1/4, we obtain

u (x̃) = i k

√
Reipx̃/~ − e−ipx̃/~√
Reipx̃/~ + e−ipx̃/~

= i k
eipx̃/~+ 1

4 logR − e−ipx̃/~− 1
4 logR

eipx̃/~+ 1
4 logR + e−ipx̃/~−

1
4 logR

= −k
sin
(
px̃/~− i

4 logR
)

cos
(
px̃/~− i

4 logR
)

= −k
sin (px̃/~) cosh

(
1
4 logR

)
− i cos (px̃/~) sinh

(
1
4 logR

)
cos (px̃/~) cosh

(
1
4 logR

)
+ i sin (px̃/~) sinh

(
1
4 logR

) = −kN
D
, (4.1.5)

where in the last line we used the identities

sin (ix) = i sinhx, (4.1.6a)

cos (ix) = coshx. (4.1.6b)

In order to express u (x̃) in the form

u (x̃) = uR (x̃) + iuI (x̃) , (4.1.7)

we multiply both N and D in Eq. (4.1.5) by D∗, so that

ND∗ = sin (px̃/~) cos (px̃/~)

[
cosh2

(
1

4
logR

)
− sinh2

(
1

4
logR

)]
− i sinh

(
1

4
logR

)
cosh

(
1

4
logR

)[
cos2 (px̃/~)− sin2 (px̃/~)

]
= sin (px̃/~) cos (px̃/~)− i sinh

(
1

4
logR

)
cosh

(
1

4
logR

)
, (4.1.8)

and

DD∗ = cos2 (px̃/~) cosh2

(
1

4
logR

)
+ sin2 (px̃/~) sinh2

(
1

4
logR

)
. (4.1.9)

Recalling that

sinx cosx =
1

2
sin (2x) , (4.1.10)
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Eq. (4.1.5) becomes

u (x̃) = −kND
∗

DD∗

= −k
2

sin
(

2px̃
~

)
− i sinh

(
logR

2

)
cos2

(
px̃
~

)
cosh2

(
logR

4

)
+ sin2

(
px̃
~

)
sinh2

(
logR

4

) . (4.1.11)

Finally, using the identities

sin2 x =
1− cos 2x

2
, (4.1.12a)

cos2 x =
1 + cos 2x

2
, (4.1.12b)

and recalling that

sinh

(
1

2
logR

)
=
R

1
2 −R− 1

2

2
= −1−R

2
√
R
, (4.1.13a)

cosh

(
1

2
logR

)
=
R

1
2 +R−

1
2

2
=

1 +R

2
√
R
, (4.1.13b)

we obtain

u (x̃) = −k
sin (2px̃/~) + i 1−R

2
√
R

cos (2px̃/~) + 1+R
2
√
R

. (4.1.14)

As expected, the asymptotic solutions of the RDE depend only on R. In particular, real

and imaginary parts of u(x) are strictly related since only one boundary condition can be

fixed. From Eq. (4.1.4) we can compute the transmission T and reflection R probabilities

as functions of the scattering energy E

R(E) =

∣∣∣∣k − i u(x̃)

k + i u(x̃)

∣∣∣∣2 , (4.1.15a)

T (E) = 1−R(E). (4.1.15b)

At very low energy, the transmission probability tends to zero and the RDE asymptotic

solutions given by Eq. (4.1.4) assumes the pathological form

u(x̃) ≈ −k
sin(2px̃/~) + iT2

2 cos2(px̃/~) + T 2

8

, (4.1.16)

where very large deviations of order of T 2 appear for both the real and imaginary parts

of u(x). Consequently, a correct propagation of the boundary condition at x0 requires

an integration step which goes to zero as T 2. In particular, for T 2 smaller than the
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machine precision, the LD method becomes numerically unfeasible. Moreover, the effect

is pronounced for smoothly changing potentials where RDE solutions have the form of a

outgoing wave functions for large regions, but with the incorrect value ofR (see Fig. 4.2.1).

It is important to observe that for the ODE method, the transmission probability T is

only a multiplicative factor. Therefore, the propagation of the boundary conditions is

numerically efficient at very low energies as well.

4.2 The Ordinary Differential Equation (ODE) method

The last step needed to solve Eq. (4.0.1) as an ODE consists in providing an appropriate

choice of the boundary conditions. Because no absorbing barriers are present, the total

energy must be conserved. Therefore, the following scattering representation

ψp(x) =

{
eipx/~ x� −L

t
|t|2 eipx/~ + r

|t| e−ipx/~ x� +L
(4.2.1)

can be obtained after using the following choice of boundary conditions

ψp(x0) = 1 (4.2.2a)

∂xψp (x0) = i p/~. (4.2.2b)

where x0 � −LS (see Sec. 2.2.1 for details). The pre-factors t
|t|2 and r

|t| in Eq. (4.2.1)

are necessary in order to satisfy the continuity equation Eq. (2.2.6). Therefore, given an

arbitrary point x̃ such that x̃� LS , we have

ψp (x̃) =
t

|t|2
eipx̃/~ +

r

|t|
e−ipx̃/~, (4.2.3a)

∂xψp (x̃) =
i p

~

(
t

|t|2
eipx̃/~ − r

|t|
e−ipx̃/~

)
. (4.2.3b)

Linear combinations of Eq. (4.2.3) gives

ψp (x̃) +
~
i p
∂xψp (x̃) = 2

t

|t|2
eipx̃/~, (4.2.4a)

ψp (x̃)− ~
i p
∂xψp (x̃) = 2

r

|t|
e−ipx̃/~, (4.2.4b)
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whose complex modulo results

∣∣∣∣ψp (x̃) +
~
i p
∂xψp (x̃)

∣∣∣∣2 = 4 |t|2 , (4.2.5a)∣∣∣∣ψp (x̃)− ~
i p
∂xψp (x̃)

∣∣∣∣2 = 4
|r|2

|t|2
= 4

|r|2

1− |r|2
. (4.2.5b)

Therefore, by inversion of Eqs. (4.2.5), transmission and reflection probabilities become

T (E) = |t|2 = 4

∣∣∣∣ψp(x̃) +
~
i p
∂xψp(x̃)

∣∣∣∣−2

, (4.2.6a)

R(E) = |r|2 = 1−

(
1 +

1

4

∣∣∣∣ψp(x̃)− ~
i p
∂xψp(x̃)

∣∣∣∣2
)−1

. (4.2.6b)

Although many other boundary conditions can be chosen, we used the boundary condi-

tions in Eq. (4.2.2) in order to have a simple and computationally efficient expression of

T (E).

The method described above has many advantages. On one hand, we can find the

thermal rate constant avoiding the time integration and using the transmission probability.

On the other, we provide an efficient way to solve the Schrödinger equation in Eq. (4.0.1)

using tools for solving ODEs as the Numerov’s method or the Runge-Kutta method,

avoiding the related eigenproblem which is numerically harder to tackle. Moreover, the

time-independent ODE method is not as much memory demanding as the time-dependent

approach (see Sec. 2.1) given that the calculation of the transmission probability T (E)

in Eq. (4.2.6) requires only the value of eigenstates for x̃� L, which can be obtained by

propagation of the boundary condition without storing the entire eigenstate. Moreover,

within the present method, the transmission probability can be sampled ad hoc, using

a finer energy grid near resonant peaks. This is very important when dealing with

the integration in Eq. (2.2.2) because, in the case of resonance states for double barrier

potentials very narrow energy peaks are present. By using a fine grid only around

resonant peaks and a coarse grid in flat regions, we have been able to reach numerically

converged results for the energy integration in Eq. (2.2.2). Hereafter, we describe the

methods currently employed for solving the Schrödinger equation in Eq. (4.0.1) and their

numerical drawbacks.
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4.2.1 Numerov’s Method

The Numerov’s method is a fourth-order multi-step method for solving one-dimensional

differential equations of the second order [63]. Consider the following differential equa-

tion (
d2

dx2
+ f (x)

)
ψ (x) = 0, (4.2.7)

where f (x) is an arbitrary function and ψ (x) is the eigenfunction. Let xn be an arbitrary

point: using the fifth order expansion of ψ (x) around xn we obtain

ψn−1 − ψn+1 = 2ψn + ∆x2ψ′′n +
∆x4

12
ψ(IV )
n +O

(
∆x6

)
. (4.2.8)

where ∆x is an appropriate discretization of the x−space and xn±1 = xn ±∆x. Here we

use the notation ψn = ψ (xn) and ψn±1 = ψ (xn ±∆x). Using Eq. (4.2.7) in Eq. (4.2.8) for

expanding ψ′′ (xn) = −f (xn)ψ (xn) and ψ(IV ) (xn) = − d2

dx2 [f (xn)ψ (xn)], we obtain

∆x2fnψn = 2ψn − ψn−1 − ψn+1 −

−∆x2

12
[fn−1ψn−1 − 2fnψn + fn+1ψn+1] +O

(
∆x6

)
, (4.2.9)

where fn = f (xn) and fn±1 = f (xn ±∆x). Finally, solving Eq. (4.2.9) for ψn+1 we obtain

the Numerov’s propagator

ψn+1 =

[
2− 5∆x2

6 fn

]
ψn −

[
1 + ∆x2

12 fn−1

]
ψn−1

1 + ∆x2

12 fn+1

, (4.2.10)

For the Schrödinger equation in Eq. (4.0.1), the Numerov’s propagator in Eq. (4.2.10)

assumes the form

ψn+1 =

[
2− 5m∆x2

3~2 (E − Vn)
]
ψn −

[
1 + m∆x2

6~2 (E − Vn−1)
]
ψn−1

1 + m∆x2

6~2 (E − Vn+1)
, (4.2.11)

where E = p2

2m , Vn = V (xn) and Vn±1 = V (xn ±∆x). For the Numerov’s method, the

boundary conditions assume the form

ψ (x0) = 1, (4.2.12a)

ψ (x1) =
i p

~
∆x+ ψ (x0) =

i p

~
∆x+ 1. (4.2.12b)

For any fixed energy E, the computational complexity for computing the transmission

probability T (E) using the Numerov’s method is O (N), where N = L
∆x . The main
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contribution to the computational complexity is given by the propagation of the initial

boundary condition in Eq. (4.2.12). Therefore, for computing T (E) with an energy

precision ∆E, the total computational complexity will be O (NM) , where M ≈ V0

∆E

and V0 is the maximum of the potential V (x). Assuming that M ≈ αN , where α is an

appropriate constant, we finally obtainO
(
αN2

)
. However, the Numerov’s method allows

to compute T (E) using a energy grid finer only where a high resolution is necessary, as

near resonant peaks. Consequently, the proportionality constant α results to be very small

and the Numerov’s method shows a numerical speed-up respect to any time-dependent

method.

4.2.2 Runge-Kutta method

The Runge-Kutta method is a fourth-order method for solving one-dimensional differ-

ential equations of the first-order [64]. Consider the following first order differential

equation (
d

dx
− f (x)

)
ψ (x) = 0, (4.2.13)

where f (x) is an arbitrary function and ψ (x) is the eigenfunction. For a given step size

∆x and arbitrary point xn, we define

ψ (xn+1) = ψ (xn) +
1

6
(k1 + 2k2 + 2k3 + k4) , (4.2.14)

where ki are defined as follows

k1 = ∆x f (xn)ψ (xn) , (4.2.15a)

k2 = ∆x f

(
xn +

1

2
∆x

)[
ψ (xn) +

1

2
k1

]
, (4.2.15b)

k3 = ∆x f

(
xn +

1

2
∆x

)[
ψ (xn) +

1

2
k2

]
, (4.2.15c)

k4 = ∆x f (xn + ∆x) [ψ (xn) + k3] . (4.2.15d)

Intuitively, Eq. (4.2.14) is an averaged Taylor expansion where ki represent

• k1 is the increment based on the slope at the beginning of the interval, using ψ (xn).

• k2 is the increment based on the slope at the midpoint of the interval, using ψ (xn) +
1
2k1.

• k3 is again the increment based on the slope at the midpoint, but now using ψ (xn) +
1
2k2.

• k4 is the increment based on the slope at the end of the interval, using ψ (xn) + k3.
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Recalling that any differential equation of the second order of the type in Eq. (4.0.1) can

be written as a system of first order differential equations of the form(
d

dx
− F (x)

)
Ψ (x) = 0, (4.2.16)

where

Ψ (x) =

(
ψ (x)

ψ′ (x)

)
, (4.2.17a)

F (x) =

(
ψ′ (x)

2m
~2 [E − V (x)]

)
=

(
ψ′ (x)

1
~2

[
p2 − 2mV (x)

] ) , (4.2.17b)

with the following boundary condition

Ψ (x0) =

(
1

i p/~

)
, (4.2.18)

it is possible to use the Runge-Kutta method for solving any Schrödinger equation with

arbitrary one dimensional potentials.

Since the Runga-Kutta method differs from the Numerov’s method presented in

Sec. 4.2.1 only in the form of the boundary condition propagator, the computational

complexity of the Runge-Kutta method will be O
(
α′N2

)
, where α′ is an appropriate

constant which is typically smaller than one.

4.2.3 Generalization to Multichannel Scattering

All considerations and equations presented in the previous Sections can be generalized

to the multichannel case, i.e. to non-adiabatic problem where electronic transitions are

contemplated or vibro-rotational channels transitions. One need to solve the coupled-

channel Schrodinger equation(
−1

~
2m

2 d2

dx2
+ V (x)−E

)
Ψ (x) = 0 (4.2.19)

where 1 is the N ×N identity matrix and N is the number of coupled channels, E is the

same dimensional parametric diagonal matrix and

V (x) =


V11 (x) . . . V1N (x)

...
...

...

V1N (x) . . . VNN (x)

 (4.2.20)
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where the diagonal terms are the potential along each channel and the off-diagonal ones

are the couplings terms between each channel. The potential matrix in Eq.(4.2.20) is of

course symmetric. Finally the wavefunction

Ψ (x) =
(
ψ1 (x) , . . . , ψN (x)

)
(4.2.21)

is the vector composed of each channel function. The way to solve Eq. (4.2.19) according

to the algorithm presented above is to solve the set of N coupled differential equations for

each ψi (x), by calculating the coupling terms in each equation using the set of previous

step solutions for each channel. The initial boundary conditions for a typical scattering

process can be 
ψip (x0) = 1

∂xψ
i (x0) = ip/~

ψjp (x0) = 0 j = 1, . . . , N ∧ j 6= i

∂xψ
j (x0) = 0 j = 1, . . . , N ∧ j 6= i

(4.2.22)

where x0 is the left asymptotic position and an initial wavepacket started from the i-th

channel will propagate into all channels. Clearly the results depend on the choice of the

parametric E diagonal matrix. According to the boundary conditions of Eq.s(4.2.22), the

diagonal values for the initially empty channels are Ej = Vjj (x0) and that one of the i-th

channel Ei is parametrically varied as in the mono-channel case.

4.2.4 Comparison of our ODE method with the Log-derivative method

In this Section, we will compare the ODE method presented in this thesis with the existing

LD method. In particular, we will show that, unlike the ODE method, the LD method

becomes numerically unstable in the deep tunneling region, even for a single barrier

potential. We have chosen the single Eckart barrier as a case of comparison, because in

this case the analytical results are known.

In Fig. (4.2.1) the comparison between the ODE method and the LD method is shown

using a single Eckart barrier V (x) = V0/ cosh2 (πx/a), where V0 = 0.424 eV and a =

2.305 a.u. (left) or a = 5 a.u. (right). As one can see Fig. (4.2.1d), the LD method gives the

wrong result for the transmission probability at very low energy due to the pathological

form in Eq. (4.1.16) for sufficiently wide potentials. This issue is further enhanced in

case of resonant tunneling double barrier passage, where small energy resonant peaks

integration is crucial for a correct description of the tunneling. For these reasons, we have

chosen to not adopt the LD methods on our resonant tunneling calculations.
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Figure 4.2.1: Thermal rate constant for a single Eckart barrier potential with width a = 2.305 a.u.
(left) and a = 5 a.u. (right). Panels a) and b): The potential profiles. Panels c) and d): Comparison
between the exact (solid) transmission probability T (E) and our numerical results using the ODE
method (dots) and the LD method (triangles up). Panels e) and f): Comparison between the exact
(solid) thermal rate constant kQr and our numerical results using the ODE method (dots) and the

LD method (triangles up). In the insets, the relative error
∣∣∣ (kQR)ODE−(kQR)exact

(kQR)exact

∣∣∣ is reported.





CHAPTER 5

ODE Method Results

In this Chapter we will test our ODE method using different potentials. In the first two

examples, Sec. 5.1 and 5.2, we will compare the ODE method using the well known

Eckart potential where an analytical expression for the transmission probability T (E) is

provided. Finally, as a more challenging test, Sec. 5.3 and 5.4 will be dedicated to test our

ODE method for a potential with two distinct separated barriers. In particular, we will

show that our ODE method can deal with extreme potential with many quasi-resonant

states, even in the deep resonant regime at very low temperature.

5.1 Single Eckart Barrier

The typical textbook example for testing tunneling rate methods is the Eckart potential. A

particle of m = 1.060× 103 a.u. is scattered against an Eckart barrier

V (x) =
V0

cosh2 (πx/a)
, (5.1.1)

where V0 = 0.424 eV and a = 2.305 a.u. The potential profile is reported in the top panel

in Fig. (5.1.1). Since for the single Eckart barrier potential in Eq. (5.1.1), the probability

transmission T (E) can be exactly computed [17]

Texact (E) =

cosh

(√
8mE a2

~

)
− 1

cosh

(√
8mE a2

~

)
+ cosh

(√
8mV0 a2

~ − π2

) , (5.1.2)

it is possible to directly test the ODE method and to determine its precision. In Fig. (5.1.1),

the central panel shows the comparison between the exact transmission probability

Texact (E) in Eq. (5.1.2) and the transmission probability TODE (E) computed with the

ODE method. In order to better appreciate the difference between the exact (continuous
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Figure 5.1.1: Thermal rate constant for a single Eckart barrier potential. (Top panel) The potential
profile. (Middle panel) Comparison between the exact (solid) transmission probability T (E) and
our numerical results using the ODE method (dots). As reported in the inset, the relative error∣∣∣TODE(E)−Texact(E)

Texact(E)

∣∣∣ is smaller than 3× 10−6. (Lower panel) Comparison between the exact (solid)
thermal rate constant kQr and our numerical results using the ODE method (dots). In the inset, the

relative error
∣∣∣ (kQreact)ODE−(kQreact)exact

(kQreact)exact

∣∣∣ is shown.
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Figure 5.2.1: Thermal rate constant for a double rectangular barrier potential. (Top panel) The
potential profile. (Middle panel) Comparison between the exact (solid) transmission probability
T (E) and our numerical results using the ODE method (dots). As reported in the inset, the relative

error
∣∣∣TODE(E)−Texact(E)

Texact(E)

∣∣∣ is smaller than 3× 10−6. (Lower panel) Comparison between the exact
(solid) thermal rate constant kQr and our numerical results using the ODE method (dots). In the

inset, the relative error
∣∣∣ (kQR)ODE−(kQR)exact

(kQR)exact

∣∣∣ is shown.

line) and the calculated (dots) values, the relative error is reported in the inset. This shows

that the percentage error is always smaller than 0.03 %. The values of k(T ) · Qreact are

reported in the bottom panel and there is almost no deviation from the analytical results

even at very low temperatures. For example at T = 60 K the percentage error is smaller

than half a percent.

5.2 Double Rectangular Barrier

The main goal of this thesis is to look at resonance barrier scattering rate constants. In

order to test the method in the case of an analytical example, we have chosen the double

rectangular barrier, whose profile is reported in the top panel of Fig. (5.2.1). The particle’s

mass and the potential maximum value are the same as for the Eckart barrier calculation

in Sec. 5.1, that is m = 1.060× 103 a.u. and V0 = 0.424 eV. The rectangular barriers width
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has been set equal to ∆ = 0.25 a.u. and the gap between the barriers equal to δ = 1 a.u.

V (x) = V0

[
χ[−δ−∆,−∆] (x) + χ[∆,∆+δ] (x)

]
, (5.2.1)

where χ[a, b] (x) is the characteristic function which is equal to one in the region x ∈ [a, b]

and zero otherwise. As in the case of the single Eckart barrier, for the double rectangular

potential in Eq. (5.2.1), the exact transmission probability has the form

Texact (E) =
28E2 (V0 − E)

2

V 4
0 |K (E)|2

, (5.2.2)

where

K (E) = e−2[δ χ(E)+i(∆ k(E)+2φ(E))] ·

·
[(
−1 + e2δ χ(E)+4i φ(E)

)2

−
(
e2δ χ(E) − 1

)2

e4i(∆ k(E)+φ(E))

]
(5.2.3)

and

k (E) =

√
2mE

~
, (5.2.4a)

χ (E) =

√
2m (V0 − E)

~
, (5.2.4b)

φ (E) = arctan

(
χ (E)

k (E)

)
. (5.2.4c)

As shown in the middle panel of Fig. (5.2.1), three quasi-bound states can clearly be

distinguished from the T (E) profile. Despite the discontinuity of the first derivative of

the double rectangular barrier potential, the numerical solution is in accordance with the

analytical result for the entire energy range, as in the case of the Eckart potential. The

same considerations can be made for the bottom panel, where the thermal rate constant is

reported.

5.3 Peskin’s Potential

In this Section, we considered a well known double Eckart barrier potential with a single

quasi-bound state [32]. In particular, we will show that time-dependent methods as the

FAM fails in the calculation of thermal rate constants. Following Peskin et al. [32], the

mass of the scattering particle is set to m = 1.834 × 103 a.u. and the potential energy

function is

V (x) = V0

(
1

cosh2(x)
− 1

cosh2(a x)

)
, (5.3.1)
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Figure 5.3.1: Thermal rate constant for a double barrier potential, Eq. (5.3.1). (Top panel) The
potential profile. (Middle panel) Transmission probability T (E) calculated using the ODE method
(log-lin scale for the main figure and lin-lin scale for the inset). (Lower panel) Comparison between
the thermal rate constant kQr computed using our numerical method (solid) and the FAM method

(dots). In the inset, the relative error
∣∣∣ (kQR)ODE−(kQR)FAM

(kQR)FAM

∣∣∣ is shown. The deviation between the
two numerical methods is contained within 4 %.

where V0 = 0.310 eV and a = 5 a.u. The potential profile is reported in the top panel of

Fig. (5.3.1). The potential gap is such that there is a single quasi-bound state, as shown

in the middle panel where there is a single transmission probability resonance peak.

To use the FAM formulation of the thermal rate of Eq. (1.3.10), we calculate the flux

auto-correlation functions CR,R (t) and CR,P (t) using a sinc-DVR grid method [65] (see

App. A for more details). As an example, the value and the profile of Eq. (1.3.10) versus

the truncation times at T = 125 K are reported in Fig. (5.3.2). These are in close agreement

with the time-independent method presented here and reported on the same figure as a

horizontal dashed line. The complete set of thermal rate constant results are reported on

the bottom panel of Fig. (5.3.1). In particular, the inset reveals that the agreement between

the FAM method and the present is within 4 % down to 50 K.



42 5.4 Double Barrier Potential

0 2000 4000 6000 8000
t [a.u.]

0

2e-07

4e-07

6e-07

8e-07

1e-06

1.2e-06

1.4e-06

k
 Q

R
 [

p
s
e

c
-1

]
x

max
 = 30 a.u., P = 1201, ∆t = 20 a.u.

x
max

 = 20 a.u., P = 1201, ∆t = 20 a.u.

x
max

 = 16 a.u., P = 701, ∆t = 10 a.u.

Figure 5.3.2: Thermal rate constant as a function of the truncation time t0 obtained using the FAM
method of Eq. (1.3.10) at T = 125 K and for the potential of Eq. (5.3.1). The dotted line is the value
of kQr obtained using our ODE method. xmax denotes the DVR grid extension, P the number of
points and ∆t the time increment in the time-dependent simulation.

5.4 Double Barrier Potential

As a final and even more challenging test, we considered a potential with two Eckart

barriers separated by a wide gap, Fig. (5.4.1). In this case, a large number of low-energy

quasi-bound states are present. As in the third example, the particle’s mass is set to

m = 1.834× 103 a.u. and the potential equation is

V (x) = V0

(
1

cosh2(x− a)
+

1

cosh2(x+ a)
− 2

cosh2(a) cosh2(x)

)
(5.4.1)

where V0 = 0.310 eV and a = 2 a.u. The potential profile is shown in the top panel of

Fig. (5.4.1) and the transmission probability in the middle one. This potential represents a

real challenge for a numerical method for calculating thermal rate constants, because sev-

eral resonance peaks are present in the transmission probability and a wider logarithmic

range has to be taken in order to describe all rates in the presence of resonances. In the in-

set of the middle panel plot of Fig. (5.4.1) the transmission probability is reported in linear

scale. With this plotting choice, resonance peaks are even more evident. When carrying

out the energy integration of Eq. (2.2.2) in presence of many low-energy quasi-bound

states, one needs to be very careful in choosing the integration grid set-up around the

resonance peaks. With the method labeled “ODE method” in Fig. (5.4.1) the grid density

has been properly enhanced around the resonance peaks. With the method labeled “ODE

method + BW Correction”, a Breit-Wigner distribution is used to fit the resonance peaks of

the transmission probability, in order to have a better integration of T (E) and overcome

the numerical limitation of having a very dense grid near peaks. More specifically, the
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Figure 5.4.1: Thermal rate constant for a double Eckart barrier potential, Eq. (5.4.1). (Top panel) The
potential profile. (Middle panel) Transmission probability T (E) computed using our ODE method
with (solid) and without (dots) the Breit-Wigner correction (log-lin scale for the main figure and
lin-lin scale for the inset). (Lower panel) Comparison between thermal rate constants computed
using the ODE method with (circles) and without (squares) the Breit-Wigner correction. In the inset,

the ratio
∣∣∣ (kQR)ODE+BW

(kQR)ODE

∣∣∣ is shown.
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Table 5.1: Breit-Wigner distribution parameters for Eq. 5.4.2 employed for the double Eckart
potential rate calculation (ω0 = 27.211 eV).

Peak Er/ω0 Γr/ω0

I 1.090 · 10−3 2.936 · 10−15

II 3.247 · 10−3 9.540 · 10−12

III 5.358 · 10−3 3.280 · 10−9

IV 7.408 · 10−3 2.664 · 10−7

V 9.326 · 10−3 1.648 · 10−5

narrow peaks are well approximated by the Breit-Wigner (BW) approximation

Tr(E) ≈ (Γr/2)
2

(E − Er)2
+ (Γr/2)

2 , (5.4.2)

whereEr and Γr are respectively the resonance energy and the width of the resonant peak.

A JWKB (Jeffreys-Wenzel-Brillouin-Kramer) [66–69] derivation of the BW distribution

for these resonance peaks is given in App. B. Consequently, we corrected our “ODE

method” using an analytical expression for the transmission probability at the center of

the narrowest peaks. Differences between the two approaches can be appreciated only

at very low temperatures, namely below T = 200 K. At these temperatures, the BW

fitting resulted to be necessary in order to have an accurate thermal rate constant value.

In Tab. (5.1), we report values of Er and Γr (starting from the lowest in energy peak)

obtained fitting Eq. (5.4.2) near each peak.

5.4.1 Importance of the Resonant Peaks for the Calculation of the Thermal Rate Con-

stant in the Deep Resonant Tunneling Regime

In general, the thermal rate constant k (T ) in Eq. (2.2.2) can be written as the sum of a

singular part (resonant contribution) and a non-singular part

k (T )QR (T ) =
1

2π~

np∑
i=1

ˆ Ei+∆

Ei−∆

e−βENi (E) dE (5.4.3a)

+
1

2π~

ˆ +∞

0

e−βENNR (E) dE, (5.4.3b)

where np is the number of resonant peaks. In Eqs. (5.4.3), Ni(E) and NNR(E) are respec-

tively the cumulative transmission probabilities in proximity of the i− th resonance peak

and outside singular regions, and ∆ is supposed to be small enough to allow for a clear

separation of each resonance peak. In the case of symmetric double barriers, the trans-
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mission probability Ni (E) for energies close to a resonance peak is well approximated

by Eq. (5.4.2) as shown in App. B. For sufficiently small width Γi, Ni(E) can be further

approximated, for analytical integration purposes, by [30]

Ni (E) =
(Γi/2)

2

(E − Ei)2
+ (Γi/2)

2 ≈
πΓi
2
δ (E − Ei) . (5.4.4)

Using Eq. (5.4.4), we obtain an estimate of the resonant contribution to the thermal rate

constant as

kres (T )Qreact (T ) ≈ 1

2π~
π

2

NP∑
i=1

Γi e
−βEi , (5.4.5)

which depends directly on each finite width Γi and resonant energy Ei.

Because the resonant part in Eq. (5.4.5) is a sum of exponentials, kres (T )QR (T ) will

be dominated by those peaks i∗ for which Ei∗ ≈ 1
β = kBT and then

log [k (T )Qreact (T )] ≈ −β Ei∗ +A (β) , (5.4.6)

where A (β) is a slowly changing function which contains the contribution of the non-

resonant part in Eq. (5.4.3b). Therefore, as a consequence of the resonant tunneling, the

interplay between the resonant peak weights induces, as the temperature is lowered,

a clear variation of the slope in a log-lin plot of the thermal rate constant k (T ). It

is important to observe that this phenomenon is completely absent in non-resonant

potentials where in deep tunneling regime the logarithm of the thermal rate is constant.

For this reason, it is necessary to include all resonant peaks in the transmission

probability integration when resonant potentials are considered. In this direction, we

performed some numerical tests by artificially removing the lower energy peaks and we

have found the thermal rate to change drastically, even if the Boltzmann weight reduces

the contribution coming from the lower energy peaks.





CHAPTER 6

Helium Isotopes Selection by Resonant Tunneling in a

Double Layer Polyphenylene System

In the previous Chapter, we showed that the ODE method, as described in Chaps. (4) and

(5), can successfully be used to compute thermal rate constants k (T ), even in the deep

resonant tunneling regime at low temperature. In this Chapter, we will describe how

resonant tunneling can be used to select species with different masses. In particular, in

this Chapter we considered the selection of Helium isotopes.

6.1 Potential Energy Surface construction by ab initio methods1

Two stable isotopes of helium exist. On earth, the predominant isotope is 4He, which

is produced as uranium alpha-decays to lead. Very low concentrations of 3He can be

found in various terrestrial sources (remaining from the accretion of the earth) and lunar

regolith (deposited by solar wind), but currently the only viable source is from the decay

of tritium, as a byproduct of nuclear weapons stockpile. [70] The dwindling supply of
3He, combined with growing use for neutron-detection sensors, and to a lesser extent

basic research and oil and petroleum and natural gas exploration, has raised concerns

over the long-term supply of this isotope. [71] A vast quantity of 3He could potentially be

separated from existing helium stockpiles, natural gas, or the atmosphere, but the energy

costs of performing the separation make these exceedingly impractical with current

cryogenic distillation methods. [72]

Membrane-based methods of gas separation are potentially more efficient because

they avoid the energy cost of liquefying the gases necessary for cryogenic distillation. [73]

Several groups [74,75] have examined the use of two-dimensional polyphenylene (2D-PP)

shown in Fig. (6.1.1), a nanoporous analogue of graphene synthesized by Bieri [76], for

1In collaboration with A. M. Brockway and J. Schrier, Department of Chemistry, Haverford College, Haver-
ford (PA), USA.
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Figure 6.1.1: PM6-D2 optimized geometries, with carbon, hydrogen, and lithium atoms depicted
in orange, white, and yellow. (a) Two-dimensional polyphenylene (2D-PP); (b) 2D-PP with a
monolayer of lithium atoms; (d) Lithiated 2D-PP bilayer (Li2@(2D-PP)2); (e) Side view of Li2@(2D-
PP)2; (f) Close up view of a single unit cell of Li2@(2D-PP)2.

separating helium from natural gas and air. The small size of the 2D-PP pores allows

helium atoms (and hydrogen molecules [77]) to pass through, but rejects the passage of

larger molecules, even at high temperatures. Because 2D-PP is only one atom thick, and

the mass of helium atoms is not too large, quantum tunneling plays a significant role in

the transmission of helium atoms, even at room temperature. [74] The mass-dependence

of tunneling provides a potential means of separating the two isotopes which would not

be possible classically. [78] Because the concentrations of 3He are so low, it is important

to have a very high selectivity for the transmission of this isotope if one is to create a

practical process. Unfortunately, 2D-PP has low 3He selectivity at temperatures where the

flux rate is high, and higher selectivities only occur at low temperatures where the flux

rate is impractically small. [74] Very recently, Hauser and Schwerdtfeger have proposed

nitrogen-functionalized pores in graphene as a way of achieving both high flux and

high selectivity. [79] Their highest selectivity of 19, is achieved only at 10 K, and rapidly

approaches 1 (no selectivity) by 25 K. They estimate that even at the lowest temperature,

the flux rate is about 10−9 moles cm−2 s−1 under a feed pressure of 1 bar. Our goal is

to develop nanostructures with higher selectivity and flux rate, capable of operating at

higher temperatures, which will further lower the cost of obtaining 3He from natural

sources.

All previous studies of helium isotope separation by tunneling have used a single-

barrier device. [74, 78, 79] Here we propose resonant tunneling through a double-barrier

nanostructure constructed from organometallically joining two 2D-PP layers with lithium

atoms (see Figs. (6.1.1c-d)). In resonant tunneling, complete transmission occurs when the

incoming particles have kinetic energies matching the quasi-bound states of the potential
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well formed by the double-barrier. These resonant transmissions occur much lower

than the barrier height; thus even when the temperature is such that very few atoms

have sufficient kinetic energy to classically pass over the potential energy barrier, the

transmission can be quite high due to these resonant peaks. Thus, quantum mechanics

allows in some cases that the atoms will be more likely to be transmitted through the

double-barrier structure than through a single barrier at low temperatures, providing a

way to increase the flux rate through the system. Because the energies of the quasi-bound

states (and thus the resonant transmissions) are inversely dependent on the particle mass

(e.g., consider the eigenstates of the quantum particle in a 1D-box problem), resonant

transmissions of 4He atoms occurs at higher energies than those of the 3He atoms. This

provides a means of separating the two isotopes. What we propose here is not to be

confused with the resonant tunneling of electrons within the π-bands of a graphene sheet

where the potential has been modulated to form a double barrier, studied by Pereira et

al. [80] Rather, we propose transmission of a helium atom through two aligned pores

of two nanoporous graphene sheets; the double-barrier arises due to the nature of the

potential energy surface for performing this atom transmission. From a fundamental

perspective, this extends a basic quantum mechanical phenomenon to heavy atoms. From

the perspective of chemical engineering, this is both the first application of resonant

tunneling to separations, and makes a significant improvement to the helium isotope

separation problem discussed above.

How are we to construct a double-barrier nanostructure? A simple bilayer of 2D-PP

will not work. The π − π stacking interaction between benzene rings favors a parallel-

displaced arrangement, [81] resulting in an offset stacking analogous to the Bernal stack-

ing of graphene bilayers. Consequently, this will occlude the pores, preventing atom

transmission. The only way to avoid occluding the pores is to aligning the benzene rings

atop each other. Density functional theory (DFT) calculations indicate that many alkali

metal and transition metal atoms selectively bind to above the benzene rings in 2D-PP,

leaving the pores open for atom transmission. [82, 83] Additionally, these calculations

show that forming a disperse layer of isolated atoms on the 2D-PP surface is energetically

more favorable than forming multi-atom clusters. For example, a small amount of Li

atoms deposited on the 2D-PP surface will distribute themselves to form a single-atom

monolayer rather than forming clusters, as shown in Fig. (6.1.1b). Because the 2D-PP unit

cell consists of two benzene rings, two lithium atoms per unit cell are needed for stoichio-

metric coverage. When a second layer of 2D-PP is placed on top, the Li atoms that are

already bound to the center of the benzene rings of the bottom 2D-PP will prefer to also

bind to the center of the benzene rings in the top 2D-PP sheet, as shown in Figs. (6.1.1c,d).

This is analogous to the well-known organometallic double- and multi-layer ”sandwich”
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compounds. [84–86] Though we will only consider Li atoms here, other metal atoms (e.g.,

V, Sc, Ti) also have the same behavior on 2D-PP, [83] which can provide a means of tuning

the interlayer separation between the two 2D-PP sheets.

Single-barrier porous graphene coordinates were constructed with C-C bond lengths

of 1.421 Å and C-H bond lengths of 1.070 Å, forming a 3x3 supercell (Fig. (6.1.1a)).

Lithium atoms were placed between two such porous graphene sheets, and the atom

coordinates and supercell lattice constants were optimized using PM6-D2 [87, 88] semi-

empirical Hartree-Fock theory with empirical dispersion correction terms, using MOPAC

2009, v11.053L [89]. These calculations imposed two-dimensional periodic boundary

conditions, and only sample the Γ-point in the Brillouin zone; the same k-point sampling

and 3x3 supercell (shown in Figs. (6.1.1c,d)) was used in the DFT calculations of 2D-PP

by Blankenburg et al. [75]

To establish the validity of the PM6-D2 geometry, we also performed a benchmark

calculation examining Li adsorption on a series of 6-24 carbon polyaromatic hydrocarbon

(PAH) molecules, and compared to the results of Baker and Head-Gordon. [90] They

found that density functional theory (DFT) favors ionic configuration by about 0.5 eV

and Hartree-Fock (HF) favors non-ionic configurations by about 0.5 eV, compared to

coupled-cluster-single-doubles (CCSD) and O2-theory results which are taken to be

authoritative. Both DFT and HF theories give comparable Li-PAH distances of 2.36–6.48

Å for nonionic configurations, and distances of 1.70–1.88 Å for ionic configurations.

In contrast, the post-HF O2 and CCSD methods give a state which combines ionic

and non-ionic configurations, and has Li-PAH distances of 2.25–2.97 Å. Our PM6-D2

calculations found Li-PAH distances of 2.04–2.30 Å, suggesting that the semiempirical

parameterization of this HF-type method accounts for a portion of the systematic error

seen in the ab initio HF (and DFT) methods.

To obtain the potential energy surface (PES), DFT calculations with ABINIT 6.4.1, [91]

using the Perdew-Burke-Ernzerhof (PBE) generalized gradient exchange correlation

functional, norm-conserving Trollier-Martins pseudopotentials, and a planewave energy

cutoff of 50 Rydberg. A 16 Å vacuum region was added above and below the two 2D-PP

sheets, and like the geometry calculations, and only the Γ-point in the Brillouin zone

was used for these calculations. Empirical dispersion corrections were computed with

dftd3, [92] V2.1 Rev.1 using the D2, [93] D3, [94] and D3(BJ) [95] methods of Grimme

and co-workers. The inclusion of the dispersion correction has two effects on the PES: (i)

lowering the barrier height maxima; and (ii) introducing potential wells above/below

the 2D-PP sheet. To establish the validity of the dispersion-corrected DFT PES, one can

see a comparison of PES of He passing through a single 2D-PP barrier obtained from

these theories to the corresponding MP2/cc-pVTZ PES from Ref. [74]. Uncorrected PBE
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Figure 6.1.2: Potential energy surface for the transmission of He atoms through the double-barrier
structure.

gives a 0.015 eV higher barrier, and the various dispersion corrected-PBE results give an

approximately 0.04 eV lower barrier. The potential wells above and below the 2D-PP are

roughly -0.009 eV at 2.67 Å from the barrier for uncorrected PBE, and roughly 0.030-0.043

eV at 2.05-2.32 Å for dispersion-corrected PBE. This demonstrates the agreement between

the dispersion-corrected DFT result and the previous post-HF results. This is important

because the dispersion-corrected DFT approach is more computationally tractable than

MP2 and can be used for periodic structures, eliminating the need to create finite-sized

models of the porous structures.

The PES for Li2@(2D-PP)2 is shown in Fig. (6.1.2). The barrier height maxima are

lower (0.38 and 0.42 eV versus 0.54 eV for 2D-PP) and wider (the minima of the potential

energy wells on either side are 2.79 Å from the pore versus 2.67 Å for 2D-PP) than the

single 2D-PP PES. There is also a small asymmetry of 0.041 eV between the two maxima

of the PES, that arises from the asymmetrical location of the lithium atom with respect to

the top and bottom benzene rings of the 2D-PP sheets, which tilts and twist the benzene

rings, bringing the hydrogen atoms on those rings a little closer and further away from

the pore center, (see Fig. (6.1.1e) and thus slightly increasing or decreasing the PES barrier

heights. (A similar asymmetry was observed in DFT calculations of metal atoms on the

surface of 2D-PP. [83]) While the geometry asymmetry is small, because the transiting

helium atom is within the van der Waals radii of the hydrogen atoms comprising the pore,

this small geometry change creates a relatively large change in the PES. For the slightly

higher barrier, the He atom is 0.05 Å closer to the inner ring of hydrogen atoms, 0.01 Å

closer to the first ring of carbon atoms, 0.14 Å further from the second ring of carbon

atoms, and 0.12 Å further from the lithium atoms than in the other pore. This suggests

that the barrier height depends more on helium proximity to the first ring of hydrogens



52 6.2 Thermal rate constant for 3He-4He

and carbons than to the lithium atoms and the second ring of carbon atoms, since it is

likely that this proximity slightly increases the barrier height due to overlapping electron

densities. In the 3x3 supercell, there are four possible pores for atom transmission; these

have barrier heights of 0.42, 0.39, 0.39, and 0.43 eV for the 2D-PP surface slightly further

from the Li atoms, and values of 0.38, 0.38, 0.37, and 0.36 eV for the surface slightly

closer to the Li atoms. Overall variations in barrier height were on the order of 0.03 eV.

Following the discussion above, it is likely that similar slight geometry differences among

the other pores contribute to the deviations in barrier heights.

To understand the role of the lithium atoms on the PES, we also computed a few

points on the PES in which we kept the geometry of the 2D-PP sheets fixed but removed

the Li atoms (shown as yellow circles in Fig. (6.1.2). The barrier height asymmetry only

increases by 0.004 eV when no lithium atoms are present, supporting the claim that the

PES asymmetry is primarily due to the interaction with hydrogen atoms lining the pore,

and not due to the asymmetrical position of the lithium atoms. The nearly identical

PES demonstrates that the features of the PES, including its asymmetry, are dictated by

the interactions with the hydrogen atoms lining the pore, rather than the lithium atoms.

This is important, because it suggests that the metal atoms primarily control the spacing

between the maxima, and induce only small modifications to the shape of the PES.

Addition of the Li atoms to the double barrier system resulted in small, systematic

changes in partial charges within the system, as demonstrated by Hirsfeld-I calculations

performed on the unit cell. Charges on C3 carbons, originally approximately 0.10 e-

charge, generally decreased by no more than roughly 0.05 e- with the addition of Li,

while partial charges on C2H carbons, originally approximately 0.22-0.23 e-, generally

decreased by roughly 0.08 e-. Partial charges on hydrogens throughout the structure

increased from approximately 0.11-0.12 e- to approximately 0.12-0.14 e-. These results

suggest that the addition of Li atoms does not significantly disrupt the overall electronic

properties of the structure.

6.2 Thermal rate constant for 3He-4He

As described in the previous Section, resonant tunneling can be used to separate isotopes

of Helium. However, resonant tunneling becomes dominant only at very low temperature.

In Chap. 5 we showed that our ODE method can successfully be used for the calculation of

the thermal rate constant k (T ), even in deep resonant regime where k (T ) is dominated by

the quasi-metastable states. Hence, in this Section, we will use our numerical ODE method

to prove that the two isotopes of Helium can be separated using resonant tunneling.
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6.2.1 Numerical convergence of k (T )

As described in Sec. 2.2, the Boltzmann-weighted energy integration of T (E) gives the

thermal rate constant k (T ) for one-dimensional systems, i.e.

Qreact (T ) k (T ) =
1

2π~

ˆ +∞

0

dE e−βET (E) , (6.2.1)

where β = 1
kBT

is the inverse temperature. In this thesis, we are interested in the deep

resonant regime at very low temperature, where resonant tunneling becomes dominant.

Because we want to numerically integrate Eq. (6.2.1), we have to fix both a lower-bound

energy cutoff Emin and an upper-bound energy cutoff Emax in Eq. (6.2.1). In this Section,

we will show that an inappropriate choice of these energy cutoffs Emin and Emax might

lead to a completely wrong value of the thermal rate constant k (T ) at low temperature.

It is easy to observe that the upper-bound energy cutoff Emax is relevant only in the

high temperature regime. Indeed, for very large energy E � Vo, where Vo = maxx V (x)

is the highest barrier in the potential profile, we expect that T (E) ≈ 1. Hence, it is

possible to approximate the thermal rate constant in Eq. (6.2.1) as

Qreact (T ) k (T ) ≈ 1

2π~

ˆ Emax

0

dE e−βET (E) +
1

2π~
e−βEmaxx , (6.2.2)

where Emax satisfies the condition |1− T (Emax)| ≤ 10−4. Different is the case of the

lower-bound energy cutoff Emin. In fact, at low temperature, the thermal rate constant

in Eq. (6.2.1) is strongly dominated by those energies such that E ≈ β−1. Therefore,

in order to correctly compute k (T ) at very low temperature, the lower-bound energy

cutoff Emin must be small enough. In order to test how small Emin must be, we study

the relative error in computing the thermal rate constant k (T ) for the two isotopes of

Helium diffusing through a single Eckart barrier potential V (x) = V0

cosh2(π xa )
, with a

typical width of a = 2 Å and height V0 = 0.4 eV (see Fig. (6.2.1)). In Fig. (6.2.2), the

comparison between exact thermal rate constant [Qreact (T ) k (T )]Exact and the thermal

rate constant computed with a fixed lower-bound energy cutoff [Qreact (T ) k (T )]Emin is

shown. As expected, Emin must be decreased accordingly with temperature. In particular,

for very low temperature T ≈ 20K, the lower-bound energy cutoff must be of the order

Emin ≈ 10−40 eV!

Interestingly, more subtle problems arise when the ratio between the thermal rate

constants of the two isotopes of the Helium is considered. From the definition of the
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, and the same quantity varying the minimum energy cutoff Emin:
the approximated ratio might be either larger or smaller than the exact ratio. Hence, the choice of
the cutoff Emin is of fundamental importance.

thermal rate constant k (T ) in Eq. (6.2.1), it is easy to see that

[Qreact (T ) k (T )]Exact ≥ [Qreact (T ) k (T )]Emin ≥ [Qreact (T ) k (T )]E′min
, (6.2.3)

where the inequality is true for any Emin < E′min. Therefore, at first sight, one can think

that errors introduced by the lower-bound cutoff Emin are negligible when considering

the ratio of thermal rate constants between the isotopes of Helium

ratio =
Qreact (T ) k3He (T )

Qreact (T ) k4He (T )
. (6.2.4)

In conclusions, as shown in Fig. (6.2.3), the ratio in Eq. (6.2.4) is strongly dependent on

the value of Emin. In particular, it is possible to observe that the approximated ratio with

a fixed Emin might be either larger or smaller than the actual ratio. Finally, the value of

Emin must be carefully chosen in order to consistently compute any thermal rate constant

ratio as in Eq. (6.2.4).

6.2.2 Calculation of the Thermal Rate Constant for 3He-4He in resonant tunneling

regime: the double barrier 2D-PP layer potential

In order to compute the thermal rate constant, we employ the potential shown

in Fig. (6.1.2) with m3 = 5497.89 eV and m4 = 7296.3 eV, the masses respectively for
3He and 4He. Figure (6.2.4) shows the transmission probability T (E) of the two isotopes

through Li2@(2D-PP)2 as a function of incident kinetic energy, computed with our ODE

method. As expected, the resonant transmission peaks for 4He are shifted respect to those
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Figure 6.2.4: Transmission probability of 3He and 4He through Li2@(2D-PP)2 double-barrier po-
tential as a function of kinetic energy.

of 3He, due to the different metastable energy levels between the two barriers. Unlike

the symmetric double-barrier potential, asymmetric double-barriers do not have unit

transmission at resonances.

As explained in Sec. 2.2, the Boltzmann-weighted energy integration of T (E) gives

the thermal rate constant k (T ), i.e. the fraction of reactants (He atoms) crossing the

Li2@(2D-PP)2 double layer per unit of time at fixed temperature. When employing the

PBE bare potential, the rate values are those reported with black lines, while the red

values correspond to employing the potential corrected by the -D2 functional. There can

be up to 5 orders of magnitude difference between these rate calculations. This shows

how important it is to properly correct the DFT functional. The 4He rates (dashed lines)

are always smaller than the 3He ones, because of the less amount of tunneling of 4He

respect to 3He and the partition function difference. A close comparison with the classical

Transition State rates [1, 2, 4] is reported below.

On the same panel of Fig.(6.2.5), the scattering rates from a 2D-PP layer at the level of

-D2 potential calculations are reported by green lines. [74] These are about ten orders of

magnitude smaller than the double barrier -D2 corrected ones, due to the higher energy

barrier of the 2d-PP layer. We calculated also other single barrier [79] rates, reported on
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the same Figure by blue lines. These rates values are between 20 to 30 order of magnitude

bigger than the Li2@(2D-PP)2 rates in the temperatures ranging from 60 to 200 K. On

one side, such a single barrier, cleverly designed by Hauser et al. [79], allows for a large

amount of 3He atoms flux across the layer. On the other, the thermal rate ratio is very

much contained in the temperatures range from 60 to 200 K. Instead, the Li2@(2D-PP)2
double barrier potential allow for a better selection between the two isotopes within the

same temperatures range. Actually, the single barrier, elaborated by [74] shows an even

stricter isotope selection. More specifically, the inset of panel (b) in Fig.(6.2.5) shows

that ratio of the rates, obtained with the potential of Hauser et al. is constant and is

exclusively due to the partition function ration of 3He and 4He (∼ 1.155). In order to

activate tunneling selection between the two isotopes according to this single barrier

potential, much lower temperatures should be reached. Instead, both single [74] and the

present double barrier results include tunneling contributions for the selection of 3He

from 4He even at temperature of 200 K.

As a general rule of thumb, one can assert that the higher the flux of isotopes, the

smaller the rate ratio and, consequently, the ability to select the 3He isotope. Clearly, it

is necessary to fix the temperature in order to see if the amount of flux is the desired

one. However, we think that the present amount of rates for the Li2@(2D-PP)2 can turn

useful for experimental implementation (see below for details). For example, at 77 K

(the nitrogen evaporation temperature) the rate is of the order of 10−24 a.u./molecule =

6.13× 10−39cm3/molecule× s = 3.7× 10−15cm3/mol × s, where “mol” stands for mole.

Assuming the mole of gas is contained into a spherical volume, then 1cm3 correspond to

a surface of 22cm2. In such a surface we can place about 2× 1016 holes, given a hole every

10 Å
2
. Thus, we can say that we have a number of 3.7× 10−15 × 2× 1016cm3/mol × s =

7.4× 10cm3/mol× s He atoms per moles escaping the volume per second. Then, per unit

of surface the rate is 7.4×10cm3/10×10−16cm2mol×s = 7.4×1016cm/mol×s. Given the

rates ratio of 1.5, 60% of these molecules are 3He isotopes and by repeating the procedure

one can have a 1.5 × 1.5 = 2.25 effective ratio, with a composition of 70% of 3He. And

so on so forth. This is equal to 0.01 mole of 3He gas per day per surface/volume in the

case of a spherical container shape, i.e. per cm unit. If one take a irregular and porous

composition of Li2@(2D-PP)2 and other materials with large surface area to volume ratios

the 3He reacts at much faster rates than monolithic spherical materials, because more

surface is available.
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6.2.3 Approximated full dimensional calculations

In Chap. 6, all theoretical calculations are confined to a one-dimensional model and one

may wonder how the rate and, eventually, the ratio would change if dealing with the

full dimensional problem. We performed classical and tunneling corrected calculations

for the full dimensional rate. In the first case, we employed the Transition State Theory

(Sec. 1.2) according to which the thermal rate constant is

kTST (T ) =
kBT

2π~
e−βV (x◦)

QTS (T )

QHe3d (T )Q2d−PP (T )
(6.2.5)

where V (x◦) is the highest potential value between the two barrier tops located at x◦
along the reaction path, QTS (T ) is the harmonic vibrational partition function of the

He atom and the 2d-PP layer placed at x◦, Q2d−PP (T ) harmonic vibrational partition

function of the bare 2d-PP and QHe3d (T ) the 3-dimensional free He atom one. The second

layer can be disregarded in the transition state approximation because it does not interact

with the He atom when the He atom is on the other layer’s plane. As an alternative

formulation which includes tunneling, we consider the scattering motion to be adiabatic

respect to the others degrees of freedom and obtain the following tunneling-corrected

rate expression

k (T ) =
(
k1d (T )QHe1d (T )

) QTS (T )

QHe3d (T )Q2d−PP (T )
(6.2.6)

where k1d (T ) are the rates values reported in Fig.(6.2.5) and QHe1d (T ) the corresponding

one-dimensional partition function. Results are reported in Figs. (6.2.6), (6.2.7), (6.2.8)

and (6.2.9) and the full dimensional rates are about one order of magnitude smaller than

one-dimensional ones.

6.2.4 Estimate for the number of He atoms filtered by the 2D-PP double layers

In this Section, we will provide a classical derivation of the number of particles which

flow through the 2D-PP double layer for a fixed rate constant value. Suppose we have an

ideal gas inside a box and suppose that one of its sides is made of 2D-PP, for instance the

side perpendicular to the x axes. The number of particles that reach the filter of surface A

in an interval of time ∆t can be estimates as

# =
px
m
A∆t p(vx)

N

V
, (6.2.7)

where p(vx) is the Boltzmann probability to have a particle with a (positive) velocity vx
and N and V are respectively the number of particles and the volume of the system.

Assuming an homogeneous distribution of holes with density ρholes per unit of surface,
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Figure 6.2.6: Left panel: one-dimensional and extrapolated full dimensional thermal rates constant
of 3He and 4He scattering across a Li2@(2D-PP)2 employing the PBE potential. Central panel in
Transition State Theory approximation and right panel the ratio of the rates.
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Figure 6.2.7: Left panel: one-dimensional and extrapolated full dimensional thermal rates constant
of 3He and 4He scattering across Li2@(2D-PP)2 employing the -D2 potential correction. Central
panel in Transition State Theory approximation and right panel the ratio of the rates.
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Figure 6.2.8: Left panel: one-dimensional and extrapolated full dimensional thermal rates constant
of 3He and 4He scattering across Li2@(2D-PP)2 employing the -D3 potential correction. Central
panel in Transition State Theory approximation and right panel the ratio of the rates.
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Figure 6.2.9: Left panel: one-dimensional and extrapolated full dimensional thermal rates constant
of 3He and 4He scattering across Li2@(2D-PP)2 employing the -D3(BJ) potential correction. Central
panel in Transition State Theory approximation and right panel the ratio of the rates.
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contribution for 3He and 4He. Different panel for different potential energy surface set-up.

the probability that a single particle can flow through a hole is

pint = ρholesAholeT (Ex), (6.2.8)

where Ahole is the interaction area of one hole and T (Ex) is the transmission probability

of a particle with energy Ex =
~2p2

x

2m (in this simple model we assume that the hole-

interaction Hamiltonian depends only on the dimensionality perpendicular to the hole).

Hence, the total number of particles that cross the filter per unit of time and surface for a

fixed velocity vx will be

jcross(vx) =
# pint
A∆t

=
px
m
p(vx)

N

V
ρholesAholeT (Ex). (6.2.9)

Using the quantities we previously introduced we obtain

jcross =
N

V
(ρholesAhole)

√
1

2πmkBT

ˆ +∞

0

dpxe
− p2

x
2mkBT

px
m
T (Ex)

=
N

V
(ρholesAhole)

√
kBT

2πm

ˆ +∞

0

dy e−yT

(
y

kBT

)
=

P√
2πmkBT

(ρholesAhole)

ˆ +∞

0

dy e−yT

(
y

kBT

)
(6.2.10)
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where in the last equality we used the ideal gas law PV = N kBT . Recalling that

Qreact (T ) k (T ) =
1

2π~

ˆ +∞

0

e
− E
kBT T (E) =

kBT

2π~

ˆ +∞

0

dy e−yT

(
y

kBT

)
, (6.2.11)

we have

jcross =
P

(kBT )
3/2

√
2π~2

m
(ρholesAhole) (Qreact (T ) k (T )) . (6.2.12)

Using the equivalences

1 J = 1 Kg
m2

s2
(6.2.13a)

P = 1 atm = 1.01× 105 Pa = 1.01× 105 Kg

ms2
= 1.01× 105 J m−3 (6.2.13b)

kB = 1.380× 10−23 J K−1 (6.2.13c)

~ = 1.054× 10−34 J s (6.2.13d)

m = 5.003× 10−27 Kg (6.2.13e)

Na = 6.022× 1023 mol−1 (6.2.13f)

(ρholesAhole) = 1, (6.2.13g)

we obtain

jcross =
P

T 3/2
(k ·QR) · 1.22× 10−5 m−2mol

=
P

T 3/2
(k ·QR) · 1.22× 10−7 cm−2mol, (6.2.14)

where P is expressed in atm and T in K. For a free particle at T = 77 K and P = 1 atm

we have

(Qreact (T ) k (T ))
FP
77 K =

kBT

2π~
= 1.60× 1012 s−1 = 1.39× 1017 day−1, (6.2.15)

and then

jFPcross(77 K) = 2.51× 107 cm−2 day−1mol. (6.2.16)

For a 3-Helium particle the thermal reaction constant at T = 77 K is

(Qreact (T ) k (T ))77 K = 5.26× 10−23 psec−1 = 4.54× 10−6 day−1, (6.2.17)

and finally

jcross(77 K) = 8.21× 10−16 cm−2 day−1mol. (6.2.18)





CHAPTER 7

Inverse Kinetic Isotope Effect Induced by Resonant

Tunneling

In the previous Chapter we have discussed how isotopes can be separated using a

“quantum” filter, exploiting quantum resonant tunneling properties. In particular, we

showed that resonant tunneling introduces a non trivial contribution to the thermal

rate constant k (T ), increasing the probability for 3He to cross the quantum filter, and

reducing at the same time the probability for 4He to cross the filter. As a quantum filter, we

considered a bilayer structure of two-dimensional polyphenylene, a nanoporous analogue

of graphene (2D-PP, Fig. (6.1.1)). In this case, the distance between the two potential

barriers was completely determined by the conformal configuration of the polyphenylene

used for producing the filter. In fact, using different molecules it is possible to produce

two layers quantum filters with different spacing, i.e. with an arbitrary distance between

the two potential barriers. Therefore, it is of paramount importance to understand what

should be the optimal distance between the potential barriers that can lead us to develop

more suitable quantum filters.

In this Chapter, we will use our ODE method (Chap. 5) to extensively study the effects

of the resonant tunneling by varying the distance ∆ between two potential barriers. In

particular, we will show that resonant tunneling induces “oscillations” in the thermal

rate constant Qreact (T ) k (T ) that varies by changing the distance between the barriers ∆.

More importantly, we found that this oscillations lead to important phenomena of the type

of the “Inverse Isotope Effects”, where heavier isotopes result to have an higher thermal

rate constant with respect to the lighter ones. We want to stress that, at the moment and

according to our knowledge, we are the first group who was able to numerically observed

these phenomena for a double Eckart barrier potential, even for one-dimensional systems.
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Figure 7.1.1: Potential profiles of Eq. (7.1.1), varying the distance of the two barriers ∆.

7.1 Thermal Rate Constant Oscillations

In order to study the effects of the resonant tunneling on the thermal rate constant k (T )

by varying the distance ∆ between barriers, we used the following potential

V (x; ∆) = V0

[
1

cosh2 (x−∆/2)
+

1

cosh2 (x+ ∆/2)
− 2

cosh2 (∆/2) cosh2 (x)

]
, (7.1.1)

where V0 (∆) is chosen so that maxx V (x; ∆) = V0 = 0.310 eV. Classical approximation

to the thermal rate constant will of course not depend on the value of ∆ and thermal rate

constants can be directly compared to quantum ones. In Fig. (7.1.1), different potential

profiles are shown by varying ∆. One can observe that potential profiles in Eq. (7.1.1)

have the property

V (0; ∆) = 0, (7.1.2)

which ensures that quasi-bound states can be found at any E > 0. Unlike Chap. 6 where

two isotopes of Helium were used for calculations, here we consider a lighter couple of

isotopes: the Hydrogen (H) and its isotope, the Deuterium (2H), with masses respectively

m = 1.834×103 andm2 = 3.671×103 in atomic units. Because, Hydrogen and Deuterium

atoms are two times lighter than Helium isotopes, numerical results include a consistent

tunneling contribution.

As described in Sec. 2.2, the Boltzman-weighted energy integration of T (E) gives the

thermal rate constant k (T ) for one-dimensional systems is

Qreact (T ) k (T ) =
1

2π~

ˆ +∞

0

dE e−βET (E) , (7.1.3)

where β = 1
kBT

is the inverse temperature. The transmission probabilities T (E) at
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Figure 7.1.2: Transmission probabilities T (E) at different distances between the two barriers ∆. As
expected, the heaviest isotope has a higher number of resonant peaks than the lightest isotope.
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Figure 7.1.3: Thermal rate constantQreact (T ) k (T ) varying the upper-bound cutoff Emax, at fixed
∆E = 2.72× 10−4 eV. As expected, the error is larger for higher temperature and greater energy
integration spacing.

different distances between the barrier ∆ are shown in Fig. (7.1.2). For the calculation

of T (E), we considered the energy range E ∈
[
2.72× 10−4 eV, 0.680 eV

]
with ∆E =

2.72× 10−4 eV. These parameters have been tested as shown in Fig. (7.1.3, 7.1.4)). Below

and above the energy range, we set T (E) respectively to zero and one. Successively, a

bisection method has been used in order to enhance T (E) around resonant peaks. As

expected, the number of resonant peaks increases with ∆ and the number of resonant

states for the lightest isotope is smaller than the number of resonant states for the heaviest

isotope. In Fig. (7.1.5), we report Qreact (T ) k (T ), at fixed ∆ = 0.7, 1.5, 2.0, 2.5 a.u.

Interestingly, the contribution to k (T ) from the resonant tunneling is non-trivial. At high

temperature, where quantum tunneling is negligible, TST approximation to the thermal

rate constant

[Qreact (T ) k (T )]TST =
1

2π~

ˆ +∞

0

dE e−βEθ (E − V0) =
kBT

2π~
e
− V0
kBT , (7.1.4)

gives good results, independently to the choice of ∆. On the contrary, at very low

temperature, where the deep resonant tunneling is crucial, the thermal rate constant

k (T ) is larger for larger ∆ (see Left-panel of Fig.(7.1.5) at very low temperatures). For

intermediates temperatures, it is possible to observe a transition between the high and

the low temperature regime.

Here, we will study the thermal rate constant k (T ) by varying the distance between
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Figure 7.1.4: Thermal rate constantQreact (T ) k (T ) varying the energy step ∆E,Emax = 0.680 eV.
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isotopes (Right), varying the distance ∆ between the barriers. Black-dashed curve is thermal rate
constantQreact (T ) k (T ) in the TST regime. Quantum effects are dominant for T . 200 K.
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the two barriers ∆. Because Eq. (7.1.3) is dominated by resonant peaks at low temperatures

(Sec. 5.4.1), on one hand, the thermal rate constant k (T ) get a fine amount increment any

time a new quasi bound-state appears. On the other, greater values of ∆, unless a new

quasi-bound state is found, has the only effect to further separate the two barriers, and to

reduce the thermal rate constant. Hence, we expect that the seesaw behavior induced by

increasing the distance between barriers and adding new quasi-bound states will generate

“oscillations” in the thermal rate constant k (T ), as shown in Fig. (7.1.6). In particular, we

can observe two distinct trends:

• Oscillations are wider for smaller ∆, where quasi-bound states are well separated.

• Qreact (T ) k (T ) converges to constant value in the limit of well separated barriers.

One can observe that these oscillations are present even at very high temperature, where

TST predicts a larger thermal rate constant. The reason is simple: if at high tempera-

ture kBT & V0 classical particles can easily cross the double barrier potential, instead

quantum particles may undergo to quantum reflections, which reduces the thermal rate

constant k (T ). In conclusions, the presence of resonant peaks combines with the quantum

reflection, are responsible for the oscillations of k (T ).

Finally, Fig. (7.1.7) shows the thermal rate constant k (T ) as a function of both the

temperature T and the distance between barrier ∆. As one can see, k (T ) is strongly and

non trivially influenced by the resonant tunneling at low temperature and by resonant

reflection at high temperatures.

7.2 Inverse Isotopic Effect

In the previous Section, we have studied the effect of the resonant tunneling for the

thermal rate constant k (T ), by varying the distance ∆ between the two barriers. In

particular, we observed the presence of “oscillations” of k (T ) induced by the variation of

the number of resonant peaks as ∆ is increased. As shown in Fig. (7.1.6), oscillations for

different isotopes have not only different amplitudes but also different frequencies. In

particular, for a given ∆ and temperature T , heavier isotopes have more resonant peaks

than lighter isotopes and then a greater oscillation frequency. In Fig. (7.2.1) we reported

the ratio between the thermal rate constants of Hydrogen atoms and Deuterium isotopes,

defined as ratio =
[Qreact(T )k(T )]H
[Qreact(T )k(T )]2H

, by varying ∆. One can observe that, even at high

temperatures where TST gives a good approximation to the thermal rate constant k (T )

for both Hydrogen and Deuterium, it is possible to observe oscillations induced by the

resonant tunneling (recall that TST predicts a ratio equals to one according to Eq. (7.1.4)).

In particular, for sufficiently high temperature, the thermal rate constant k (T ) for the
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Figure 7.1.6: Comparison between the thermal rate constantsQreact (T ) k (T ) for Hydrogen atoms
(H, circled-red curves) and Deuterium isotopes (2H, squared-blue curve), at different tempera-
tures. As described in the main text, oscillations are the direct results of the resonant tunneling
phenomenon. Black-dotted and dashed-orange curves are respectively the value of the thermal rate
constantQreact (T ) k (T ) using the TST and a single Eckart barrier of the form V (x) = V0

cosh2(x)
and

m = 1.834× 103 a.u.
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Figure 7.1.7: Thermal rate constant Qreact (T ) k (T ) for Hydrogen atoms (Left) and Deuterium
isotopes (Right), varying both temperature T (expressed in Kelvin) and distance between the two
barriers ∆. Figures show that the thermal rate constantsQreact (T ) k (T ) for both Hydrogen atoms
and Deuterium isotopes are strongly and non trivially influenced by the resonant tunneling at low
temperature.

heavier isotope results to be larger than k (T ) of the lighter one: this is an example of

“Inverse Kinetic Isotope Effect”. We have found that this important effect can be observed

for one-dimensional systems exclusively if all the resonant states are taking into account

with an accurate amount of precision.

In order to understand the origin of such a phenomenon, we will study how transition

probabilities change at the variation of the distance between the two barriers ∆. For

∆ ≈ 0, no quasi-bound states are present. Then, by increasing ∆, new quasi-bound states

start to appear (Fig. (7.2.2)). By looking at Fig.(7.2.1) for the ∆ intervals where the isotope

effect is inverted as showed in Fig.(7.2.2), we can conclude that the inversion is induced

by the greater resonant peak numbers given by the heavier isotope with respect to the

lighter one. In other words, when the percentile peak number difference is increased,

the deuterium transmission might be favored respect to the hydrogen one. This is the

case of small distances ∆, where the percentage variation in the peaks number is more

significant. Instead, by pushing the barriers far away, the percentage difference decreases

and the inversion isotope effects is quenched. This inversion occurs only in the region

where neither tunneling or classical transmission are predominant. Thus, we can assert

that the type of quantum reflection generated by a second barrier is actually doing the job

of inverting the isotope effects.
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Figure 7.2.1: Ratio between the thermal rate constants of Hydrogen atoms and Deuterium iso-
topes, defined as Ratio =

[Qreact(T )k(T )]H
[Qreact(T )k(T )]2H

. Even at high temperature, where TST gives a good
approximation for the thermal rate constantsQreact (T ) k (T ) for both Hydrogen and Deuterium
(see Fig. (7.1.5)), it is possible to observe resonance oscillations induced by the resonant tunneling
and the so called “Inverse Isotope Effect” for sufficiently high temperatures. Then one can observe
that TST predicts a ratio equals to one (black-dotted line), for any value of the temperature T and
distance between barriers ∆.
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Figure 7.3.1: Potential profiles of Eq. (7.3.1), varying the distance of the two rectangular barriers ∆.

7.3 An Analytic example: the Double Rectangular Barrier Potential

In the previous Section, we showed that increasing the distance between two barriers

in a double Eckart barrier potential, two important phenomena can be observed: the

oscillation of the thermal rate constant k (T ) (as in Fig. (7.1.6)) and the inverse kinetic

isotope effect, for which the heaviest isotope has a larger thermal rate constant than

the lightest isotope (Fig. (7.2.1)). In this Section, we will show that this inversion is

independent of the profile of the double barrier potential. In particular, we will compare

the results for the double Eckart barrier potential in Eq. (7.1.1) with a double rectangular

barrier potential

V (x) = V0

[
θ

(
x+

∆

2
+ δ

)
− θ

(
x+

∆

2

)]
+ V0

[
θ

(
x− ∆

2

)
− θ

(
x− ∆

2
− δ
)]

,

(7.3.1)

where V0 = 0.310 eV, δ = 0.5 a.u. is the width of the rectangular barrier, θ (·) is the Heavi-

side theta and ∆ is the distance between the two rectangular barriers ( Fig. (7.3.1)), for

which an analytic expression of the transmission probability T (E) is known (Eq. (5.2.2)).

For the integration of the transmission probability T (E) in Eq. (7.1.3), we used the energy

range E ∈
[
2.72× 10−4 eV, 27.211 eV

]
, with an energy step ∆E = 2.72× 10−4 eV. Below

and above the energy range, we set T (E) respectively to zero and one. In this case, we

used such a large energy upper-bound due to the strong quantum reflection that this

system presents even at very high temperature, probably due to its first derivative discon-

tinuity. As shown in Figs. (7.3.2, 7.3.3), these parameters are optimal for the temperature

and the distances between the two barrier we considered in this Section.

In Fig. (7.3.4), thermal rate constants Qreact (T ) k (T ) for different temperatures are

shown. As for the double Eckart barrier potential, we observe oscillations of the thermal

rate constant. The frequency of the oscillation is given by the different number of resonant
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Figure 7.3.2: Thermal rate constantQreact (T ) k (T ) varying the upper-bound cutoff Emax, at fixed
∆E = 2.72× 10−4 eV. As expected, the error is larger for higher temperature.
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Figure 7.3.3: Thermal rate constantQreact (T ) k (T ) by varying the energy integration step ∆E, at
fixed Emax = 27.211 eV. As expected, errors are larger for smaller temperatures at a given energy
interval, due to the presence of the resonant peaks in the transmission probabilities T (E) in the
low-energy region.
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Figure 7.3.4: Comparison between the thermal rate constantsQreact (T ) k (T ) for Hydrogen atoms
(H, circled-red curves) and Deuterium isotopes (2H, squared-blue curve), at different temperatures,
for the double rectangular barrier potential in Eq. (7.3.1). Similarly to the case of a double Eckart
barrier potential as in Eq. (7.1.1), oscillations are the direct results of the resonant tunneling phe-
nomenon. Black-dotted and dashed-orange curves are respectively the value of the thermal rate
constantQreact (T ) k (T ) using the TST and a single Eckart barrier of the form V (x) = V0

cosh2(x)
and

m = 1.834× 103 a.u.
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Figure 7.3.5: Number of resonant peaks by varying the distance between the barriers ∆ for the
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Figure 7.3.6: Ratio between the thermal rate constants of Hydrogen atoms and Deuterium isotopes,
defined as ratio =

[Qreact(T )k(T )]H
[Qreact(T )k(T )]2H

. As in the case of the double Eckart barrier potential in
Eq. (7.1.1), even for the double rectangular barrier potential in Eq. (7.3.1) it is possible to observe
resonance oscillations induced by the resonant tunneling and the so called “Inverse Kinetic Isotope
Effect”.

peaks between the two isotopes varying the distance between the two rectangular barrier

( Fig. (7.3.5)).

Finally, Fig. (7.3.6) shows the ratio between the thermal rate constants of the two

isotopes. In particular, even for the double rectangular barrier potential in Eq. (7.3.1) we

numerically observe the inverse isotope effect. There results confirm what we observed

in the previous Section for a (more realistic) double Eckart barrier potential.





Conclusions

This thesis presents a new method to calculate thermal rate constants k (T ) for one di-

mensional scattering potentials in the presence of many quasi-bound states. In particular

this novel methodology can be applied to the case of multiple-barrier passages where

quasi-bound states are present. After showing that thermal rate constants can be cal-

culated from asymptotic conditions, the Schrödinger equation has been solved as an

ordinary differential equation, with the energy as a fixed parameter, by choosing conve-

nient boundaries conditions. The method we propose is time-independent and it provides

a significant advantage over any available time-dependent method for the calculation

of rate constants in the presence of resonance states. We have shown this by calculating

k(T ) for arbitrary potentials, even for first-derivative discontinuous potentials as well

as the double barrier potential with several quasi-bound states. In both cases, the error

respect to the exact expression was less than 1% even at extremely low temperatures.

Possible multidimensional implementations of the method are under way in our group.

In multidimensional applications overlapping resonances will most probably occur. We

think that one can deal with this issue by a convolution of Breit-Wigner distributions

where the centers and the width are fitted to the shape the transmission probability profile.

This method has recently been published [35].

As a first application of our method, we studied how Helium isotopes might be sepa-

rated by resonant tunneling in a double layer Polyphenylene system (2D-PP, Fig. (6.1.1)).

The double layer Polyphenylene acts as a filter for the Helium isotopes and its double

barrier profile is shown in Fig. (6.1.2). The potential in Fig. (6.1.2) was obtained experi-

mentally by ab-initio calculation, thanks to our collaboration with A. M. Brockway and

J. Schrier (Department of Chemistry, Haverford College, Haverford (PA), USA). Due to

the presence of resonant states given by the double barrier potential, the 2D-PP filter was



80 7.3 An Analytic example: the Double Rectangular Barrier Potential

able to select between 3He from 4He, even at relatively high temperatures (Fig. (6.2.5)).

We showed how this occurs by simulations using our method for rate calculations. A

paper with all the material presented in Chap. 6 is in preparation.

Finally, we used our method to extensively study the effects of resonant tunneling on

the thermal rate constants for double barrier potentials. In particular, we numerically

observed two important phenomena: the “oscillation” of the thermal rate constant as a

function of the distance between the two barriers (Fig. (7.1.6)), and the “Inverse Kinetic

Isotope Effect” where heavier isotope gains a larger thermal rate constant with respect

to the lightest isotope (Fig. (7.2.1)). The inverse kinetic isotope effect can be explained

considering the different contribution of the resonant peaks to the thermal rate constant in

the low-temperature region versus the high-temperature region. In the low temperature

region, the thermal rate constant is dominated by the contribution of a few peaks (see

Sec. 5.4.1 for details). Therefore, deep resonant tunneling favors the lighter isotope

with respect to the heavier isotope. On the contrary, in the high-temperature region, all

resonant peaks contribute to the thermal rate constant: hence the heaviest isotope, which

present more resonant states than the lightest isotope at fixed distance between the two

barriers (Fig. (7.2.2)), has a larger thermal rate constant than the lightest isotope. The

inverse kinetic isotope effect might be used to experimentally connote direct tunneling

versus shallow tunneling and quantum reflection. It is important to note that all the results

presented in Chap. 7 were possible thanks to our ODE method numerical robustness.

In conclusion, this thesis presents a new numerical method for studying resonant

tunneling from a time-independent point of view. The method can be applied to arbi-

trarily complex one dimensional potentials at any temperature, avoiding the numerical

convergence issues which occur in the time-dependent case. It is thus one of the first tools

available to accurately and rapidly assess reaction rates in the low temperature regime

in the presence of many quasi bound states. The extension to higher dimensions is in

progress.



Future Perspectives: Computation of the Thermal Rate

Constant on Quantum Computers

In this thesis, we presented a fast and robust method for computing thermal rate con-

stant in extreme conditions (the ODE method, Sec. 4.2), where deep resonant tunneling

dominates. In particular, we used a time-independent approach (Sec. 2.2), which results

much faster and more stable than a time-dependent approach (Sec. 2.1). As examples,

we considered two case studies where resonant tunneling plays a fundamental role: the

isotope selection by a double barrier potential (Chap. 6) and the kinetic isotope effect

(Chap. 7).

Even if the time-independent ODE method is not numerically demanding and its

computational complexity scales only as O
(
αN2

)
, where N = L

∆x is the linear grid

size and α is a constant which depends on the used method (see Sec. 4.2 for details),

for multiple barrier potentials supporting several resonant states N can grows quickly.

Hence, the computation of the thermal rate constant might result unfeasible even for our

ODE method.

In 1982, Feynman conjectured for the first time the possibility to use the quantum

mechanics for “quantum computation” [96], taking advantage of phenomena like the

linear superposition of quantum states and the quantum entanglement for an exponential

speed-up with respect to classical computers. However, it was only in 1991 that a seminal

work by Lloyd [97] proved that quantum computers can be programmed to simulate

any local quantum system. An exponential growing interest of the scientific community

started since on. Therefore, many quantum algorithms have been proposed to simulate

quantum systems [98–104] which have an exponential speed-up with respect to any

equivalent classical algorithm. More importantly, in the last few years, the first quantum



82 7.4 Brief Introduction on Quantum Computation

devices with quantum capabilities have been devised [105–108], showing that quantum

computing is not merely an academic exercise.

In the rest of this Chapter, we will outline a “quantum” ODE method to take advantage

of the computational potentiality of quantum computers.

7.4 Brief Introduction on Quantum Computation

In order to set up a problem on a quantum computer, it is necessary to introduce quan-

tum registers |b〉 of ν q-bits (two-level systems). These registers will be used for both

quantum computation and storing information. Unlike classical registers whose bits can

assume only two value, zero and one, any of the q-bit in a quantum register can be in a

superposition of states

|bi〉 = ai |0i〉+ bi |1i〉 , (7.4.1)

where |a|2 + |b|2 = 1. Initially, a quantum register |b〉 is in a direct product of all the q-bits

|b〉 =

ν−1⊗
i=0

|bi〉 . (7.4.2)

Allowed operations on quantum registers are all the unitary transformation (corresponding

to propagation of the register) and measurement. In particular, the last operation causes

the collapse of the quantum register onto one of the subspaces of the full Hilbert space. By

convention, unitary operations (quantum gates) should be explicitly given as operations

on one or (at most) two q-bits. In fact, most of the quantum gates that can be constructed

in practice involves no more than two q-bit at time. Starting from an early work of

Deutsch [109], it has been proven that the set of all the single q-bit operations (formally

the U (2) group), in addition with the controlled-not (CNOT) which acts on two q-bits

|b0〉 ⊗ |b1〉 7→ |b0〉 ⊗
∣∣(b0 + b1)mod 2

〉
, (7.4.3)

form an universal set of quantum gates [110–112], i.e. any arbitrary large unitary trans-

formation can be represented as operations on one or two q-bits. Similar to classical

computers, the computational complexity of quantum computers can be defined as the

number of quantum gates used in the quantum algorithm [113]. In Fig. (7.4.1), examples

of CNOT gates are shown in terms of quantum circuits, i.e. linear representations of

quantum gates applied to quantum registers. In order to simplify quantum circuits, some

common operations are given as unitary gates. For example, the Hadamard transforma-

tion
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CNOT Gate CU Gate

Figure 7.4.1: Examples of quantum circuits for a controlled-not gate (left) and controlled-U gate
(Right). In both cases, the unitary transformation is applied on the second q-bit only if the first q-bit
is in the state |1〉.

Figure 7.4.2: Example of quantum circuit for obtaining a quantum superposition of all the states

starting from the initial quantum state |0〉 =
⊗ν−1

i=0 |0〉. Ĥ = 1√
2

(
1 1
1 −1

)
is the Hadamard

operator. Here, |k〉 = |k0〉 ⊗ |k1〉 ⊗ · · · ⊗ |kν−1〉 is the bit-representation of the integer k.

Ĥ =
1√
2

(
1 1

1 −1

)
, (7.4.4)

which is typically used for obtaining a quantum superposition of all the states

Ĥ1Ĥ2 · · · Ĥν |0〉 =

ν−1⊗
i=0

(
Ĥi |0i〉

)
=

1√
2ν

ν−1⊗
i=0

(|0i〉+ |1i〉)

=
1√
2ν

2ν−1∑
k=0

|k〉 , (7.4.5)

where |k〉 = |k0〉 ⊗ |k1〉 ⊗ · · · ⊗ |kν−1〉 is the bit-representation of the integer k. Fig. (7.4.2)

shows the explicit quantum circuit of the Hadamard transformation in Eq. (7.4.5). Another
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Figure 7.4.3: Example of quantum circuit used for the implementation of the unitary transformation

|k〉 ⊗ |ψ〉 7→ |k〉 ⊗
(
Ûk |ψ〉

)
.

important unitary transformation commonly used in quantum computer is the application

to the register of powers of unitary operators Û of the form [114, 115]

|k〉 ⊗ |ψ〉 7→ |k〉 ⊗
(
Ûk |ψ〉

)
, (7.4.6)

where |ψ〉 is a second quantum register. It is important to observe that k is not a given

parameter but it is given by the actual state of the quantum register. Recalling that

|k〉 = |k0〉 ⊗ |k1〉 ⊗ · · · ⊗ |kν−1〉, we have

Ûk = Ûk020+k121+...+kν−12ν−1

= Ûk020

Ûk121

· · · Ûk121

. (7.4.7)

Therefore, as shown in Fig. (7.4.3), it is possible to implement the transformation in

Eq. (7.4.6) simply using CNOT gates. Observe that the quantum circuit represented in

Fig. (7.4.3) requires only a number of O (ν) gates.

7.5 Time-Dependent approach

The idea to use quantum computers for the calculation of thermal rate constants was

firstly used by Lidar and Wang in 1999 [116]. Their idea consists in finding a quantum

algorithm that calculates the spectrum ωn = εn/~ and the position probability for any

relevant eigenstate |n〉 of the Schrödinger equation

Ĥ |n〉 = εn |n〉 , (7.5.1)
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in order to quickly compute the flux-flux auto-correlation function

Cff (t, T ) =
∑
m,n

e−
β̃
2 (ωn+ωm)e−i(ωn−ωm)t (ωn − ωm)

2 |χnm|2 , (7.5.2)

where β̃ = ~β and χnm ≡ 〈n| Θ̂p |m〉 is the overlap between eigenstates in the product

space (see Sec. 2.1 for more details). As described in their paper, they used a time-evolution

algorithm which is mainly composed into three steps:

1. An appropriate initial state |0〉⊗|ψ0〉 is prepared. The first register, or ancilla register,

will be used for storing the eigenvalue, while the second register will be used for

storing the eigenstate. For a faster convergence of the quantum algorithm, the initial

state |ψ0〉must be a non-zero overlap with any relevant eigenstate. The simplest

choice consists in initializing |ψ0〉 as an equal superposition of all the possible states.

2. |ψ0〉 is propagated for a time t using the split-operator propagation scheme [117].

This part is exponentially faster than any equivalent classical algorithm [97].

3. The final state |0〉⊗|ψ0〉 7→
∑
n ξn (t) |ωn〉⊗|n〉 is measured using the “von Neumann

measurement” trick [118] (see the original paper [116] for the description and

derivation of ξn (t)). After that, the first register will contain the eigenvalue ωn and

the second register the eigenstate |n〉with probability pn = |ξn (t)|2.

4. Repeat 1-3 many times until convergence is reached to the desire accuracy for all

the relevant eigenstates. The number of required iterations is proportional to the

desired accuracy.

5. Compute (classically) the flux auto-correlation function in Eq. (7.5.2) and the thermal

rate constant as

k (T ) Qreact (T ) =

ˆ +∞

0

dtCff (t, T ) (7.5.3)

In principle, the above quantum algorithm has an exponential speed-up given by the

calculation on a quantum computer of the spectrum of the Hamiltonian Ĥ. However, as

any time-dependent method, this quantum algorithm presents several problems:

1. The exponential speed-up is limited to the calculation of the spectrum of Ĥ. In

particular, if a good guess of initial state |ψ0〉 is not provided, the convergence in (4)

might be never reached if many resonant states are present.

2. As shown in [119], the propagation t might be very large if resonant states are

present.



86 7.6 Time-Independent approach

3. The computation of Cff (t) in Eq. (7.5.2) must be done classically. Therefore, given

N the number of relevant eigenstates, the computation of Cff (t) will scale as N2.

4. More importantly, the calculation of thermal rate constant in Eq. (7.5.3) still remains

a time-dependent calculation. Hence, all the problematic described in Sec. 2.1 will

affect this quantum algorithm.

Therefore, in the next Section we will propose a quantum algorithm based on our ODE

method for computing thermal rate constants.

7.6 Time-Independent approach

The main idea of our ODE method (Sec. 4.2) consists in solving the Schrödinger equation

Ĥψp (x) =

[
− ~2

2m

d2

dx2
+ V (x)

]
ψp (x) = Eψp (x) , (7.6.1)

as an ordinary differential equation. In fact, because no bounded states exist, the spectrum

of the Hamiltonian Ĥ is continuous and then, an eigenstate must exist for any fixed energy

E = p2

2m . Therefore, it is possible to calculate the transmission (reflection) probability

T (E) (R (E)) as

T (E) = |t|2 = 4

∣∣∣∣ψp(x̃) +
~
i p
∂xψp(x̃)

∣∣∣∣−2

, (7.6.2)

R(E) = |r|2 = 1−

(
1 +

1

4

∣∣∣∣ψp(x̃)− ~
i p
∂xψp(x̃)

∣∣∣∣2
)−1

, (7.6.3)

where x̃ is an arbitrary point far away from the scattering region. Therefore, a good

quantum algorithm must provide both the spectrum and eigenstates of the Hamilto-

nian Ĥ. In the classical case, we provided two methods for solving Eq. (7.6.1): the

Numerov’s method (Sec. 4.2.1) and the Runge-Kutta method (Sec. 4.2.2), both based on

the propagation of an appropriate choice of the boundary conditions. As explained in

Sec. 7.6.1, both methods have a computational complexity O
(
N2
)
. In the quantum case,

we will exploit the quantum speed-up that quantum computers have for solving any local

quantum Hamiltonian [97]. In particular, we will use the “Quantum Phase Estimation”

algorithm [115], which is a method for approximating eigenvalues of unitary matrices. It

was recently used for solving linear system on quantum computers with an exponential

speed-up [120–122].

In the next Sections, we will outline the idea of the time-independent quantum ODE

and its application on the calculation thermal rate constants.
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7.6.1 Quantum Phase Estimation

As for any quantum algorithm, it is necessary to provide an initial states. In this case, we

set the initial state as

|Φ〉 = |0〉 ⊗ |φ〉 = |0〉 ⊗
∑
p

dp |ψp〉 , (7.6.4)

where |0〉 =
⊗ν−1

i=0 |0i〉 (ν is the number of ancilla q-bits necessary for representing

eigenvalues), |ψp〉 are eigenstate of the Hamiltonian in Eq. (7.6.1) and

dp = 〈φ|ψp〉 . (7.6.5)

By application of an Hadamard transformation on the first register

Ĥ1Ĥ2 · · · Ĥν |0〉 =

ν−1⊗
i=0

(
Ĥi |0i〉

)
=

1√
2ν

ν−1⊗
i=0

(|0i〉+ |1i〉)

=
1√
2ν

2ν−1∑
k=0

|k〉 , (7.6.6)

the initial quantum state |Φ〉 can be transformed to

|Φ〉 7→ |Φ′〉 =
1√
2ν

2ν−1∑
k=0

|k〉 ⊗

(∑
E

dE |ψE〉

)
. (7.6.7)

If Ĥ is sparse and efficiently row computable with O (s), the unitary matrix Û = ei kĤ can

be computed in [97, 123]

O
(
s 22ν log N

)
. (7.6.8)

Therefore, the application of Û to |Φ′〉 can be quickly performed on a quantum computer

using controlled gates as in Fig. (7.4.3), giving the following result

|Φ′〉 7→ |Φ′′〉 =
1√
2ν

2ν−1∑
k=0

|k〉 ei kĤ ⊗

(∑
p

dp |ψp〉

)

=
1√
2ν

2ν−1∑
k=0

|k〉 ⊗

(∑
p

dpe
i kE |ψp〉

)

=
∑
p

dp

(
1√
2ν

2ν−1∑
k=0

ei kE |k〉

)
⊗ |ψp〉 , (7.6.9)
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Figure 7.6.1: In this figure, g (E, k) as defined in Eq. (7.6.11) is shown varying the number of ancilla
q-bits ν. As one can see, g (E, k) becomes peaked in k = 2ν E

2π
for sufficiently large ν.

where E = p2

2m . The key of the quantum phase estimation algorithm is to apply a

quantum Fourier transform (QFT) on the first register. As described in [115], QFT

has an exponential speed-up on quantum computers with a computational complexity

O (logN log logN), where N is the number of states. Therefore, after the application of

the QFT to first register, the quantum states |Φ′′〉 becomes

|Φ′′〉 7→ |Φ′′′〉 =
∑
p

dp

(
2ν−1∑
k=0

g (E, k) |k〉

)
⊗ |ψp〉 , (7.6.10)

where

g (E, k) =


sin[π(2ν E2π−k)]e

iπ( E2π−k2−ν)(2ν−1)

2ν sin[π( E2π−k 2−ν)]
2ν E2π 6= k

1 2ν E2π = k

. (7.6.11)

Hence, a measurement of the first register produces the outcome k with probability

pk =
∑
p

|dp|2 |g (E, k)|2 , (7.6.12)

and then, the second register will collapse to the state

∑
p

dp g (E, k)
√
pk

|ψk〉 . (7.6.13)

As shown in Fig. (7.6.1), for sufficiently large number of ancilla q-bits ν, g (E, k) is peaked
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around k = 2νE
2π . Therefore, Eq. (7.6.10) can be simplified as

|Φ′′′〉 =
∑
p

dp |E〉 ⊗ |ψp〉 . (7.6.14)

Observe that the computational complexity for computing the final state |Φ′′′〉 in

Eq. (7.6.14) scales as O
(
s 22ν logN

)
, which results faster than any equivalent classical

algorithm. However, |Φ′′′〉 is the superposition of all pairs of eigenvalues and its eigen-

states, weighted by the overlap dp = 〈ψp|φ0〉 of the eigenstate |ψp〉with the initial state

|φ0〉. In the next Section, we will show how an appropriate choice of the initial condition

|φ0〉 can be used for selecting eigenstates in Eq. (7.6.14).

7.6.2 Quantum ODE Algorithm

As explained in Sec. 4.2, the ODE method is based on the propagation of an appropriate

choice of boundary conditions. Similarly, we will show that for the “Quantum ODE”

algorithm, the choice of initial states |φ0〉 results to be fundamental. As shown in the

previous Section, the quantum phase estimation algorithm maps an initial states |0〉⊗|φ0〉
to

|0〉 ⊗ |φ0〉 7→
∑
p

dp |E〉 ⊗ |ψp〉 , (7.6.15)

where E = p2

2m and

dp = 〈φ|ψp〉 . (7.6.16)

In order to compute the transmission probability T (E) using the expression in Eq. (7.6.2),

it is necessary to extract only the specified eigenstate with the correct moment p =
√

2mE.

The main idea is to set the initial quantum state |φ0〉 as

|φp′〉 =
1√
2π~

ˆ 0

−∞
dx eip

′x/~ |x〉 , (7.6.17)

where p′ is a given parameter. |φp′〉 can be obtained by an appropriate unitary transforma-

tion [114, 115]. An explicit example for a three q-bits system is given in Fig. (7.6.2). Hence,

using the scattering representation for eigenstates |ψp〉 of the Hamiltonian in Eq. (7.6.1)

〈
x|ψRp

〉
= ψRp (x) =

{
1√
2π~

(
eipx/~ + r e−ipx/~

)
x� −LS

1√
2π~ t eipx/~ x� +LS

, (7.6.18a)

〈
x|ψLp

〉
= ψLp (x) =

{
1√
2π~ t e−ipx/~ x� −LS

1√
2π~

(
e−ipx/~ − r eipx/~

)
x� +LS

, (7.6.18b)
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Figure 7.6.2: In this figure, an explicit example of quantum circuit for the unitary transformation
|0〉 7→ 1√

2π~

´ 0

−∞ dx e
ip′x/~ |x〉 using three q-bits. Here, the first q-bit represents the sign.

where |x| � LS represents positions far away from the scattering region, we obtain

∣∣dRp ∣∣2 =
∣∣〈φp′ |ψRp 〉∣∣2 ≈ δ (p− p′) , (7.6.19a)∣∣dLp ∣∣2 =
∣∣〈φp′ |ψLp 〉∣∣2 ≈ 0. (7.6.19b)

Therefore, using the appropriate initial condition |φp′〉 as in Eq. (7.6.17), the measurement

of the first register will produce outcome E = p′2

2m with high probability, and consequently

the second register will collapse to the corresponding eigenstate. Unlike the “classical”

ODE algorithm whose computational complexity is O
(
N2
)
, the “quantum” ODE (qODE)

algorithm has a computational complexity O (N logN). Moreover, unlike the time-

dependent quantum algorithm described in [116], our qODE algorithm is totally time-

independent and we expect that it will be numerical robust as the classical counterpart,

even in presence of many metastable states.



APPENDIX A

Discrete Variable Representation (DVR)

In this appendix we describe how the DVR method can be employed in one dimension.

For a rigorous theoretical description see [124] and references therein.

A.1 Basic idea of DVR methods

The idea of DVR (Discrete Variable Representation) is to solve the Schrödinger equation

using a finite set of basis functions. The DVR method is a specific pseudo-spectral method

employed to calculate matrix elements of the Hamiltonian operator [117]. One defines

a spectral projection which is applied to the original Hamiltonian Ĥ to arrive to a finite

n− dimensional Hilbert space in which the truncated Hamiltonian is a function of the

projection operators. The projection operators are defined as P̂n =
∑n
i |φi〉 〈φi| where the

basis |φi〉 is the pseudo-spectral basis, i.e. a basis of spatially localized basis functions.

Given a set of basis functions the equation which determines the expectation value of the

energy for the system is ˆ +∞

−∞
ψ? (x) Ĥ ψ (x) dx = E. (A.1.1)

The wave function ψ is a linear combination of the n basis set functions {φi (x)}ni=1 ,

ψ (x) =

n∑
i=1

ciφi (x) . (A.1.2)

When the basis set is chosen appropriately Eq. (A.1.1) can be solved analytically and

one can obtain an exact expression for the coefficients ci. There are many types of basis

sets which can be employed, one that has become popular is the so-called sinc basis set

introduced by D. Colbert and W. H. Miller [125] in 1992.
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A.2 The sinc basis set

The sinc basis set is a uniform Fourier grid basis. The advantage of this basis is that it

allows for an analytical expression of the kinetic energy operator. It is extremely localized

in each point of the grid as it consists of a set of delta functions. The sinc function in one

dimension is defined as

Sinc [ξ] =
sin [ξ]

ξ
. (A.2.1)

Consider a set of n points uniformly distributed in the range [xmin, xmax], each point of

the grid xj is defined as

xj = xmin + ∆x (j − 1) , (A.2.2)

where

∆x =
xmax − xmin

n− 1
. (A.2.3)

Given this notation, the j-th basis function φj (x) corresponds to the grid spacing normal-

ized Sinc function

φj (x) =
1√
∆x

sin [π (x− xj) /∆x]

π (x− xj) /∆x
=

1√
∆x

Sinc [π (x− xj) /∆x] . (A.2.4)

The basis in Eq. (A.2.4) can be defined using a Fourier representation (Eq. A.2.5), in fact

one has

φj (x) =

√
∆x

2π

ˆ +π/∆x

−π/∆x
eik(x−xj)dk (A.2.5)

=

√
∆x

2πi (x− xj)

[
eiπ(x−xj)/∆x − e−iπ(x−xj)/∆x

]
=

1√
∆x

sin [π (x− xj) /∆x]

π (x− xj) /∆x
.

Analogously, it is possible to define them as the Fourier transform of the eigenfunctions

of the time independent free particle Hamiltonian

φj (x) =

√
∆x

2π~

ˆ +π/∆x

−π/∆x
eip(x−xj)/~dp. (A.2.6)
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Now, the value of the j-th basis function in the grid point xk will be

φj (xk) =
1√
∆x

sin [π (k − j)]
π (k − j)

=
δkj√
∆x

(A.2.7)

and so, we see that the basis is properly localized: i.e it is equal to 1/
√

∆x where it is

centered and zero everywhere else. Note that this basis is also orthonormal, in fact

ˆ +∞

−∞
φ?i (x)φj (x) dx =

=
∆x

(2π)
2

ˆ +∞

−∞

ˆ +π/∆x

−π/∆x
e+ik(x−xj)dk

ˆ +π/∆x

−π/∆x
e−ik

′(x−xi)dk′dx

=
∆x

(2π)
2

ˆ +π/∆x

−π/∆x
dk

ˆ +π/∆x

−π/∆x
dk′e−ikxj+ik

′xi

ˆ +∞

−∞
eix(k−k

′)dx

=
∆x

(2π)
2

ˆ +π/∆x

−π/∆x
dk

ˆ +π/∆x

−π/∆x
dk′e−ikxj+ik

′xi2πδ (k − k′)

=
∆x

2π

ˆ +π/∆x

−π/∆x
eik(xi−xj)dk

=
sin [π (xi − xj) /∆x]

π (xi − xj) /∆x
= δij . (A.2.8)

A.2.1 Evaluation of moments

In order to express operators in this basis we need to find an expression for the moments.

The n-th moment is defined as

ˆ +∞

−∞
φ?i (x)

dn

dxn
φj (x) dx =

=
∆x

(2π)
2

ˆ +∞

−∞
dx

ˆ +π/∆x

−π/∆x
e−ik(x−xi)dk

ˆ +π/∆x

−π/∆x

[
dn

dxn
eik
′(x−xj)

]
dk′

=
∆x

(2π)
2

ˆ +π/∆x

−π/∆x
dk

ˆ +π/∆x

−π/∆x
dk′eikxi−ik

′xj (ik′)
n
ˆ +∞

−∞
e−ix(k−k

′)dx

=
∆x

(2π)

ˆ +π/∆x

−π/∆x
dk (ik)

n
eik(xi−xj)

=
∆x

(2π)

ˆ +π/∆x

−π/∆x
dk

[
dn

dxni
eik(xi−xj)

]
=

dn

dxni

sin [π (xi − xj) /∆x]

π (xi − xj) /∆x
. (A.2.9)
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For n = 1, we find the first moment

d

dxi

sin [π (xi − xj) /∆x]

π (xi − xj) /∆x
=
cos [π (xi − xj) /∆x]

(xi − xj)
− sin [π (xi − xj) /∆x]

π (xi − xj)2
/∆x

. (A.2.10)

If i 6= j, the sine terms are zero and we obtain the non diagonal elements

ˆ +∞

−∞
φ?i (x)

d

dx
φj (x) dx =

(−1)
i−j

∆x (i− j)
(i 6= j). (A.2.11)

For n = 2, we find the second moment

d2

dx2
i

sin
[
π(xi−xj)

∆x

]
π(xi−xj)

∆x

= − π

∆x

sin
[
π(xi−xj)

∆x

]
(xi − xj)

− 2
cos
[
π(xi−xj)

∆x

]
(xi − xj)2 + (A.2.12)

+2
sin
[
π(xi−xj)

∆x

]
π(xi−xj)3

∆x

.

Again when i 6= j, the sine terms cancel and we obtain

ˆ +∞

−∞
φ?i (x)

d2

dx2
φj (x) dx = −2

(−1)
i−j

∆x2 (i− j)2 (i 6= j) . (A.2.13)

The diagonal elements correspond to the derivatives in the limit of xi → xj . Therefore,

we can expand the sinc function Sinc [π (xi − xj) /∆x] respect to xi around xj

Sinc

[
π (xi − xj)

∆x

]
=

∆x

π (xi − xj)

(
π (xi − xj)

∆x
− 1

3!

π3 (xi − xj)3

∆x3

)
+O

((
xi − xj

∆x

)4
)

= 1− 1

6

π2 (xi − xj)2

∆x2
+O

((
xi − xj

∆x

)4
)
. (A.2.14)

Finally, we obtain the diagonal terms for the first moment

ˆ +∞

−∞
φ?i (x)

d

dx
φi (x) dx = −1

3

π2 (xi − xj)
∆x2

= −1

3

π2 (i− j)
∆x

(i = j) , (A.2.15)

and for the second moment

ˆ +∞

−∞
φ?i (x)

d2

dx2
φi (x) dx = −1

3

π2

∆x2
(i = j) , (A.2.16)
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A.2.2 The Hamiltonian and other operators in the one dimensional sync basis

To represent the Hamiltonian operator we need a representation of the potential operator.

Note that the position operator x̂ is expressed as

〈xi| x̂ |xj〉=
ˆ +∞

−∞
dx 〈xi|x|x〉 〈x|xj | =〉

=
∆x

(2π)
2

ˆ +π/∆x

−π/∆x
dk

ˆ +π/∆x

−π/∆x
dk′eikxi−ik

′xj
d

dik′

ˆ +∞

−∞
dxeix(k

′−k)

=
∆x

(2π)

ˆ +π/∆x

−π/∆x
dk

ˆ +π/∆x

−π/∆x
dk′eikxi−ik

′xj
d

dik′
δ (k′ − k)

=
∆x

(2πi)

ˆ +π/∆x

−π/∆x
dk′e−ik

′xj
d

dk′

ˆ +π/∆x

−π/∆x
dkeikxiδ (k′ − k)

=
∆x

2π
xi

ˆ +π/∆x

−π/∆x
dk′eik

′(xi−xj)

= xiSinc [π (xi − xj) /∆x] = xiδij . (A.2.17)

The potential V (x) can always be expanded in a power series of x therefore it can be

expressed as a diagonal matrix of the type

ˆ +∞

−∞
φ?i (x)V (x)φj (x) dx = V (xi) δij . (A.2.18)

The typical Hamiltonian is expressed as the sum of a kinetic energy operator T̂ = − ~2

2m∇
2

and a potential energy operator V̂ = V (x), that is Ĥ = T̂ + V̂ . Using the DVR representa-

tion, the kinetic energy operator assumes the form

Tij =
~2 (−1)

i−j

2m∆x2
·


π2

3 i = j

2
(i−j)2 i 6= j

. (A.2.19)

To solve the k-th eigenvalue problem

Ĥψk = Ekψk, (A.2.20)

the procedure will consist in diagonalizingHij to obtain the eigenvalues (E1, ..., Ek, ...En)

and eigenvector coefficients Cij . Then one can obtain the k-th eigenfunction as

ψk (x) =

n∑
j=1

Cjkφj (x). (A.2.21)
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Since the basis set is localized, the value of the k-th basis function in a specific grid

location xi will be given by

〈xi|ψk〉 = ψk (xi) =
∑
j

Cjkφj (xi) =
∑
j

Cjk
δji√
∆x

=
Cik√
∆x

. (A.2.22)

Generally speaking, higher energy eigenvalues will not be very accurate because they

correspond to eigenfunctions which feel the edges of the grid more than lower energy

states. This is typically not a problem because the states which contribute most to the

dynamics are at low energies and higher energy states are not very populated.



APPENDIX B

The WKB Approximation for the Double Barrier

The WKB wave functions before, between and after the barriers reported in Fig. (B.1) are

respectively

ψI (x) =
A√
k (x)

e
i
(
π
4 +
´ x
x1
k(x′)dx′

)
+

B√
k (x)

e
−i

(
π
4 +
´ x
x1
k(x′)dx′

)
(B.1a)

ψIII (x) =
C√
k (x)

e
i
(
π
4 +
´ x
x2
k(x′)dx′

)
+

D√
k (x)

e
−i

(
π
4 +
´ x
x2
k(x′)dx′

)
(B.1b)

ψV (x) =
E√
k (x)

e
i
(
π
4 +
´ x
x4
k(x′)dx′

)
+

F√
k (x)

e
−i

(
π
4 +
´ x
x4
k(x′)dx′

)
, (B.1c)

where k (x) is the one dimensional wave vector, xi the i − th turning point, and the

coefficients are reported in Fig. (B.1).

After applying the barrier connection formula twice [126], the coefficients E and F in

terms of A and B are

(
E

F

)
=

( √
1 + e2θ2 , −eθ2

−eθ2
√

1 + e2θ2

)
(√

1 + e2θ1A−Beθ1
)
eiφ(√

1 + e2θ1B −Aeθ1
)
e−iφ

 , (B.2)

Energy

A

B

C

D

E

F

Figure B.1: Double barrier potential and turning points: A, B, C, D, E, and F are the WKB wave-
function coefficients in the three allowed regions.
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where

θ1 =

ˆ x2

x1

|k (x)| dx (B.3a)

θ2 =

ˆ x4

x3

|k (x)| dx (B.3b)

φ =

ˆ x3

x2

k (x) dx. (B.3c)

In order to calculate the transmission probability of an incoming wave from the left, the

coefficient F is set to zero and B is consequently expressed in terms of A. Then, the ratio

is
E

A
=

1

eθ1eθ2eiφ +
√

1 + e2θ1
√

1 + e2θ2e−iφ
(B.4)

and the transmission probability is the modulus square of Eq. (B.4) [127]

T (E) =
p1p2

1 + (1− p1) (1− p2) + 2
√

1− p1

√
1− p2cos (2φ)

, (B.5)

where

pi =
1

1 + eθi
, i = 1, 2. (B.6)

Taking a symmetric double barrier (p1 = p2 = p) and expanding φ (E) ≈ φ (Ei) +

φ′ (Ei) (E − Ei) at the i− th resonant energy, Eq. (B.5) is approximated as

T (E) ≈ (Γi/2)
2

(E − Ei)2
+ (Γi/2)

2 , (B.7)

where the Breit-Wigner distribution width is

Γi =
e−2θi

φ′ (Ei)
√

1− e−2θi
≈ e−2θi

φ′ (Ei)
. (B.8)
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