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Abstract

We consider phase-field systems of Caginalp type on a three-dimensional bounded
domain. The order parameter ψ fulfills a dynamic boundary condition, while the
(relative) temperature θ is subject to a boundary condition of Dirichlet, Neumann or
Robin type. Moreover, the two equations are nonlinearly coupled through a quadratic
growth function. Here we extend a number of results which have been proven by some
of the authors for the linear coupling. More precisely, we demonstrate the existence
and uniqueness of global solutions. Then we analyze the associated dynamical system
and we establish the existence of global as well as exponential attractors. We also
discuss the convergence of given solutions to single equilibria.

1 Introduction

A well-known system of partial differential equations which describes the behavior of a two-
phase material in presence of temperature variations, and neglecting mechanical stresses, is
the so-called Caginalp phase-field system (cf. [6, 11], see also [5, 38]){

δψt −∆ψ + f (ψ)− λ′ (ψ) θ = 0,
(εθ + λ (ψ))t −∆θ = 0,

(1.1)

in Ω× (0,+∞), where Ω ⊂ R3 is a bounded domain occupied by the material for any time
t ≥ 0. Here ψ is the order parameter (or phase-field), θ denotes the (relative) temperature, δ
and ε are given positive constants, while λ is a function related to the latent heat. Moreover,
the function f : R → R accounts for the presence of different phases (typically f can be the
derivative of a double well potential, i.e., f (y) = y2(y − 1)).

The mathematical literature regarding system (1.1) is rather vast when λ is assumed to
be linear. For instance, we recall that global well-posedness results can be found in [15]
(see also [12, 44, 45]). The analysis of the longtime behavior of solutions to equations like
(1.1) was also carried out in a number of papers mainly devoted to establish the existence of
global and/or exponential attractors (see, for instance, [2, 3, 4, 30, 31, 32]). Moreover, the
asymptotic behavior of single solutions has been investigated by means of suitable versions
of the  Lojasiewicz-Simon inequality (cf., e.g., [9, 27, 53]). All the mentioned results are
essentially concerned with standard boundary conditions (that is, Dirichlet’s, Neumann’s or
Robin’s). More recently, in order to account for possible interactions with the walls, i.e.,
with the boundary Γ := ∂Ω, some physicists proposed a dynamic boundary condition for ψ
(cf., e.g., [16, 17, 33]). On account of this proposal, here we consider system (1.1) endowed
with the following boundary conditions{

ψt − α∆Γψ + ∂nψ + βψ + g (ψ) = 0,
b∂nθ + cθ = 0,

(1.2)

12000 Mathematics Subject Classification: 35B40, 35B41, 35K55, 80A22.
Keywords: phase-field equations, dynamic boundary conditions, Laplace-Beltrami operator, global attrac-

tors, exponential attractors,  Lojasiewicz-Simon inequality, convergence to equilibrium.
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on Γ×(0,+∞). Here α, β > 0 are given constants, n is the outward normal to Γ, ∆Γ denotes
the Laplace-Beltrami operator on Γ, and g : R → R is a given nonlinear function. Γ is always
supposed as smooth as is needed. The homogeneous boundary condition for θ subsumes the
following cases: Dirichlet’s (b = 0 and c > 0), Neumann’s (b > 0 and c = 0), Robin’s (b > 0
and c > 0).

Equations (1.1)-(1.2) are also subject to the initial conditions

ψ|t=0 = ψ0, θ|t=0 = θ0, in Ω. (1.3)

Initial and boundary value problems (1.1)-(1.3), always in the case of a linear λ, were first
analyzed in the case (b, c) = (1, 0). More precisely, well-posedness and convergence to single
stationary states were demonstrated in [7] taking g ≡ 0 and assuming f with a polynomially
controlled growth of degree six. Existence of global and exponential attractors was proven
in [24], under rather weak assumptions on f and g (see also [22]). These results were further
generalized by assuming dynamic boundary conditions for θ in [20] and [21].

Assuming λ linear is satisfactory for solid-liquid phase transitions. However, when one
deals, for instance, with phase transitions in ferromagnetic materials, where ψ represents the
fraction of lattice sites at which the spins are pointing “up”, then a quadratic λ is a more
appropriate choice (see [5] and references therein). In this paper, all the existing results (see
[28, 34], cf. also [25], for memory effects, and [26, Sec. 7]) are concerned with homogeneous
Neumann boundary condition for ψ. Here we want to extend the results contained in [20]
and [21] to the case of a λ with quadratic growth, under sufficiently general assumptions
on f and g, leaving the analysis of dynamic coupled boundary conditions (see [22]) and/or
singular potentials (cf. [8, 10]) to further investigations.

To be more precise, let us sketch the plan of the paper. In Section 2 we introduce the
functional framework associated with (1.1)-(1.3). Then we state and prove the well-posedness
results for our problems distinguishing between weak solutions (with growth restrictions on
f and g) and strong solutions (no growth restrictions on f and g). In Section 3 we first
demonstrate the existence of bounded absorbing sets and of compact absorbing sets. Hence,
we deduce the existence of global attractors either for weak solutions and for strong ones.
Section 4 is devoted to the existence of exponential attractors. Finally, in Section 5 we study
the convergence of solutions to single equilibria.

2 Well-posedness

Without loss of generality, from now on we let δ = ε = 1. We denote by ‖·‖p and ‖·‖p,Γ ,
the norms on Lp (Ω) and Lp (Γ) , respectively. In the case p = 2, 〈·, ·〉2 (or 〈·, ·〉2,Γ) stands
for the usual scalar product which induces the L2 norm (even for vector-valued functions).
The norms on Hs (Ω) and Hs (Γ) are indicated by ‖·‖Hs(Ω) and ‖·‖Hs(Γ), respectively, for any
s > 0. In order to account for all the cases, we also introduce the family of linear operators
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AK := −∆ on the Banach space L2 (Ω) with domain

D(AK) = H1
0 (Ω) ∩H2(Ω), ifK = D,

D(AK) = {u ∈ H2(Ω) : b∂nθ + cθ = 0, a.e. on Γ}, ifK ∈ {N,R},

where K ∈ {D,N,R} and D, N, R stand for Dirichlet, Neumann, or Robin boundary
conditions, respectively.

We recall that AK generates an analytic semigroup e−AKt on L2 (Ω) . In addition, each
AK is nonnegative and self-adjoint on L2 (Ω) . For our convenience, we also set

Z1
D = H1

0 (Ω), Z1
K = H1(Ω), if K ∈ {N,R}

endowed with the norms defined by

‖θ‖2
Z1

K
=



‖∇θ‖2
2 , if K = D,

‖∇θ‖2
2 + c

b

∥∥θ|Γ∥∥2

2,Γ
, if K = R,

‖∇θ‖2
2 + 〈θ〉2Ω , if K = N,

where we have set

〈v〉Ω := |Ω|−1

∫
Ω

v (x) dx.

It is easy to check that, for each K ∈ {D,N,R}, the norm in Z1
K is equivalent to the

standard H1-norm. On account of the dynamic boundary condition (see (1.2)), we also need

to introduce the functional spaces Vs = Cs
(
Ω

)‖·‖Vs
, where s > 0 and the norms ‖·‖Vs

are
given by

‖ψ‖Vs
=

(
‖ψ‖2

Hs(Ω) +
∥∥ψ|Γ∥∥2

Hs(Γ)

)1/2

. (2.1)

It easy to see that Vs = Hs (Ω) ⊕ Hs (Γ) . We also set V0 = L2 (Ω) ⊕ L2 (Γ) . Further-
more, we notice that Vs is compactly contained in Vs−1, for all s ≥ 1. We also recall that
we have the following continuous embeddings: H1 (Ω) ⊂ L6 (Ω) , H1/2 (Γ) ⊂ L4 (Γ) and
H1 (Γ) ⊂ Ls (Γ) , for any fixed s ∈ [1,+∞). For the latter embedding, note that Ω is a
smooth, compact 3-dimensional Riemannian manifold whose boundary Γ is a 2 -dimensional
Riemannian manifold (see, e.g., [13, Chapter 2]).

Let K ∈ {D,N,R}. We now restate problem (1.1)-(1.3) in weak and strong formulations.
In the case K = N we define the enthalpy

IN (u, v) := 〈λ (u) + v〉Ω ,

a quantity which is conserved in time.

Problem Pw
K . For any given pair of initial data (ψ0, θ0) ∈ V1 × L2 (Ω) , find

(ψ, θ) ∈ C
(
[0,+∞); V1 × L2 (Ω)

)
,
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with
ψt ∈ L2 ([0,+∞); V0) , ∇θ ∈ L2

(
[0,+∞); (L2(Ω))3

)
,

such that

〈ψt, u〉2 + 〈∇ψ,∇u〉2 + 〈f (ψ)− λ′ (ψ) θ, u〉2
+ 〈ψt, u〉2,Γ + α〈∇Γψ,∇Γu〉2,Γ + 〈βψ + g (ψ) , u〉2,Γ = 0, ∀u ∈ V1, a.e. in (0,∞), (2.2)

〈(θ + λ (ψ))t, v〉2 + 〈∇θ,∇v〉+ d〈θ, v〉2,Γ = 0, ∀ v ∈ Z1
K , a.e. in (0,∞), (2.3)

which satisfies (1.3) and, if K = N ,

IN (ψ(t), θ(t)) = IN (ψ0, θ0) , ∀ t ≥ 0. (2.4)

Here d = c
b

if K = R, d = 0 otherwise.

Problem Ps
K . For any given pair of initial data (ψ0, θ0) ∈ V2 × Z1

K , the weak solution
(ψ, θ) is such that

(ψ, θ) ∈ C
(
[0,+∞); V2 × Z1

K

)
,

with
(ψt, θt) ∈ L2

(
[0,+∞); V1 × L2 (Ω)

)
,

Our goal is to prove that both Pw
K and Ps

K have a unique global solution which contin-
uously depends on the initial data. However, we first need to specify some assumptions on
the nonlinearities f, g and λ.

Here below we list some assumptions on f, g, λ which will be used in the sequel.

(H1) f, g ∈ C1(R) satisfy

lim
|y|→+∞

inf f ′ (y) > 0, lim
|y|→+∞

inf g′ (y) > 0. (2.5)

(H2) f and g satisfy the growth assumptions

|f ′ (y)| ≤ cf
(
1 + |y|2

)
, |g′ (y)| ≤ cg (1 + |y|q) , ∀y ∈ R, (2.6)

for some positive constants cf , cg, where q ∈ [1,+∞) is arbitrary.

(H3) λ ∈ C2 (R) satisfies
|λ′′ (y)| ≤ cλ, ∀y ∈ R, (2.7)

for some positive constant cλ.

(H4) λ has the form
λ (y) = γ (y)− ay2, ∀y ∈ R,

where a > 0 and γ ∈ C2 (R) such that γ′ ∈ L∞ (R) .

(H5) f satisfies
f (y) y ≥ η1 |y|

4 − η2, ∀y ∈ R,

for some constants η1 > 0 and η2 ≥ 0.
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Remark 2.1 Assumption (H4) is needed only to handle the case K = N , otherwise (H5)
suffices. Note that (H4) is justified from a physical viewpoint (see, e.g., [5, Chap. 4]).

We now state and prove the first global existence result.

Theorem 2.2 Let f, g, λ satisfy assumptions (H1)-(H3). Then, for each K ∈ {D,N,R} ,
problem Pw

K admits a global weak solution.

Proof. A unique local (and sufficiently smooth) solution to problem Pw
K can be found by

means of a suitable application of the Faedo-Galerkin approximation scheme (see [18], for a
similar problem). To apply such an argument to a problem with a dynamic boundary con-
dition, we need to construct suitable self-adjoint operators acting on V0. Such constructions
have already appeared in [19]. To this end, let us consider the operator B0 given formally by

B0

(
ψ, ψ|Γ

)
=

(
−∆ψ, (−∆ψ)|Γ

)
, (2.8)

for functions ψ ∈ C2
(
Ω

)
, with ψ|Γ ∈ C2 (Γ), that satisfy the Wentzell boundary condition

∆ψ − α∆Γψ|Γ + ∂nψ + βψ|Γ = 0 on Γ. (2.9)

Here (∆ψ)|Γ stands for the restriction of the Laplace operator ∆ on the boundary Γ and
it should not be confused with the Laplace-Beltrami operator ∆Γψ|Γ. The domain of B0 is

D (B0) = {Θ =
(
ψ, ψ|Γ

)
: ψ ∈ C2

(
Ω

)
, (2.9) hold}. It is an easy exercise (cf. [19]) to show

that we have 〈B0Θ,Ξ〉V0
= 〈Θ,Ξ〉V1

, for all Θ ∈ D (B0) and Ξ ∈ V1. It follows that B0 is

symmetric on V0. Let us now consider a function f ∈ C
(
Ω

)
such that F = (f1, f2) with

f1 := f |Ω and f2 := f |Γ. By the equality B0Θ = F, we mean the following boundary value
problem:

−∆ψ = f1 in Ω, (2.10)

−∆ψ = f2 on Γ. (2.11)

Using the Wentzell boundary condition (2.9) and replacing f2 by f|Γ, the boundary condition
(2.11) becomes

−α∆Γψ|Γ + ∂nψ + βψ|Γ = f2 on Γ. (2.12)

We now define the ”Wentzell version of B0”, B̃0, by B0Θ = F on

D(B̃0) =
{

Θ ∈ V0 : Θ corresponds to ψ ∈ H2 (Ω) , ψ|Γ ∈ H2 (Γ) ,

and (2.10), (2.12) hold} .

Let B be the closure of B̃0. Then, using the techniques in [19], we can check that B is
selfadjoint and positive on V0, since β > 0; B is the operator associated with the positive
symmetric closed bilinear form 〈Θ,Ξ〉V1

. Also by [19], the following characterization of the
domain of B is given, provided that Γ is smooth enough:

D (B) =
{
ψ ∈ H2 (Ω) : ψ|Γ ∈ H2 (Γ)

}
.
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Thus, for i ∈ N, we take a complete system of eigenfunctions {Θi} of the problem BΘi =

λ̂iΘi in V0 with Θi ∈ D (B) . Moreover, recall that AK = −∆, when K ∈ {D,N,R} is
nonnegative and self-adjoint operator on L2 (Ω) . Then, we have (for i ∈ N) a complete
system of eigenfunctions

{
ξK

i

}
of the problem AKξ

K
i = λK

i ξ
K
i in L2 (Ω) with ξK

i ∈ D (AK) .

According to the general spectral theory, the eigenvalues λ̂i and λK
i , K ∈ {D,N,R} can

be increasingly ordered and counted according to their multiplicities in order to form a real
divergent sequence. Moreover, the respective eigenvectors Θi and ξK

i turn out to form an
orthogonal basis in V1, V0 and L2 (Ω) , Z1

K respectively. The eigenvectors Θi and θK
i may

be assumed to be normalized in the norm of V0 and L2 (Ω) respectively. At this point, we
set the spaces

Kn = span {Θ1,Θ2, ...,Θn} , K∞ = ∪∞n=1Kn,

PK
n = span

{
ξK

1 , ξ
K
2 , ..., ξ

K
n

}
, PK

∞ = ∪∞n=1PK
n .

Clearly, K∞ and PK
∞, K ∈ {D,N,R, } are dense subspaces of V1, V2 and Z1

K , D (AK)
respectively. For any n ∈ N, we look for functions of the form

ψ = ψn =
∑n

i=1
di (t) Θi, θ

K = θK
n =

∑n

i=1
ei (t) ξK

i (2.13)

solving the approximate problem that we will introduce below. In the definition of ψn and
θK

n , di (t) and ei (t) are sought to be suitably regular real valued functions. As approximations
for the initial data (ψ0, θ0), we take (ψn0, θn0) ∈ V1 × L2 (Ω), such that

lim
n→∞

(ψn0, θn0) = (ψ0, θ0) in V1 × L2 (Ω) . (2.14)

The problem that we must solve is given by Pw,n
K , for a fixed K ∈ {D,N,R} and for any

n ≥ 1,{ 〈
∂tψn,Θ

〉
V0

+
〈
Bψn,Θ

〉
V0

+ 〈f (ψn) ,Θ〉2 + 〈g (ψn) ,Θ〉2,Γ = −〈λ′ (ψn) θK
n ,Θ〉2,〈

∂tθ
K
n , θ

〉
2

+
〈
AKθ

K
n , θ

〉
2

= −〈λ′ (ψn) ∂tψn, θ〉2,
(2.15)

and 〈
ψn (0) ,Θ

〉
V0

=
〈
ψn0,Θ

〉
V0
,

〈
θK

n (0) , θ
〉

2
=

〈
θn0, θ

〉
2
, (2.16)

for all Θ ∈ Kn, θ ∈ PK
n .

We aim to apply the standard existence theorems for ODE’s. For this purpose, if n is
fixed, let us choose Θ = Θj, and θ = ξK

j , 1 ≤ j ≤ n and substitute the expressions (2.13) to

the unknowns ψn and θK
n in (2.15)-(2.16). After performing direct computations (and using

the above definitions), we can transform our problem and the initial conditions of Pw,n
K into

a Cauchy problem for a system of nonlinear ordinary differential equations:{(
∂te (t)

∂td (t)

)
=

(
U1 (t,d (t) , e (t))

U2 (t,d (t) , e (t))

)
,

where Ul : [0, tn] × R2n → R2n, l = 1, 2, can be computed explicitly. Each function Ul,
l = 1, 2 is continuous with respect to its arguments, uniformly in t, by the continuity of
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the projections and the fact that f, g and λ are continuous. Applying Cauchy’s theorem
for ODE’s, we find a small time tn ∈ (0, T ) such that (2.15)-(2.16) holds for all t ∈ [0, tn] .
This gives the desired local C1-solution

(
ψn, θ

K
n

)
to our problem. We will now deduce a

priori estimates for the solutions
(
ψn, θ

K
n

)
. Such estimates, in particular, ensure that we can

take tn = T, for every n. Throughout this proof, C will denote a positive generic constant,
depending at most on the physical parameters of the problem, but independent of n. This
constant may vary even in the same line. Further dependence of the constants will be pointed
out if needed.

Let us fix K ∈ {D,N,R} and consider our local (sufficiently smooth) continuous solutions(
ψn, θ

K
n

)
. For the sake of exposition, we will drop the superscript K from θK

n . We take

θ = ∂tψn(t) and Θ = θn(t) in (2.15). We thus obtain

‖∂tψn (t)‖2
V0

+
1

2

d

dt

[
α ‖∇Γψn (t)‖2

2,Γ + β ‖ψn (t)‖2
2,Γ + ‖∇ψn (t)‖2

2

]
(2.17)

+

∫
Ω

f (ψn (t)) ∂tψn (t) dx+

∫
Γ

g (ψn (t)) ∂tψn (t) dS

= 〈∂tψn (t) , λ′ (ψn (t)) θn (t)〉2 ,

1

2

d

dt
‖θn (t)‖2

2 + ‖∇θn (t)‖2
2 + d

∥∥θn|Γ (t)
∥∥2

2,Γ
= −〈λ′ (ψn (t)) ∂tψn (t) , θn (t)〉2 . (2.18)

Adding together the above equations, then integrating with respect to time and exploiting
(2.14), we get

‖ψn (t)‖2
V1

+

t∫
0

‖∂tψn (s)‖2
V0
ds+ ‖θn (t)‖2

2

+

t∫
0

(
‖∇θn (s)‖2

2 + d
∥∥θn|Γ (s)

∥∥2

2,Γ

)
ds+

∫
Ω

F (ψn (t)) dx+

∫
Γ

G (ψn (t)) dS

≤ C,

where

F (y) =

y∫
0

f (r) dr, G (y) =

y∫
0

g (r) dr. (2.19)

Recalling that F and G are bounded from below (independently of n) due to (2.5), we infer

‖ψn (t)‖2
V1

+

t∫
0

‖∂tψn (s)‖2
V0
ds+‖θn (t)‖2

2+

t∫
0

(
‖∇θn (s)‖2

2 + d
∥∥θn|Γ (s)

∥∥2

2,Γ

)
ds ≤ C, (2.20)
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for all t ≥ 0. Observe that in the case K = N (i.e., d = 0), we need also to control 〈θn(t)〉2Ω.
Hence, recalling (2.4), (2.7) and (2.20), we have

|Ω|−2

∫
Ω

θn (x, t) dx

2

≤ I2
N(ψ0, θ0) + C(1 + ‖ψn(t)‖4

2) ≤ C. (2.21)

In particular, the above bounds imply that the local solution (ψn, θn) to Pw,n
K can be extended

up to time T , that is, tn = T, for every n.
From (2.20)-(2.21), we also learn that the sequence (ψn, θn) is uniformly bounded in norm

in the space V1 × L2 (Ω) by a constant depending only on the size of initial data. In detail,
for each fixed T > 0, we have

‖ψn‖L∞([0,T ];V1)∩H1([0,T ];V0) ≤ C, (2.22)

‖θn‖L∞([0,T ];L2(Ω))∩L2([0,T ];Z1
K) ≤ C. (2.23)

Exploiting the uniform bound of (2.22), we can also show

‖λ′ (ψn) ∂tψn‖L2([0,T ];(Z1
K)

∗
) (2.24)

≤ cλ ‖∂tψn‖L2([0,T ];L2(Ω))

(
T 1/4 + ‖ψn‖L2([0,T ];H1(Ω))

)
≤ C. (2.25)

Finally, exploiting the uniform bounds (2.23)-(2.25) once again, from the second equation of
(2.15), we deduce that

‖θn‖H1([0,T ];(Z1
K)

∗
) ≤ C. (2.26)

We are ready to pass to the limit as n goes to +∞. On account of the above uniform
inequalities, we can argue that, up to subsequences,

ψn → ψ weakly∗ in L∞ ([0, T ] ; V1) , (2.27)

∂tψn → ∂tψ weakly in L2 ([0, T ] ; V0) ,

and

θn → θ weakly∗ in L∞
(
[0, T ] ;L2 (Ω)

)
, (2.28)

θn → θ weakly in L2
(
[0, T ] ; Z1

K

)
,

∂tθn → ∂tθ weakly∗ in L2
(
[0, T ] ;

(
Z1

K

)∗)
.

Due to (2.27)-(2.28) and classical compactness theorems, we also have

ψn → ψ strongly in C ([0, T ] ; V1−s) , (2.29)

θn → θ strongly in L2
(
[0, T ] ; Z1−s

K

)
,

for all s ∈ (0, 1]. By refining, ψn converges to ψ a.e. in Ω (pointwise in [0, T ]) and θn

converges to θ a.e. in Ω× [0, T ] , respectively. Having now the uniform bounds (2.22), (2.23)
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for the solutions (ψn, θn), we can easily control the nonlinear terms in the equations of (2.15).
Since ψ ∈ L∞ ([0, T ] ; V1) , it is easy to see, on the basis of assumption (H2), that

|f (ψn)|L6(Ω×[0,T ]) ≤ C, |g (ψn)|Lq(Γ×[0,T ]) ≤ C. (2.30)

Then, by means of known results of measure theory, the continuity of f, g and (2.29), (2.30),
we easily deduce that f (ψn) converges weakly to f (ψ) in L6 (Ω× [0, T ]) , and thus, weakly
star in L2

(
[0, T ] ; (H1 (Ω))

∗)
. Moreover, g (ψn) converges weakly to g (ψ) in Lq (Γ× [0, T ]) ,

and thus, weakly star in Lq
(
[0, T ] ; (H1 (Γ))

∗)
. On the other hand, on account of (2.29) and

(2.27)-(2.28), it is not difficult to show

λ′ (ψn) θn → λ′ (ψ) θ weakly∗ in L2
(
[0, T ] ;

(
H1 (Ω)

)∗)
(2.31)

and
λ′ (ψn) ∂tψn → λ′ (ψ) ∂tψ weakly∗ in L2

(
[0, T ] ;

(
Z1

K

)∗)
. (2.32)

By means of the above convergences properties (2.27)-(2.32), we can pass to the limit in
(2.15) to get all the equations of (2.2)-(2.3).

Finally, it is left to show that ψ (0) = ψ0 and θ (0) = θ0. But this follows from standard
arguments and the above convergence properties of the solutions (ψn, θn). We omit the
details. The proof of the theorem is finished.

We now state and prove the existence of a global strong solution.

Theorem 2.3 Let f, g, λ satisfy (H1) and (H3). Then, for each K ∈ {D,N,R} , problem
Ps

K admits a global strong solution that satisfies

θ ∈ L2 ([0,+∞);D (AK)) .

Proof. In Theorem 2.2, we have proved the existence of a sufficiently smooth global solution
(ψ, θ) that was obtained as a limit (in appropriate topologies) of the solutions (ψn, θn) to
problem (2.15)-(2.16). We need to obtain higher order estimates. Note first that equations
(2.2)-(2.3) can be written now in the strong form and boundary conditions (1.2) hold almost
everywhere in Γ × (0, T ). Then we differentiate the first equation of (2.15) with respect to
time. Moreover, we multiply the resulting equation by ∂tψn(t), and integrate over Ω and Γ,
respectively. In addition, we multiply the second equation of (2.15) by ∂tθn(t) and integrate
over Ω as well. Adding all the obtained relations and using Green’s formula, we have

1

2

d

dt

(
‖∂tψn (t)‖2

2 + ‖∂tψn (t)‖2
2,Γ + ‖∇θn (t)‖2

2 + d
∥∥θn|Γ (t)

∥∥2

2,Γ

)
+ ‖∂tψn (t)‖2

V1
+ ‖∂tθn (t)‖2

2 +

∫
Ω

f ′ (ψn (t)) (∂tψn (t))2 dx+

∫
Γ

g′ (ψn (t)) (∂tψn (t))2 dS

=
〈
λ′′ (ψn (t)) (∂tψn (t))2 , θn (t)

〉
2
. (2.33)

Thanks to (2.5), there holds

−
∫
Ω

f ′ (ψn (t)) (∂tψn (t))2 dx−
∫
Γ

g′ (ψn (t)) (∂tψn (t))2 dS ≤ C ‖∂tψn (t)‖2
V0
. (2.34)
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Moreover, using the interpolation inequality ‖u‖4 ≤ cΩ ‖u‖1/4
2 ‖u‖3/4

H1(Ω), then Young’s in-

equality with exponents (4/3, 4), we estimate the term on the right-hand side of (2.33), as
follows (cf. (2.7))∣∣〈λ′′ (ψn) (∂tψ)2 , θn

〉
2

∣∣ ≤ C ‖∂tψn‖
2
4 ‖θn‖2

≤ C ‖∂tψn‖
1/2
2 ‖∂tψn‖

3/2

H1(Ω) ‖θn‖2

≤ η
(
‖∇∂tψn‖

2
2 + ‖∂tψn‖

2
2

)
+ Cη ‖∂tψn‖

2
2 ‖θn‖4

2 , (2.35)

for a sufficiently small η ∈ (0, 1) and large positive constant Cη. Then, on account of (2.20)-
(2.35), an integration of (2.33) with respect to time yields

‖∂tψn (t)‖2
V0

+ ‖∇θn (t)‖2
2 + d

∥∥θn|Γ (t)
∥∥2

2,Γ
+

t∫
0

(
‖∂tψn (s)‖2

V1
+ ‖∂tθn (s)‖2

2

)
ds ≤ C, (2.36)

for all t ≥ 0. Note that, owing to (2.36), we can use the second equation of (2.2) to deduce

sup
t≥0

t∫
0

‖∆θn (s)‖2
2 ds ≤ C. (2.37)

To prove the last bound on ψn, we first need to apply the maximum principle to the following
system (see [39, Lemma A.2]){

−∆ψn + f (ψn) = h1 := −∂tψn + λ′ (ψn) θn, in Ω× (0, T ) ,
−α∆Γψn + ∂nψn + βψn + g (ψn) = h2 := −∂tψn, on Γ× (0, T ) ,

(2.38)

which yields

‖ψn (t)‖2
∞ + ‖ψn (t)‖2

∞,Γ ≤ C
(

1 + ‖h1(t)‖2
2 + ‖h2(t)‖2

2,Γ

)
, (2.39)

and, owing to (2.7), (2.20) and (2.36), it follows that

‖ψn (t)‖2
∞ + ‖ψn (t)‖2

∞,Γ ≤ C. (2.40)

It is worth recalling that [39, Lemma A.2] applies thanks to (2.5). On the other hand, using
an H2-regularity estimate (see, e.g., [39, Lemma A.1]), we have

‖ψn (t)‖V2
≤ C

(
‖j1(t)‖2 + ‖j2(t)‖2,Γ

)
, (2.41)

where
j1 := −∂tψn − f (ψn) + λ′ (ψn) θn, j2 := −∂tψn − g (ψn) . (2.42)

Thus, thanks to (2.20), (2.36) and (2.40), from (2.41) we infer

‖ψn (t)‖V2
≤ C. (2.43)
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Finally, observe that in the case K = N we need to control also 〈θn(t)〉2Ω. But this can be
done exactly as in (2.21).

It is easy to see that the local solution (ψn, θn) to problem Ps
K is indeed global. More-

over, on account of (2.20), (2.36), (2.40), (2.43) and (2.21), we can argue again that, up to
subsequences,

ψn → ψ weakly∗ in L∞ ([0, T ] ; V2) , (2.44)

∂tψn → ∂tψ weakly in L2 ([0, T ] ; V1) ,

and

θn → θ weakly∗ in L∞
(
[0, T ] ; Z1

K

)
, (2.45)

θn → θ weakly in L2 ([0, T ] ;D (AK)) ,

∂tθn → ∂tθ weakly in L2
(
[0, T ] ;L2 (Ω)

)
.

On the other hand, due to (2.44)-(2.45) and classical compactness theorems, we also have

ψn → ψ strongly in C ([0, T ] ; V2−s) , (2.46)

θn → θ strongly in C
(
[0, T ] ; Z1−s

K

)
,

for all s ∈ (0, 1] . Furthermore, on account of (2.46) and the fact that f and g are continuously
differentiable, it is not difficult to show

f (ψn) →f (ψ) strongly in C
(
[0, T ] ;L2 (Ω)

)
, (2.47)

g (ψn) →g (ψ) strongly in C
(
[0, T ] ;L2 (Γ)

)
.

Finally, each of the weak convergences of (2.32) and (2.44) are strong in the sense of
L2 ([0, T ] ; L2 (Ω)) . We can now pass to the limit to deduce the equations (2.2)-(2.3) in
the strong form. Note that the boundary conditions (1.2) for (ψ, θ) hold almost everywhere
in Γ× (0, T ). We have finished the proof of the theorem.

Uniqueness of solutions to both problems Pw
K and Ps

K follows from the following contin-
uous dependence estimates.

Lemma 2.4 Let the assumptions of Theorem 2.2 hold. Consider two global solutions (ψwi, θwi)
to Pw

K corresponding to the initial data (ψ0i, θ0i) ∈ V1×L2 (Ω) , i = 1, 2. Then, for any t ≥ 0,
the following estimate holds

‖(ψw1 − ψw2) (t)‖2
V1

+ ‖(θw1 − θw2) (t)‖2
2

+

t∫
0

[
‖(ψw1 − ψw2)t (s)‖2

V0
+ ‖(θw1 − θw2) (s)‖2

Z1
K

]
ds

≤ Cwe
Lwt

(
‖ψ01 − ψ02‖

2
V1

+ ‖θ01 − θ02‖2
2

)
, (2.48)

where Cw and Lw are positive constants depending on the norms of the initial data in V1 ×
L2 (Ω), on Ω and on the parameters of the problem, but they are both independent of time.
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Proof. Let us set ψ := ψ1 − ψ2 and θ := θ1 − θ2. Then we easily realize that (ψ, θ) solves
the system

〈ψt, u〉2 + 〈∇ψ,∇u〉2 + 〈Υ1, u〉2 + 〈ψt, u〉2,Γ

+ α〈∇Γψ,∇Γu〉2,Γ + 〈βψ + Υ2, u〉2,Γ = 〈Υ3, u〉2, ∀u ∈ V1, a.e. in (0,∞), (2.49)

〈θt, v〉2 + 〈∇θ,∇v〉+ d〈θ, v〉2,Γ = −〈Υ4, v〉2, ∀ v ∈ Z1
K , a.e. in (0,∞), (2.50)

where we have set

Υ1 (t) := f(ψ1 (t))− f (ψ2 (t)) , Υ2 := g(ψ1 (t))− g(ψ2 (t)), (2.51)

and

Υ3 (t) := λ′(ψ1)θ1 (t)− λ′(ψj2)θ2 (t) , Υ4 (t) := λ′(ψ1)(ψ1)t − λ′(ψ2)(ψ2)t. (2.52)

Taking u = ψt(t) in (2.49), v = θ(t) in (2.50) and then adding the resulting equations, we
deduce that

‖ψt (t)‖2
V0

+ ‖∇θ (t)‖2
2 + d

∥∥θ|Γ (t)
∥∥2

2,Γ
+

1

2

d

dt

[
‖ψ (t)‖2

V1
+ ‖θ (t)‖2

2

]
(2.53)

= −〈Υ1 (t) , ψt (t)〉2 − 〈Υ2 (t) , ψt (t)〉2,Γ + 〈Υ3 (t) , ψt (t)〉2 − 〈Υ4 (t) , θ (t)〉2 .

We proceed as in [21, Proposition 3]. First, we notice that, thanks to (2.20), we have

sup
t≥0

‖ψi (t)‖2
V1

+ ‖θi (t)‖2
2 +

t∫
0

‖ (ψi)t (s) ‖2
V0
ds

 ≤ Cw, i = 1, 2, (2.54)

for some Cw > 0 depending only on the V1 × L2 (Ω)-norm of the initial data. We need
to estimate all the remaining terms on the right-hand side of (2.53). To this end, observe
preliminarily that, owing to (2.6), we have{

|f(y1)− f (y2)| ≤ cf
(
1 + |y1|2 + |y2|2

)
|y1 − y2| ,

|g(y1)− g (y2)| ≤ cg (1 + |y1|q + |y2|q) |y1 − y2| ,
(2.55)

where q ∈ [1,+∞) is fixed, but otherwise arbitrary.
In order to estimate the first two terms on the right-hand side of (2.53), we use Young’s

inequality, Hölder’s inequality, (2.51) and (2.55) as follows

|〈Υ1 (t) , ψt (t)〉2|+
∣∣∣〈Υ2 (t) , ψt (t)〉2,Γ

∣∣∣
≤

(
‖Υ1 (t)‖2

2 + ‖Υ2 (t)‖2
2,Γ

)
+

1

4

[
‖ψt (t)‖2

2 + ‖ψt (t)‖2
2,Γ

]
≤ Cc2f

(
1 + ‖ψ1 (t)‖4

6 + ‖ψ2 (t)‖4
6

)
‖ψ (t)‖2

6
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+Cc2g

(
1 + ‖ψ1 (t)‖2q

3q,Γ + ‖ψ2 (t)‖2q
3q,Γ

)
‖ψ (t)‖2

6,Γ +
1

4
‖ψt (t)‖2

V0
. (2.56)

Thanks to the continuous embeddings H1 (Ω) ↪→ L6 (Ω) , H1 (Γ) ↪→ Ls (Γ) , for any s ∈
[1,+∞) , we deduce from (2.56) that

|〈Υ1 (t) , ψt (t)〉2|+
∣∣∣〈Υ2 (t) , ψt (t)〉2,Γ

∣∣∣ ≤ Cw ‖ψ (t)‖2
V1

+
1

4
‖ψt (t)‖2

V0
, (2.57)

where Cw > 0 depends only on the V1 × L2 (Ω)-norm of the initial data. Moreover, observe
that

〈Υ3 (t) , ψt (t)〉2 − 〈Υ4 (t) , θ (t)〉2 = 〈λ′ (ψ1)− λ′ (ψ2) , ψt (t) θ2 (t)〉2
− 〈λ′ (ψ1)− λ′ (ψ2) , ψ2t (t) θ (t)〉2 .

Then, on account of (2.7), we estimate the last two terms on the right-hand side of (2.53) as
follows:

|〈Υ3 (t) , ψt (t)〉2 − 〈Υ4 (t) , θ (t)〉|
≤ Cλ

(
|〈ψ (t)ψt (t) , θ2 (t)〉2|+

∣∣〈ψ (t) , (ψ2)t (t) θ (t)〉2
∣∣)

≤ Cλ

(
‖ψ (t)‖4 ‖ψt (t)‖2 ‖θ2 (t)‖4 + ‖ψ (t)‖4 ‖θ (t)‖4 ‖(ψ2)t (t)‖2

)
≤ C ‖ψ (t)‖2

H1(Ω)

(
‖θ2 (t)‖2

Z1
K

+ ‖(ψ2)t (t)‖2
2

)
+

1

4
‖ψt (t)‖2

2 +
1

2
‖θ (t)‖2

Z1
K
. (2.58)

Thus, combining (2.53) with (2.57)-(2.58), we obtain, for K ∈ {D,R} ,

1

2

d

dt

[
‖ψ (t)‖2

V1
+ ‖θ (t)‖2

2

]
+

1

2
‖ψt (t)‖2

2

+
3

4
‖ψt (t)‖2

2,Γ +
1

2
‖θ (t)‖2

Z1
K
≤ GK (t) ‖ψ (t)‖2

V1
, (2.59)

where
GK (t) := Cw

(
1 + ‖θ2 (t)‖2

Z1
K

+ ‖(ψ2)t (t)‖2
2

)
.

It is not difficult to check, on account of (2.20) and (2.54), that GK ∈ L2(0, t), for all
K ∈ {D,N,R} and any fixed t ≥ 0. The proof of (2.48), in the cases K ∈ {D,R} , follows
via Gronwall’s inequality. It is left to show (2.48) when K = N (we remind that d = 0 in
(2.53)). Recall that every weak solution satisfies (ψi, θi) also satisfies (2.4). Then it easily
follows from (2.54) that

〈θ (t)〉2Ω ≤ C ‖θ (t)‖2
2 , ∀ t ≥ 0. (2.60)

Adding relation (2.60) to (2.53), then recalling the definition of the norm of Z1
N , and arguing

as above in (2.59), we immediately obtain estimate (2.48) for K = N .

A similar estimate holds for strong solutions.
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Lemma 2.5 Let the assumptions of Theorem 2.3 hold. Consider two global solutions (ψsi, θsi)
to Ps

K corresponding to the initial data (ψ0i, θ0i) ∈ V2 × Z1
K , i = 1, 2. Then, for any t ≥ 0,

the following estimate holds

‖(ψs1 − ψs2) (t)‖2
V1

+ ‖(θs1 − θs2) (t)‖2
2

+

t∫
0

[
‖(ψs1 − ψs2)t (s)‖2

V0
+ ‖(θs1 − θs2) (s)‖2

Z1
K

]
ds

≤ Cse
Lst

(
‖ψ01 − ψ02‖

2
V1

+ ‖θ01 − θ02‖2
2

)
, (2.61)

where Cs and Ls are positive constants depending on the norms of the initial data in V2×Z1
K,

on Ω and on the parameters of the problem, but are both independent of time.

Proof. Here we use the same notation as in the proof of Lemma 2.4. Thanks to (2.40) and
(2.55), we have

|Υ1 (t)|+ |Υ2 (t)| ≤ Cs |ψ (t)| , ∀ t ≥ 0,

so that

|〈Υ1 (t) , ψt (t)〉2|+
∣∣∣〈Υ2 (t) , ψt (t)〉2,Γ

∣∣∣
≤ Cs

[
‖ψ (t)‖2 ‖ψt (t)‖2 + ‖ψ (t)‖2,Γ ‖ψt (t)‖2,Γ

]
≤ 1

4
‖ψt (t)‖2

V0
+ Cs ‖ψ (t)‖2

V0
. (2.62)

Furthermore, since estimates (2.58) and (2.60) also hold for strong solutions, combining
(2.62) with (2.59), we obtain a similar inequality to (2.59), namely,

d

dt

[
‖ψ (t)‖2

V1
+ ‖θ (t)‖2

2

]
+

1

2
‖ψt (t)‖2

2

+
3

4
‖ψt (t)‖2

2,Γ +
1

2
‖θ (t)‖2

Z1
K
≤ Ls ‖ψ (t)‖2

V1
, (2.63)

where Ls > 0 depends only on the norm of the initial data in V2 × Z1
K . The proof follows

again via Gronwall’s inequality.

Straightforward consequences of the above results are the following

Corollary 2.6 Let the assumptions of Theorem 2.2 hold. Then, for each K ∈ {D,N,R} ,
we can define a strongly continuous semigroup

Sw
K (t) : V1 × L2 (Ω) → V1 × L2 (Ω) ,

by setting, for all t ≥ 0,
Sw

K (t) (ψ0, θ0) = (ψw (t) , θw (t)) ,

where (ψw, θw) is the unique solution to Pw
K.
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Corollary 2.7 Let the assumptions of Theorem 2.3 hold. Then, for each K ∈ {D,N,R} ,
we can define a semigroup

Ss
K (t) : V2 × Z1

K → V2 × Z1
K ,

by setting, for all t ≥ 0,
Ss

K (t) (ψ0, θ0) = (ψs (t) , θs (t)) ,

where (ψs, θs) is the unique solution to Ps
K. Moreover, Ss

K (t) is a closed semigroup in the
sense of [42].

3 Existence of global attractors

In this section we want to prove that Sw
K(t) and Ss

K(t) have the global attractor. The
preliminary step is to prove the dissipativity of the semigroup, that is, the existence of a
bounded absorbing set. In the case K = N , due to the enthalpy conservation (2.4), we need
to put a constraint. More precisely, we set(

V1 × L2(Ω)
)M

:=
{

(v, u) ∈ V1 × L2(Ω) : |IN (v, u)| ≤M
}
,(

V2 × Z1
N

)M
:=

{
(v, u) ∈ V2 × Z1

N : |IN (v, u)| ≤M
}
,

where M ≥ 0 is fixed. Note that both the spaces are complete metric spaces with respect to
the metrics induced by the norms. Therefore the phase-space of Sw

K(t) will be

Y0,K =

{
V1 × L2(Ω), if K ∈ {D,R} ,
(V1 × L2(Ω))

M
, if K = N,

(3.1)

while Ss
K(t) will act on

Y1,K =

{
V2 × Z1

K , if K ∈ {D,R} ,
(V2 × Z1

K)
M
, if K = N.

(3.2)

The main results of this section are

Theorem 3.1 Let f, g, λ satisfy assumptions (H1)-(H3) and (H5). If K = N suppose in
addition that λ fulfills (H4). Then Sw

K (t) possesses the connected global attractor Aw
K⊂ Y0,K

which is bounded in V2 ×H2 (Ω).

Theorem 3.2 Let f, g, λ satisfy assumptions (H1), (H3) and (H5). If K = N suppose in
addition that λ fulfills (H4). Then Ss

K (t) possesses the connected global attractor As
K⊂ Y1,K

which is bounded in V3 ×H3 (Ω).

The first proposition is concerned with the existence of a bounded absorbing set in Y0,K

for both the semigroups Sw
K (t) and Ss

K (t).
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Lemma 3.3 Let f, g satisfy assumptions (H1) and (H5). Suppose that γ satisfies either
(H3), if K ∈ {D,R} , or (H4), if K = N . Then, for any given initial data (ψ0, θ0) ∈ Y0,K,
the following estimate holds

‖(ψ (t) , θ (t))‖2
Y0,K

+

t+1∫
t

(
‖ψt (s)‖2

V0
+ ‖θ (s)‖2

Z1
K

+ ‖ψ (s)‖4
L4(Ω)

)
ds

≤ CK

(
‖(ψ0, θ0)‖2

Y0,K
+ 〈F (ψ0) , 1〉2 + 〈G (ψ0) , 1〉2,Γ + 1

)
e−ρt + C∗

K , (3.3)

for each t ≥ 0, where F and G are defined as in (2.19). Here the constants ρ, CK , C
∗
K are

independent of t and of the initial data.

Proof. Let us take u = 2ξψ(t), for some ξ > 0, in (2.2). Adding together the obtained
relationship with (2.17) and (2.18), we get

d

dt
E (t) + κE (t) = Λ1 (t) , (3.4)

where κ > 0 and

E (t) := ‖ψ (t)‖2
V1

+ 2 〈F (ψ (t)) , 1〉2 + 2 〈G (ψ (t)) , 1〉2,Γ + ‖θ (t)‖2
2 + ξ ‖ψ (t)‖2

V0
+ C.

Here the constant C > 0 is taken large enough in order to ensure that E (t) is nonnegative
(recall that F and G are both bounded from below). The function Λ1 is given by

Λ1 (t) := 2κ
[
〈F (ψ (t))− f (ψ (t))ψ (t) , 1〉2 + 〈G (ψ (t))− g (ψ (t))ψ (t) , 1〉2,Γ

]
− (2ξ − κ) ‖ψ (t)‖2

V1
− 2 (ξ − κ)

[
〈f (ψ (t)) , ψ (t)〉2 + 〈g (ψ (t)) , ψ (t)〉2,Γ

]
− 2 ‖ψt (t)‖2

V0
− 2 ‖∇θ (t)‖2

2 − 2d
∥∥θ|Γ (t)

∥∥2

2,Γ

+ ξκ ‖ψ (t)‖2
V0

+ κ ‖θ (t)‖2
2 + κC + 2ξ 〈λ′ (ψ (t))ψ(t), θ(t)〉2 . (3.5)

Let us first discuss the case when K ∈ {D,R} . Observe preliminarily that, owing to
(H1), we have

|F (y)| ≤ 2f (y) y + CF , |G (y)| ≤ 2g (y) y + CG, (3.6)

F (y)− f (y) y ≤ C ′
F |y|

2 + C ′′
F , G (y)−G (y) y ≤ C ′

G |y|
2 + C ′′

G, (3.7)

for any y ∈ R. All the above constants in (3.6)-(3.7) are positive, sufficiently large constants
that depend on F and G, only. Moreover, using assumption (H3), standard Hölder’s and
Young’s inequalities, we estimate the last term on the right-hand side of (3.5) as follows

2ξ |〈λ′ (ψ)ψ, θ〉2| ≤ 2ξcλ 〈|ψ| , |θ|〉2 + 2ξcλ
〈
|ψ|2 , |θ|

〉
2

≤ ‖θ‖2
Z1

K
+ 2ξ2c2λ

(
‖ψ‖2

V0
+ ‖ψ‖4

L4(Ω)

)
. (3.8)
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From (3.6)-(3.8) and assumption (H5), it follows

Λ1 (t) ≤ −
(
2ξ − κ− 2κ (C ′

F + C ′
G)− ξκ− ξ2c

)
‖ψ (t)‖2

V1
− 2 ‖ψt (t)‖2

V0

−(ξ − κ)

2
〈|F (ψ (t))| , 1〉2 − (ξ − κ) 〈|G (ψ (t))| , 1〉2,Γ

− (1− κC0) ‖θ‖2
Z1

K
− [ξ (η1 − cξ)− κη1] ‖ψ (t)‖4

L4(Ω) + C1,

where C0 > 0 and C1 > 0 depends on ξ, κ and C ′′
F , C ′′

G at most and c > 0 depends only on
cλ. From now on Ci stands for a positive constant which is independent on the initial data
and on time.

It is thus possible to adjust ξ < 1 small enough and κ ∈ (0, ξ) (possibly even smaller
than ξ2) in order to have

d

dt
E (t) + κE (t) + C2

(
‖ψ (t)‖2

V1
+ ‖ψt (t)‖2

V0
+ ‖θ (t)‖2

Z1
K

+ ‖ψ (t)‖4
L4(Ω)

)
+ C3

(
‖F (ψ (t))‖1 + ‖G (ψ (t))‖1,Γ

)
≤ C1 (3.9)

from which we deduce that
d

dt
E (t) + κE (t) ≤ C1. (3.10)

On the other hand, one can check that there exists a positive constant C4, independent of t
and on the initial data, such that

‖(ψ (t) , θ (t))‖2
Y0,K

≤ C4E (t) , ∀ t ≥ 0. (3.11)

Then, applying Gronwall’s lemma to (3.10) we deduce that

E (t) ≤ C5E (0) e−κt + C6, ∀ t ≥ 0. (3.12)

Integrating (3.9) over (t, t+ 1) and employing estimate (3.12) we obtain

E (t) +

t+1∫
t

(
‖ψ (s)‖2

V1
+ ‖ψt (s)‖2

V0
+ ‖θ (s)‖2

Z1
K

)
ds

+

t+1∫
t

(
‖F (ψ (s))‖1 + ‖G (ψ (s))‖1,Γ + ‖ψ (s)‖4

L4(Ω)

)
ds

≤ C7E (0) e−κt + C8, ∀ t ≥ 0. (3.13)

Finally, on account of (3.11), we easily obtain the required estimate (3.3) for K ∈ {D,R}.
To prove a similar uniform inequality when K = N we need to use the enthalpy conser-

vation (cf. (2.4)). Observe that

2ξ 〈λ′ (ψ)ψ, θ〉2 = 2ξ 〈θ − 〈θ〉Ω , λ
′ (ψ)ψ〉

2
+ 2ξ |Ω| IN(ψ0, θ0) 〈λ′ (ψ)ψ〉Ω

− 2ξ |Ω| 〈λ (ψ)〉Ω 〈λ
′ (ψ)ψ〉Ω . (3.14)
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Employing a standard Poincaré’s inequality, we know that

‖v − 〈v〉Ω‖
2
2 = ‖v‖2

2 − |Ω| 〈v〉
2
Ω ≤ CΩ ‖∇v‖2

2 . (3.15)

for some CΩ > 0.
Let us rewrite Λ1 defined by (3.5), taking (3.14) into account. We obtain

Λ1 (t) := 2κ
[
〈F (ψ (t))− f (ψ (t))ψ (t) , 1〉2 + 〈G (ψ (t))− g (ψ (t))ψ (t) , 1〉2,Γ

]
− (2ξ − κ) ‖ψ (t)‖2

V1
− 2 (ξ − κ)

[
〈f (ψ (t)) , ψ (t)〉2 + 〈g (ψ (t)) , ψ (t)〉2,Γ

]
− 2 ‖ψt (t)‖2

V0
− 2 ‖∇θ (t)‖2

2 + 2ξκ ‖ψ (t)‖2
V0

+ κ ‖θ (t)‖2
2

+ κC + 2ξ 〈θ(t)− 〈θ(t)〉Ω , λ
′ (ψ(t))ψ(t)〉2

+ 2ξ |Ω| IN(ψ0, θ0) 〈λ′ (ψ(t))ψ(t)〉Ω − 2ξ |Ω| 〈λ (ψ)〉Ω 〈λ
′ (ψ(t))ψ(t)〉Ω . (3.16)

It is worth mentioning that, from (2.4), it is also not too difficult to deduce the following
estimate:

κ ‖θ‖2
2 = κ ‖(θ − 〈θ〉Ω) + 〈θ〉Ω‖

2
2

≤ 2κ ‖θ − 〈θ〉Ω‖
2
2 + 2κ |Ω| (IN(ψ0, θ0)− 〈λ (ψ)〉Ω)2

≤ 2κ ‖θ − 〈θ〉Ω‖
2
2 + κc ‖ψ‖2

2 + κc ‖ψ‖4
L4(Ω) + CM , (3.17)

where the constant c > 0 is independent of t, ξ, κ, M and initial data, and CM > 0 depends
on M, ξ, κ and Ω, but is independent of time and initial data. From now on, c will stand
for a positive constant having these properties. It remains to estimate all the terms on the
right-hand side of (3.14). We begin by estimating the first term, arguing exactly as in (3.8).
Recalling (H4), from (3.15) we obtain that

2ξ
∣∣〈θ − 〈θ〉Ω , λ′ (ψ)ψ〉2

∣∣ ≤ 2ξCγ 〈|θ − 〈θ〉Ω| , |ψ|〉2 + 4aξ
〈
|θ − 〈θ〉Ω| , ψ

2
〉

2

≤ ‖∇θ‖2
2 + cξ2 ‖ψ‖2

V0
+ cξ2 ‖ψ‖4

L4(Ω) . (3.18)

On the other hand,

2ξ |Ω| IN(ψ0, θ0) 〈λ′ (ψ)ψ〉Ω = 2ξ |Ω| IN(ψ0, θ0) 〈γ′ (ψ)ψ〉Ω − 4aξ |Ω| IN(ψ0, θ0)
〈
ψ2

〉
Ω

≤ ξ2 ‖ψ‖2
2 + ξ2 ‖ψ‖4

L4(Ω) + CM , (3.19)

where the positive constant CM depends clearly on M . Finally, it is not difficult to show,
using standard Hölder’s and Young’s inequalities, that

−2ξ |Ω| 〈λ (ψ)〉Ω 〈λ
′ (ψ)ψ〉Ω = −4ξ |Ω| a2

〈
ψ2

〉2

Ω
− 2ξ |Ω| 〈γ (ψ)〉Ω 〈γ

′ (ψ)ψ〉Ω
+ 4aξ |Ω| 〈γ (ψ)〉Ω

〈
ψ2

〉
Ω

+ 2aξ |Ω|
〈
ψ2

〉
Ω
〈γ′ (ψ)ψ〉Ω

≤ −4ξ |Ω| a2
〈
ψ2

〉2

Ω
+

(
ξ2 + ξ4/3

)
‖ψ‖4

4 + C9. (3.20)
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Combining estimates (3.18)-(3.20) together, it easily follows that

2ξ 〈λ′ (ψ)ψ, θ〉2 ≤ −4ξ |Ω| a2
〈
ψ2

〉2

Ω
+ ‖∇θ‖2

2 + ξ2 (c+ 1) ‖ψ‖2
2

+
[
(1 + c) ξ2 + ξ4/3

]
‖ψ‖4

L4(Ω) + C ′
M , (3.21)

for a new positive constant C ′
M . Using (3.17), (3.6)-(3.7), (3.15) and (3.21), we infer from

(3.16)

Λ1 (t) ≤ −
[
2ξ − κ (1 + c)− 2κ (C ′

F + C ′
G)− 2ξκ− ξ2 (c+ 1)

]
‖ψ (t)‖2

V1

− 2 ‖ψt (t)‖2
V0
− (ξ − κ)

2
〈|F (ψ (t))| , 1〉2 − (ξ − κ) 〈|G (ψ (t))| , 1〉2,Γ

− (1− 2κCΩ) ‖∇θ (t)‖2
2 − 4ξ |Ω| a2

〈
ψ2

〉2

Ω

−
(
ξ
[
η1 − (1 + c) ξ + ξ1/3

]
− κ (η1 + c)

)
‖ψ (t)‖4

L4(Ω) + C10, (3.22)

where C10 > 0 depends on M, ξ, κ and Ω, but is independent of time and initial data. It
is thus possible to adjust ξ < 1 small enough and κ ∈ (0, ξ) in order to deduce (cf. (3.4),
(3.11), (3.22))

d

dt
E (t) + κE (t) + κ′

(
‖ψ (t)‖2

V1
+ ‖ψ (t)‖4

L4(Ω)

)
+ κ′′

(
‖ψt (t)‖2

V0
+ ‖∇θ (t)‖2

2

)
≤ C11. (3.23)

Applying a suitable version of Gronwall’s inequality to (3.23) and taking (3.11) into account,
we obtain the analogue of estimate (3.3) in the case K = N , except for the L2 ([t, t+ 1] ;H1)-
norm of θ. More precisely, we obtain

E (t) +

t+1∫
t

(
‖ψ (s)‖2

V1
+ ‖ψ (t)‖4

L4(Ω) + ‖ψt (s)‖2
V0

+ ‖∇θ (s)‖2
2

)
ds

≤ C12E (0) e−κt + C13, ∀ t ≥ 0. (3.24)

However, recalling (2.21) we easily obtain estimate (3.3) also for K = N . The proof is
finished.

We now show the existence of a compact absorbing set, namely,

Lemma 3.4 Let the assumptions of Theorem 3.1 be satisfied. Then, there is a positive
nondecreasing monotone function Q and, for any R0 > 0, there exists t0 = t0(R0) > 0 such
that

‖Sw
K (t) (ψ0, θ0)‖V2×H2(Ω) ≤ Q(R0), ∀ t ≥ t0, (3.25)

for any (ψ0, θ0) ∈ B(R0) ⊂ Y0,K , where B(R0) is a ball of radius R0, centered at 0.
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Proof. We recall that all the following formal arguments can be justified by recalling that
the existence of a smooth local solution can be proven (see [20, Section 3]). Recall first that
(2.33) entails

d

dt

(
‖ψt (t)‖2

2 + ‖ψt (t)‖2
2,Γ + ‖∇θ (t)‖2

2 + d
∥∥θ|Γ (t)

∥∥2

2,Γ

)
+ ‖ψt (t)‖2

2 + ‖ψt (t)‖2
2,Γ + ‖∇θ (t)‖2

2 + d
∥∥θ|Γ (t)

∥∥2

2,Γ

+ 2 ‖ψt (t)‖2
V1

+ 2 ‖θt (t)‖2
2 = Λ2 (t) , (3.26)

where

Λ2 (t) := −2
〈
f ′ (ψ(t)) , ψ2

t (t)
〉

2
− 2

〈
g′ (ψ(t)) , ψ2

t (t)
〉

2,Γ

+ ‖ψt (t)‖2
2 + ‖ψt (t)‖2

2,Γ + ‖∇θ (t)‖2
2 + d

∥∥θ|Γ (t)
∥∥2

2,Γ

+
〈
λ′′ (ψ (t))ψ2

t (t) , θ (t)
〉

2
.

Recalling (2.34)-(2.35) we have that

d

dt

(
‖ψt (t)‖2

2 + ‖ψt (t)‖2
2,Γ + ‖∇θ (t)‖2

2 + d
∥∥θ|Γ (t)

∥∥2

2,Γ

)
+ ‖ψt (t)‖2

2 + ‖ψt (t)‖2
2,Γ + ‖∇θ (t)‖2

2 + d
∥∥θ|Γ (t)

∥∥2

2,Γ

+ 2 ‖ψt (t)‖2
V1

+ 2 ‖θt (t)‖2
2

≤ C ‖ψt (t)‖2
V0

+ ‖ψt (t)‖2
2 + ‖ψt (t)‖2

2,Γ + ‖∇θ (t)‖2
2 + d

∥∥θ|Γ (t)
∥∥2

2,Γ

+ η
(
‖∇ψt‖

2
2 + ‖ψt‖

2
2

)
+ Cη ‖ψt‖

2
2 ‖θ‖

4
2 . (3.27)

Since η is small (cf. (2.35)), then we get

d

dt

(
‖ψt (t)‖2

2 + ‖ψt (t)‖2
2,Γ + ‖∇θ (t)‖2

2 + d
∥∥θ|Γ (t)

∥∥2

2,Γ

)
+ ‖ψt (t)‖2

2 + ‖ψt (t)‖2
2,Γ + ‖∇θ (t)‖2

2 + d
∥∥θ|Γ (t)

∥∥2

2,Γ

+ C1

(
‖ψt (t)‖2

V1
+ ‖θt (t)‖2

2

)
≤ C2

(
‖ψt (t)‖2

V0
+ ‖θ (t)‖2

Z1
K

+ ‖ψt(t)‖
2
2 ‖θ(t)‖

4
2

)
=: Λ3(t). (3.28)

Due to (3.3) we easily deduce that

sup
t≥0

t+1∫
t

|Λ3 (s) |ds

≤ C sup
t≥0

t+1∫
t

(
‖ψt (s)‖2

V0
+ ‖θ (s)‖2

Z1
K

)
ds+ C sup

t≥0
‖θ(t)‖4

2 sup
t≥0

t+1∫
t

‖ψt(s)‖
2
2 ds

≤ Q
(
‖(ψ0, θ0)‖2

Y0,K
+ 〈F (ψ0) , 1〉2 + 〈G (ψ0) , 1〉2,Γ + 1

)
e−ρt + C. (3.29)

21



Here and in the sequel C stands for a positive constant that is independent of t and of
the initial data. This constant may vary from line to line. Besides, Q denotes a positive
nondecreasing monotone function which is independent of t. Using the so-called uniform
Gronwall lemma (see, e.g., [47]), on account of (3.29), from (3.28) and the hypothesis of the
lemma, we infer the existence of t0 > 0 such that

‖ψt (t)‖2
2 + ‖ψt (t)‖2

2,Γ + ‖θ (t)‖2
Z1

K
+

t+1∫
t

[
‖ψt (s)‖2

V1
+ ‖θt (s)‖2

2

]
ds

≤ Q
(
‖(ψ0, θ0)‖2

Ym,K

)
e−ρt + C, ∀ t ≥ t0. (3.30)

Applying now the maximum principle to the boundary value problem (2.38), as in the proof
of Theorem 2.2, we infer from (2.39), (3.3) and (3.30) that

‖ψ (t)‖2
∞ + ‖ψ (t)‖2

∞,Γ ≤ C
(

1 + ‖h1(t)‖2
2 + ‖h2(t)‖2

2,Γ

)
≤ Q

(
‖(ψ0, θ0)‖2

Ym,K

)
e−ρt + C, ∀ t ≥ t0. (3.31)

In order to get the estimate for ψ (t) in V2, we rewrite problem (2.38) into the form{
−∆ψ = h3 := −f (ψ) + λ′ (ψ) θ − ψt, in Ω, a.e. in (t0,+∞),

−α∆Γψ + ∂nψ + βψ = h4 := −ψt − g (ψ) , on Γ, a.e. in (t0,+∞),
(3.32)

and apply the result of [20, Lemma 2.2, (2.11)]. We obtain

‖ψ (t)‖2
V2
≤ C

(
‖h3 (t)‖2

2 + ‖h4 (t)‖2
2,Γ

)
≤ C

(
‖f (ψ (t))‖2

2 + ‖g (ψ (t))‖2
2,Γ + ‖θ (t)‖2

2 + ‖ψ (t)‖2
V1

+ ‖ψt (t)‖2
V0

)
,

which yields, on account of (3.3), (3.30) and (3.31), the following estimate:

‖ψ (t)‖V2
≤ Q (R0) , ∀ t ≥ t0. (3.33)

The proof is thus complete.

Lemma 3.5 Let the assumptions of Theorem 3.2 be satisfied. Then, there is a positive
nondecreasing monotone function Q and, for any R1 > 0, there exists t1 = t1(R1) > 0 such
that

‖Ss
K (t) (ψ0, θ0)‖V3×H3(Ω) ≤ Q(R1), ∀ t ≥ t1, (3.34)

for any (ψ0, θ0) ∈ B(R1) ⊂ Y1,K , where B(R1) is a ball of radius R1, centered at 0.

Proof. Observe first that, on account of Lemmas 3.3 and 3.4, it is easy to realize that Ss
K (t)

has a bounded absorbing set in Y1,K . Thus, without loss of generality, we assume that B(R1)
is such a bounded absorbing set.
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We need to obtain higher-order estimates. Even in this case we will proceed formally
recalling [20, Theorem 5, Section 3]. Let us differentiate (2.2) and (2.3) with respect to time.
Then, we take u = ψtt(t) and by v = θt(t), respectively. Adding up the resulting relations,
we obtain

1

2

d

dt

[
‖∇ψt (t)‖2

2 + α ‖∇Γψt (t)‖2
2,Γ + β ‖ψt (t)‖2

2,Γ + ‖θt (t)‖2
2

]
(3.35)

+ ‖ψtt (t)‖2
2 + ‖ψtt (t)‖2

2,Γ + ‖∇θt (t)‖2
2 + d

∥∥(θ|Γ)t (t)
∥∥2

2,Γ

= −
∫
Ω

f ′ (ψ (t))ψt (t)ψtt (t) dx−
∫
Γ

g′ (ψ (t))ψt (t)ψtt (t) dS

+ 〈λ′′ (ψ (t))ψt (t) , ψtt (t) θ (t)〉2 −
〈
λ′′ (ψ (t)) , ψ2

t (t) θt (t)
〉

2
.

Using Hölder’s and Young’s inequalities to estimate the last two terms on the right-hand
side of equality (3.35), exactly as in (2.35), we have, for t ≥ 0,

d

dt
Y (t) + ‖ψtt (t)‖2

V0
+ 2

(
‖∇θt (t)‖2

2 + d
∥∥(θ|Γ)t (t)

∥∥2

2,Γ

)
≤ H1 (t)Y (t) +H2 (t) , (3.36)

where we have set
Y (t) := ‖ψt (t)‖2

V1
+ ‖θt (t)‖2

2 ,

and

H1 (t) := C
(
‖ψt (t)‖2

2 ‖θt (t)‖2
2

)
,

H2 (t) := C
(
‖f ′ (ψ (t))ψt (t)‖2

2 + ‖g′ (ψ (t))ψt (t)‖2
2,Γ + ‖ψt (t)‖2

H1(Ω) + ‖ψt (t)‖2
2 ‖θ (t)‖4

2

)
.

Observe now that, owing to (3.30) and (3.31), we infer that

sup
t≥0

t+1∫
t

H1 (s) ds ≤ Q (R1) and sup
t≥0

t+1∫
t

H2 (s) ds ≤ Q (R1) . (3.37)

Then, using (3.37), we can apply to (3.36) the uniform Gronwall lemma once more and find
t∗ > 0, depending on R1, such that

‖ψt (t)‖2
V1

+ ‖θt (t)‖2
2 +

t+1∫
t

‖ψtt (s)‖2
V0
ds ≤ Q (R1) , ∀ t ≥ t∗. (3.38)

Let us consider again equation (2.3) differentiated with respect to t and take v = θtt(t).
Then we get

‖θtt (t)‖2
2 +

1

2

d

dt

(
‖∇θt (t)‖2

2 + d
∥∥θt|Γ (t)

∥∥2

2,Γ

)
= −

〈
λ′′ (ψ)ψ2

t (t) , θtt (t)
〉

2
− 〈λ′ (ψ)ψtt (t) , θtt (t)〉2 .

23



which yields, via standard Sobolev inequalities,

1

2
‖θtt (t)‖2

2 +
1

2

d

dt

(
‖∇θt (t)‖2

2 + d
∥∥θt|Γ (t)

∥∥2

2,Γ

)
(3.39)

≤ C ‖ψt (t)‖4
H1(Ω) +Q (‖ψ (t)‖∞) ‖ψtt (t)‖2

2 .

From (3.31), (3.36) and (3.38) we infer that

sup
t≥t1

t+1∫
t

(
‖∇θt (s)‖2

2 + d
∥∥(θ|Γ)t (s)

∥∥2

2,Γ

)
ds ≤ Q(R1)

and

sup
t≥t1

t+1∫
t

(
‖ψt (s)‖4

H1(Ω) +Q (‖ψ (s)‖∞) ‖ψtt (s)‖2
2

)
ds ≤ Q(R1).

We can now apply the uniform Gronwall lemma once again and infer from (3.39) the existence
of t1 ≥ t∗ such that

‖∇θt (t)‖2
2 + d

∥∥θt|Γ (t)
∥∥2

2,Γ
≤ Q (R1) , ∀ t ≥ t1. (3.40)

Therefore, (3.38) and (3.40) allow us to deduce via standard elliptic regularity, the following
bound

‖θ (t)‖H3(Ω) ≤ Q (R1) , K ∈ {D,N,R}. (3.41)

for each t ≥ t1.
Furthermore, with the help of estimates (3.31), (3.33) and (3.38), we also obtain from

[39, Corollary A.1] (see also [20, Lemma 2.2])

‖ψ (t)‖2
V3
≤ C

(
‖f (ψ (t))‖2

H1(Ω) + ‖g (ψ (t))‖2
H1(Γ)

+Q (‖ψ (t)‖∞) ‖θ (t)‖2
H1(Ω) + ‖ψ (t)‖2

V2
+ ‖ψt (t)‖2

V1

)
, (3.42)

which yields, on account of the above estimates,

‖ψ (t)‖2
V3
≤ Q (R0) , ∀ t ≥ t1. (3.43)

Summing up, we conclude by observing that (3.34) follows from (3.41) and (3.43).

Proof of Theorem 3.1. On account of Corollary 2.6, Lemma 3.3 and Lemma 3.4 the proof
follows from well-known general results (see, e.g., [47]). �

Proof of Theorem 3.2. Thanks to Lemma 3.5 the dynamical systems (Y1,K , S
s
K(t)) has an

absorbing set in Y1,K which is bounded in V3 × H3 (Ω) . Moreover, recalling Corollary 2.7,
we have that Ss

K(t) is also a closed semigroup. Thus the proof follows from [42, Theorem 2
and Corollary 6]. �
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4 Existence of exponential attractors

We begin to prove the following

Theorem 4.1 Let f, g ∈ C2(R) and λ ∈ C3(R) satisfy the assumptions of Theorem 3.1.
Then, Sw

K(t) possesses an exponential attractor Mw
K , bounded in V2 ×H2 (Ω) , namely,

(I) Mw
K is compact and positively invariant with respect Sw

K (t) , i.e.,

Sw
K (t) (Mw

K) ⊂Mw
K , ∀ t ≥ 0.

(II) The fractal dimension of Mw
K with respect to the Y0,K-metric is finite.

(III) There exist a positive nondecreasing monotone function Qw and a constant ρw > 0
such that

distY0,K
(Sw

K (t)B,Mw
K) ≤ Qw(‖B‖Y0,K

)e−ρwt, ∀ t ≥ 0, (4.1)

where B is any bounded set of initial data in Y0,K. Here distY0,K
denotes the non-symmetric

Hausdorff distance in Y0,K and ‖B‖Y0,K
stands for the size of B in Y0,K .

Theorem 4.2 Let f, g ∈ C2(R) and λ ∈ C3(R) satisfy the assumptions of Theorem 3.2.
Then, Ss

K(t) possesses an exponential attractor Ms
K , bounded in V3 ×H3 (Ω) , namely,

(I) Ms
K is compact and positively invariant with respect Ss

K (t) , i.e.,

Ss
K (t) (Ms

K) ⊂Ms
K , ∀ t ≥ 0.

(II) The fractal dimension of Ms
K with respect to the Y1,K-metric is finite.

(III) There exist a positive nondecreasing monotone function Qs and a constant ρs > 0
such that

distY1,K
(Ss

K (t)B,Ms
K) ≤ Qs(‖B‖Y1,K

)e−ρst, ∀ t ≥ 0, (4.2)

where B is any bounded set of initial data in Y1,K. Here distY1,K
denotes the non-symmetric

Hausdorff distance in Y1,K and ‖B‖Y1,K
stands for the size of B in Y1,K .

The proofs are based on a fundamental result on discrete semigroups (see [14]) which is
reported here below for the reader’s convenience.

Theorem 4.3 Let V and W be two Banach spaces such that W is compactly embedded in
V . Let X be a bounded subset of W and consider a nonlinear map Σ : X → X satisfying the
smoothing property

‖Σ (x1)− Σ (x2)‖W ≤ C ‖x1 − x2‖V , (4.3)

for all x1, x2 ∈ X, where C > 0 depends on X. Then the discrete dynamical system (X,Σn)
possesses a discrete exponential attractor M∗ ⊂ V , that is, a compact set with finite fractal
dimension such that

Σ (M∗) ⊂M∗, (4.4)

distV (Σn (X) ,M∗) ≤ CXe
−ρ∗n, n ∈ N, (4.5)

where CX and ρ∗ are positive constants independent of n, with the former depending on X.
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Remark 4.4 Theorems 4.1 and 4.2 entail that Aw
K and As

K have finite fractal dimension.
Note that if K = N then Qw, Qs, ρs and ρw depend on M .

The validity of the smoothing property as well as the extension of the discrete case to
the continuous one are consequences of the following lemmas.

Lemma 4.5 Let the assumptions of Theorem 4.1 be satisfied. Suppose that B(R0) is an
absorbing ball of Y0,K such that there is t0 > 0 such that Sw

K (t) (B(R0)) ⊂ B(R0) for all
t ≥ t0. Set

(ψi, θi) = Sw
K (t) (ψ0i, θ0i) ,

where (ψ0i, θ0i) ∈ B(R0), i = 1, 2. Then the following estimate holds

‖(ψ1 − ψ2) (t)‖2
V2

+ ‖(θ1 − θ2) (t)‖2
Z1

K

≤ Q (R0)
1 + t

t
eLt

(
‖ψ01 − ψ02‖

2
V1

+ ‖θ01 − θ02‖2
2

)
, ∀t > 0, (4.6)

where t := t − t0. Here L is a positive constant and Q is a monotone increasing function
which only depend on R0, Ω, Γ and on the structural parameters of the problem.

Proof. Let us consider (2.49)-(2.50) and recall that there we have set ψ = ψ1 − ψ2 and
θ = θ1− θ2. We proceed as in [21] by differentiating (2.49) with respect to t and then taking
u = ψt (t) , adding the resulting relationship to (2.50) where we take v = θt (t). Hence we
have

d

dt

[
‖ψt (t)‖2

V0
+ ‖∇θ (t)‖2

2 + d
∥∥θ|Γ (t)

∥∥2

2,Γ

]
+ 2 ‖ψt (t)‖2

V1
+ 2 ‖θt (t)‖2

2

= −2 〈∂t (Υ1 (t)) , ψt (t)〉2 + 2 〈∂t (Υ2 (t)) , ψt (t)〉2,Γ

+ 2 〈∂t (Υ3 (t)) , ψt (t)〉2 − 2 〈Υ4 (t) , θt (t)〉2 . (4.7)

We recall that Υ1, Υ2 and Υ3 are defined by (2.51)-(2.52). Moreover, we have

∂tΥ1 = f ′ (ψ1) ∂tψ1 − f ′ (ψ2) ∂tψ2 = f ′ (ψ1) ∂tψ + [f ′ (ψ1)− f ′ (ψ2)] ∂tψ2,

where a similar formula holds for ∂tΥ2. Moreover, it is easy to check that

∂tΥ3 = λ′′ (ψ1)ψtθ1 + λ′′ (ψ1)ψ2tθ + [λ′′ (ψ1)− λ′′ (ψ2)]ψ2tθ2

+ λ′ (ψ1) θt + [λ′ (ψ1)− λ′ (ψ1)] θ2t. (4.8)

Consequently, from (3.25) and the (local) Lipschitz continuity of f ′ and g′ it follows that

‖∂t (Υ1 (t))‖2 + ‖∂t (Υ2 (t))‖2,Γ ≤ Q(R0)
(
‖ψt (t)‖V0

+ ‖ψ2t (t)‖V1
‖ψ (t)‖V1

)
, (4.9)

26



for all t ≥ t0. Here we have also used the embedding H1(Ω) ↪→ L4(Ω). Moreover, owing to
(3.25), (3.38)-(3.41), the (local) Lipschitz continuity of λ′′ also implies that

2 |〈∂t (Υ3 (t)) , ψt (t)〉2 − 〈Υ4 (t) , θt (t)〉2|

≤ Q (R0) ‖ψ2t (t)‖2
H1(Ω)

(
‖ψ (t)‖2

H1(Ω) + ‖θ (t)‖2
2

)
+Q (R0) ‖ψt (t)‖2

2 + C ‖θ2t‖2
H1(Ω) ‖ψ (t)‖2

H1(Ω)

+ ‖θt (t)‖2
2 + ‖ψt (t)‖2

H1(Ω) , (4.10)

for all t ≥ t0. Consequently, owing to (4.8)-(4.10) and (3.38)-(3.40), from (4.7) we infer

d

dt

[
‖ψt (t)‖2

V0
+ ‖∇θ (t)‖2

2 + d
∥∥θ|Γ (t)

∥∥2

2,Γ

]
+ ‖ψt (t)‖2

V1
+ ‖θt (t)‖2

2

≤ Q (R0)
(
‖ψ (t)‖2

H1(Ω) + ‖θ (t)‖2
2 + ‖ψt (t)‖2

2

)
, (4.11)

for all t ≥ t0. Multiply now inequality (4.11) by t := t − t0 and integrate over (t0, t) the
resulting relation. Then we deduce that

tY2 (t) +

t∫
t0

s
(
‖ψt (s)‖2

V1
+ ‖θt (s)‖2

2

)
ds

≤ Q (R0)

t∫
t0

s
(
‖ψ (s)‖2

H1(Ω) + ‖θ (s)‖2
2 + ‖ψt (s)‖2

2

)
ds+

t∫
t0

Y2 (s) ds, (4.12)

for all t ≥ t0, where s := s− t0 and Y2 is defined as

Y2 (t) := ‖ψt (t)‖2
V0

+ ‖∇θ (t)‖2
2 + d

∥∥θ|Γ (t)
∥∥2

2,Γ
.

Finally, exploiting inequality (2.48) once more to estimate the right-hand side of (4.12), it is
not difficult to show

tY2 (t) +

t∫
t#

s
(
‖ψt (s)‖2

V1
+ ‖θt (s)‖2

2

)
ds

≤ Q (R0)
(
1 + t

)
eLwt

(
‖ψ01 − ψ02‖

2
V1

+ ‖θ01 − θ02‖2
2

)
, ∀t ≥ t0,

which yields the following estimate

‖ψt (t)‖2
V0

+ ‖θ (t)‖2
Z1

K
+

1

t

t∫
t#

s
[
‖ψt (s)‖2

V1
+ ‖θt (s)‖2

2

]
ds

≤ Q (R0)
1 + t

t
eLwt

(
‖ψ01 − ψ02‖

2
V1

+ ‖θ01 − θ02‖2
2

)
, ∀t > t0. (4.13)
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Here we have also used (2.48). On account of (4.13), we can argue exactly as in the proof of
Lemma 3.4 (see (3.33)) to get the required estimate on the V2 -norm of ψ (t). The desired
inequality (4.6) then follows immediately from (4.13). We leave the rigorous details to the
reader.

The following lemma is a straightforward consequence of Lemma 4.5.

Lemma 4.6 Let the assumptions of Theorem 4.2 be satisfied. Suppose that B(R1) is an
absorbing ball of Y1,K such that there is t1 > 0 such that Ss

K (t) (B(R1)) ⊂ B(R1) for all
t ≥ t1. Set

(ψi, θi) = Ss
K (t) (ψ0i, θ0i) ,

where (ψ0i, θ0i) ∈ B(R1), i = 1, 2. Then the function (ψ1 − ψ2, θ1 − θ2) satisfies the same
estimate of (4.6), with t := t − t1, and L, Q depending on R1, Ω, Γ and on the structural
parameters of the problem.

The following lemmas are concerned with the time regularity of Sw
K(t) and Ss

K(t), respec-
tively.

Lemma 4.7 Let the assumptions of Lemma 3.4 hold. Then, there is a positive monotone
increasing function Q such that∥∥Sw

K(t)(ψ0, θ0)− Sw
K(t̃)(ψ0, θ0)

∥∥
Y0,K

≤ Q(R0)|t− t̃|1/2, (4.14)

for all t, t̃ ∈ [t0,+∞) and any (ψ0, θ0) ∈ B(R0).

Proof. From (3.27) we deduce

+∞∫
t0

∥∥∂sS
j
K(s)(ψ0, θ0)

∥∥2

V1×L2(Ω)
ds ≤ Q (R0) . (4.15)

Observing that

Sj
K(t)(ψ0, θ0)− Sj

K(t̃)(ψ0, θ0) =

t̃∫
t

∂sS
w
K(s)(ψ0, θ0)ds, (4.16)

thanks to (4.15), we deduce (4.14).

Lemma 4.8 Let the assumptions of Lemma 3.5 hold. Then, there is a positive monotone
increasing function Q such that∥∥Ss

K(t)(ψ0, θ0)− Ss
K(t̃)(ψ0, θ0)

∥∥
Y1,K

≤ Q(R1)
(
|t− t̃|1/6 + |t− t̃|1/4

)
, (4.17)

for all t, t̃ ∈ [t1,+∞) and any (ψ0, θ0) ∈ B(R1).
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Proof. We still have (4.15). Moreover, from (3.34) holds. Thus, using standard interpolation
inequalities and Hölder’s inequality, from (4.16) we deduce∥∥Ss

K(t)(ψ0, θ0)− Ss
K(t̃)(ψ0, θ0)

∥∥2

Y1,K

=
∥∥ψ (t)− ψ

(
t̃
)∥∥2

V2
+

∥∥θ (t)− θ
(
t̃
)∥∥2

Z1
K

≤ Q(R0)
(∥∥ψ (t)− ψ

(
t̃
)∥∥2/3

V0
+

∥∥θ (t)− θ
(
t̃
)∥∥

2

)
≤ Q(R0)

(
|t− t̃|1/3 + |t− t̃|1/2

)
,

for all t > t1, that is, (4.17).

Proof of Theorem 4.1. Using Lemma 3.3, Lemma 3.4 and Lemma 4.5, we can find a
bounded subset X of Y0,K ∩ (V2 ×H2(Ω)) and t∗ > 0 such that, setting ΣK = Sw

K(t∗), the
mapping ΣK : X → X enjoys the smoothing property (4.6). Therefore Theorem 4.3 applies
to ΣK and there exists a compact set Mw,∗

K ∈ X of finite fractal dimension (with respect to
Y0,K-metric) that satisfies (4.4) and (4.5). Hence, setting

Mw
K= ∪t∈[t∗,2t∗] S

w
K (t)Mw,∗

K ,

we have that (I) and (III) of Theorem 4.1 are fulfilled, while (II) is a consequence of (2.48)
and (4.14). �

Proof of Theorem 4.2. Set now V := V1 × L2 (Ω) and W := V2 × Z1
K in Theorem

4.3. Using Lemma 2.5, Lemma 3.5 and Lemma 4.6, we can find a bounded subset X of
Y1,K ∩ (V3×H3(Ω)) and t+ > 0 such that, setting ΣK = Ss

K(t+), the mapping ΣK : X → X
enjoys the smoothing property (4.6). Therefore Theorem 4.3 applies to ΣK and there exists a
compact set Ms,∗

K ∈ X of finite fractal dimension (with respect to Y0,K-metric) that satisfies
(4.4) and (4.5). Hence, setting as above,

Ms
K= ∪t∈[t+,2t+] S

s
K (t)Ms,∗

K ,

we have that (I), (II) and (III) of Theorem 4.2 are fulfilled, but with the metric of Y1,K

being replaced by that of Y0,K . More precisely, Ms
K has finite fractal dimension (with respect

to the metric of Y0,K), whereas only the following inequality is valid:

distY0,K
(Ss

K (t)B,Ms
K) ≤ Qs(‖B‖Y1,K

)e−ρst, ∀ t ≥ 0. (4.18)

In order to obtain the finite-dimensionality and the required exponential convergence (4.2)
of Ms

K in the required metric of Y1,K , it remains to recall that Ss
K (t) , t ≥ t1, possesses

the smoothing property (3.34) and to use the standard interpolation inequalities ‖·‖V2
≤

C ‖·‖1/3
V0
‖·‖2/3

V3
, ‖·‖Z1

K
≤ C ‖·‖1/2

2 ‖·‖1/2

H2 , where the constant C is independent of t. The proof

of Theorem 4.2 is now complete. �
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5 Convergence to single equilibria

Here we work within the framework used in [20]. Therefore, we do not make any growth
assumption on f and g and we consider solutions given by Theorem ??. However, Theorem
5.8 below also holds for solutions considered in the previous sections, thanks to the smoothing
effects (see Lemma 3.4).

Let us begin by recalling the following proposition (see [20, Remark 15]).

Proposition 5.1 Fix K ∈ {D,N, R, W0, W1} , and let the hypotheses of Theorem ?? hold.
The semigroup Sα

K(t) has a (strict) Lyapunov functional defined by the free energy, namely,

LK(ψ0, θ0) =
1

2

[
‖∇ψ0‖

2
2 + α ‖∇Γψ0‖

2
2,Γ + β ‖ψ0‖

2
2,Γ + ‖θ0‖2

2 +
a

b
‖θ0‖2

2,Γ

]
+

∫
Ω

F (ψ0) dx+

∫
Γ

G (ψ0) dS, (5.1)

where F and G are primitives of f and g, respectively. In particular, we have, for all t > 0,

d

dt
LK(Sα

K(t)(ψ0, θ0)) = −‖ψt (t)‖2
2 − ‖ψt (t)‖2

2,Γ − ‖∇θ (t)‖2
2 −

c

b

∥∥θ|Γ (t)
∥∥2

2,Γ
. (5.2)

We also have (cf. [20, Lemma 11])

Proposition 5.2 Let α > 0 and suppose that f, g ∈ C1(R) satisfying assumptions (??)
and (??) when K ∈ {N,W0}. Then, for each K ∈ {D,N,R,W0,W1} , the semigroup Sα

K(t)
acting on the complete metric space Wα,K := (V2

α × Z1
K)∩Yα,a has a bounded absorbing set.

Let us now examine more closely the set of equilibria. We observe first that (ψ∞, θ∞) ∈
Wα,K is an equilibrium for Pα

K if and only if it is a solution to the boundary value problem

−∆ψ∞ + f (ψ∞)− λ0θ∞ = 0, in Ω,

−α∆Γψ∞ + ∂nψ∞ + βψ∞ + g (ψ∞) = 0, on Γ,

−∆θ∞ = 0, in Ω,

b∂nθ∞ + cθ∞ = 0, on Γ.

Then, it is not difficult to realize that when K ∈ {D,R,W1}, then θ∞ ≡ 0. Otherwise, when
K ∈ {N,W0} , θ∞ must be equal to a constant which is uniquely determined from (3.14) or
(3.15). Thus, the above stationary problem reduces to the following{

−∆ψ∞ + f (ψ∞)− λ0θ∞ = 0, in Ω,
−α∆Γψ∞ + ∂nψ∞ + βψ∞ + g (ψ∞) = 0, on Γ,

(5.3)

where

θ∞ =

{
0, for K ∈ {D,R,W1} ,

IK (ψ0, θ0)− λ0|Ω|
|Ω|+a

b
|Γ| 〈ψ∞〉Ω , for K ∈ {N,W0} ,

(5.4)
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and 〈·〉Ω stands for the spatial average over Ω. It is not difficult to check that (5.3) possesses
at least one solution (i.e., there exists at least one stationary solution) by means of standard
arguments (see, e.g., [7, 10, 48]).

We now recall a further result that can be inferred from [20, Lemma 13 and Remark 14]
which yields the relative compactness in Wα,K of any trajectory.

Lemma 5.3 Let the assumptions of Proposition 5.2 hold. For any initial datum (ψ0, θ0) ∈
Wα,K, the corresponding solution to Pα

K satisfies the following estimates, namely, for any
ε > 0 there exists Cε > 0 such that

‖ (ψ (t) , θ (t)) ‖V3
α×Zl

K
+ ‖ψt (t) ‖V1

α
+ ‖θt (t) ‖Z1

K
≤ Cε, t ≥ ε > 0, (5.5)

where Cε > 0 depends only on ε and on the norm of the initial datum in V2
α × Z1

K. Here,
l = 2 if K ∈ {W0,W1} and l = 3 otherwise.

Remark 5.4 We recall that in [20] we proved the existence of a compact absorbing set
(compare with Lemma 3.4). Therefore, in the hypotheses of Proposition 5.2, the semigroup
Sα

K(t) has a connected global attractor AK which, due to Proposition 5.1, coincides with the
unstable manifold of the set PK of the stationary points (cf., e.g., [47, Chap.7, Sec.4]).

Therefore, on account of the above results, we report some standard implications.

Lemma 5.5 For any (ψ0, θ0) ∈ Wα,K, the set ω(ψ0, θ0) is a nonempty compact connected
subset of Wα,K. Furthermore, we have:
(i) ω(ψ0, θ0) is fully invariant for Sα

K(t);
(ii) LK is constant on ω(ψ0, θ0);
(iii) distWα,K

(Sα
K(t) (ψ0, θ0) , ω(ψ0, θ0)) → 0 as t→ +∞;

(iv) ω(ψ0, θ0) consists of equilibria only.

Next, following an argument in [7], without loss of generality, we assume that (ψ0, θ0) sat-
isfies the condition IK (ψ0, θ0) = 0, whenever K ∈ {N,W0} . Indeed it suffices to replace the
solution (ψ, θ) corresponding to (ψ0, θ0) by (ψ − c, θ) with c =

(
|Ω|+ a

b
|Γ|

)
IK (ψ, θ) / (|Ω|λ0)

and to note that (ψ − c, θ) satisfies the phase-field equations (??)-(1.3) with f (y) and g (y)
replaced by f (y + c) and g (y + c) , respectively. The convergence of (ψ(t), θ(t)) converges
as t → +∞ is not affected by this normalization. Thus, recalling (3.18), from now on we
will consider Yα,a with M = 0 if K ∈ {N,W0}. Therefore Yα,a is a Hilbert space and we
will indicate by Y∗

α,a its dual. Moreover, if K ∈ {N,W0}, in the functional LK : Yα,a → R
we will replace F (y) and G (y) by F (y + c) and G (y + c) , respectively.

The version of the  Lojasiewicz-Simon inequality we need is given by

Lemma 5.6 Let (ψ∞, θ∞) ∈ Wα,K satisfy (5.3)-(2.36), that is, (ψ∞, θ∞) is a critical point
of LK. Assume that F and G are real analytic. There exist constants ξ ∈ (0, 1/2) and
CL > 0, ζ > 0 depending on (ψ∞, θ∞) such that, for any (ψ, θ) ∈ Wα,K, if

‖ (ψ, θ)− (ψ∞, θ∞) ‖V2
α×Z1

K
≤ ζ,
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denoting by L′K the Fréchet derivative of LK, we have

CL ‖L′K (ψ, θ)‖Y∗α,a
≥ |LK (ψ, θ)− LK (ψ∞, θ∞) |1−ξ. (5.6)

Remark 5.7 The proof of Lemma 5.6 is based on the same arguments used in [7] (see also
[10]). Indeed, ψ is bounded so that the nonlinearities f(ψ), g(ψ) as well as their higher-order
derivatives are bounded too.

We can now state the main result of this section.

Theorem 5.8 Fix K ∈ {D,N,R,W0,W1} . Let the assumptions of Proposition 5.2 hold and
suppose, in addition, that the nonlinearities F and G are real analytic. For any given initial
datum (ψ0, θ0) ∈ Wα,K, the solution (ψ (t) , θ (t)) = Sα

K(t)(ψ0, θ0) to Pα
K converges to a single

equilibrium (ψ∞, θ∞) in the topology of Wα,K, that is,

lim
t→+∞

(
‖ψ(t)− ψ∞‖V2

α
+ ‖θ(t)− θ∞‖Z1

K

)
= 0. (5.7)

Moreover, there exist C ≥ 0 and ξ ∈ (0, 1/2) depending on (ψ∞, θ∞) such that

‖ψ(t)− ψ∞‖V2
α

+ ‖θ(t)− θ∞‖Z1
K

+ ‖ψt (t) ‖V0
α
≤ C(1 + t)−ξ/(1−2ξ), (5.8)

for all t ≥ 0.
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