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ABSTRACT. To asses stability againsy 1 noise, the Low Frequency Instrument (LFI) on-board
the Planck mission will acquire data at a rate much higher tha data rate allowed by the science
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telemetry bandwith of 35.5 Kbps. The data are processed lmndroard pipeline, followed on-
ground by a decoding and reconstruction step, to reducedlinene of data to a level compatible
with the bandwidth while minimizing the loss of informatiomhis paper illustrates the on-board
processing of the scientific data used by Planck/LFI to fitahewed data-rate, an intrinsecally
lossy process which distorts the signal in a manner whiclenigp on a set of five free parameters
(Navenr f1, r2, g, ©) for each of the 44 LFI detectors. The paper quantifies thel lefrdistortion
introduced by the on-board processing as a function of thasgmeters. It describes the method
of tuning the on-board processing chain to cope with thetéichbandwidth while keeping to a
minimum the signal distortion. Tuning is sensitive to thatistics of the signal and has to be
constantly adapted during flight. The tuning procedure selaon a optimization algorithm ap-
plied to unprocessed and uncompressed raw data providest bif simulations, pre-launch tests
or data taken in flight from LFI operating in a special diagitacquisition mode. All the needed
optimization steps are performed by an automated @#l2, which simulates the on-board pro-
cessing, explores the space of possible combinations afrgers, and produces a set of statistical
indicators, among them: the compression @&tand the processing noisg. For Planck/LFI it

is required thaC; = 2.4 while, as for other systematicsg would have to be less than 10% of
rms of the instrumental white noise. An analytical modeldsaloped that is able to extract most
of the relevant information on the processing errors andc:tmpression rate as a function of the
signal statistics and the processing parameters to be.turteéd model will be of interest for the
instrument data analysis to asses the level of signal dstointroduced in the data by the on-
board processing. The method was applied during grounslwdstn the instrument was operating
in conditions representative of flight. Optimized paransetgere obtained and inserted in the on-
board processor and the performance has been verified ttfg@msquirements with the result that
the required data rate of 35.5 Kbps has been achieved whfgng the processing error at a level
of 3.8% of the instrumental white noise and well below thgeat 0% level.

KEYWORDS. Data compression; On-board data handling; Space instratien; Instruments for
CMB observations
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1 Introduction

One of the most challenging aspects in the design of an astrpmission in space is the ability to
send the collected data to the ground for the relevant aisakgthin the allowable telemetry band-
width. In fact the increasing capabilities of on-board linstents generates ever larger ammounts
of data whereas the downlink capability is quite constaimidenainly governed by the power of



the on-board transmitter and the length of the time windovciviban be allocated for data down-
linking [1]. In the case of the ESA satellite Planck, which will obsettve CMB from the second
Lagrangian point (L2) of the Earth-Sun systenf ¢ 10° Km far from Earth, the down-link rate
is limited to about 1.5 Mbps, and Planck can be in contact thighground station (located at New
Norcia, Western Australia) for no more than a few hours eaghttius reducing the effective band-
width by an order of magnitude. In addition, Planck carrigs scientific instruments: the Planck
Low Frequency Instrument (Planck/LFl), to which this pajsedevoted, and the Planck High Fre-
guency Instrument (Planck/HFI). Both share the bandwidtddwnload data with other internal
spacecraft services and the up-link channel. The restiatd 1 has only about 53.5 Kbps average
down link rate while producing a unprocessed data rate afitthd@ Mbps. It is evident that some
kind of on-board data compression must be applied to fit ilcatvailable telemetry bandwidth.

It is well known that the theoretical maximum compressiote i@chievable for a given data
stream decreases with its increasing variance. Thus itrisadvantageous before applying any
compression algorithm to preprocess the data to reducalityént variance. In the ideal case
the preprocessing would not alter the original data, butratiice some information loss can not
be avoided. Thus the on-board preprocessing algorithmlghmutunable through some kind of
free processing-parameters in order to asses at the samdh@required compression rate at
the cost of a minimal degradation of the data. This papereadés the problem of the on-board
processing and the corresponding ground processing ofcthatific data and the impact on its
quality for the Planck/LFI mission. This has also been thgctof two previous papers, the first
regarding the exploration of possible lossless comprasgiategies?], and the second focused to
the assessment of the distortions introduced by a simplifiedel of the on-board plus on-ground
processing 3]. Here the work presented bg][is completed by introducing in secticgha brief
description of the instrument followed by a quantitative deloof the on-board plus on-ground
processing applied in Planck/LFI. The processing can bedwyith the statistical properties of the
signal and introduce as small as possible distortion. Tdaiske obtained by using a set of control
parameters, as anticipated B],[which are tuned on the real signal. The tuning algorithrhiclv
has not been discussed previously, is the most importartileotion to the Planck/LFI programme
presented in this work and it is discussed in sec8orThe whole procedure has been validated
both with simulations and during the pre-flight ground tegti The most significative results are
reported in sectiod. Of course, processing has an impact on Planck/LFI sciefos@complete
analysis is outside the scope of this paper but however &lpranalyzed in sectiod. At last
section6 reports the final remarks and conclusions, while some teahdetails are presented in
appendiced\, B andC.

2 Radiometer model and acquisition chain

Planck/LFI [L5] is based on an array of 22 radiometers assembled iRddiometric Chain As-
semblies(RCA) in the Planck focal plane. Each RCA has 4 radio frequeanput lines and 4
radio frequency output lines, hence the number of radiouieagy outputs to be measured by the
on-board electronics is 44. Each feed horn has one orthotnadsducer with two outputs: each
extracting one of the two orthogonal components of linedanmation in the signal received from
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Figure 1. A schematic view of the main flow of scientific data for a ssmCA of Planck/LFI. Each
RCA has two detectors, but in this scheme only the first isesgmted and schematized. For graphical
purposes the scheme represents just the first detector ednileected to the reference-load, while Detector
2 would be connected to sky. At a change of the clock phaseuheétectors will switch their connections.
The block arrows represents the flow of digitized data arehtelry toward the spacecraft and the flow of
telecommands from the spacecraft.

the sky and feeding one of the radio frequency input linesraiiometer, the other radio frequency
input line is connected to a reference-load held at the eohs¢mperature of 4.5 K.

A schematic representation of the flow of information in egknradiometer belonging to a
RCA is given in figurel. Each radiometer acts as a pseudo-correlation receivgmjeasuring
the difference in antenna temperaturas, between the sky signalgyy, and the reference-load
Tioad, [18]. However, given the sky and the reference-load have diffemean temperatures the
reference samples have to be scaled Bam Modulation Factoyr, which balances the difference
betweeriTsky andTipaq to @ meafAT] = 0 so that

AT = Tsky — I'Tioad: (2.1)

A proper choice of will allow near cancellation of most of the first order systdio errors £, 19],
assuring in this way optimal rejection of systematics, irtipalar drifts and the Af noise [L6]. As
a first approximation it is possible to put

[ mear[Tsky} + Thoise
mearTioad| + Thoise

2.2)

whereTyiseiS the noise temperature. EQ.2) makes evident how different valuesroére needed
in the various phases of the mission. In particular threesase important: ground tests, in-flight
cooling phase and finally in-flight operations with the ingtent in nominal conditions. As an
example consider the case of the 30 GHz channel, which isstst hoisy channel of Planck/LFI
having an expectetgise~ 10 K. During on-ground testing me{ifgky] ~ meariTjpad and sar ~ 1



([15, 16]). In flight mean Tsy| ~ 2.725 K but during the cooling meéfiag varies froms 20 K
down to the nominal medfoag =~ 4.5 K. Thusr varies from~ 0.4 when the instrument starts
to cool-down to~ 0.88 at the end of the process, when it reaches its nominal tetype. With
higher values ofl,gise the other channels will show smaller departures in théiom 1 as well as
a lower sensitivity to the environmental conditions.

To acquire sky and reference-load signals each radiomatetwo separate radio frequency
inputs, and correspondingly two radio frequency outpuisheone connected to a radio frequency
detector and to an acquisition chain ending in a 14 bit antdedjgital converter (ADC) housed
in the Digital Acquisition Electronicsbox (DAE) [15, 17]. The output of the DAE is sent to
the Radiometer Electronics Box Assemblyx (REBA)' which processes the data from the DAE,
interpretes and executes telecommands, and interfacéssthement with the spacecraft Central
Data Management Unit (not represented in figlreThis unit produces the scientific packets to be
sent to the ground2p].

The DAE applies a individually programmable analogue offeeeach input signal prior to
applying individual programmable gains and performingttigtion. The contribution to the read-
out noise budget from the ADC quantization is in general @mred marginal. AppendiB dis-
cusses the case in which this hypothesis is no longer vahe. offset and the gain are adjustable
parameters of the DAE and it is assumed that their calibratiandependent from the REBA cal-
ibration [20] with an exception which is discussed in appen@ixThe ADCs are fetched in turn
and the data are sent to the Science Processing Unit (SBPigital Signal Processo(DSP) based
computer which is part of the REBA not represented in figuf22]. The SPU stores the data in
circular buffers for subsequent digital processing and typlies the on board software pipeline to
the data, in the process the 14 bit single samples are cdanvestbits signed integers. The content
of each ADC buffer is processed separately by the on-boakpsing pipeline and sent to ground.

As usual in these kinds of receivers, the required stahifithhe device is assured by switching
each radiometer between the sky and reference-load. Tlhsoegput alternatively holds the sky
and the reference-load signal (or the reference-load andky) with opposed phases between the
two channels. Hence, each buffer contains stringsteflacedsky—reference-load (or reference-
load—sky) samples in increasing order of acquisition tinme,

ADC ADC ADC ADC
Tsky,t:0> Tload,t:l’ Tsky,t:Za TIoad,t:S’ ) (2-3)

or

ADC ADC ADC ADC
-I-Ioadt:07 Tsky7t:lv TIoad,t:Zv Tsky,t:37 T (2'4)

The switching frequency is fixed by the LFI internal clock 4068 Hz. The switch clock gives also
the beat for the ADCs, which are then synchronized with thigckimg output, and it is sensed by
the on-board processor, which uses it to reconstruct theriogl of the signals acquired from the
ADCs and to synchronize it with the on-board time. This freogy also synchronises the ADCs
with the input and is used by the SPU to reconstruct the ardenf the signals acquired from the
ADCs and to synchronise them with the on board time.

1LFI has two redundant REBA units, but since they are perfestjuivalent in what regard the on-board data pro-
cessing, in this paper we will consider LFI as having one REBA.
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Figure 2. Schematic representation of the scientific onboard andngr@rocessing for the Planck/LFlI.
Cyan boxes represent REBA operations, yellow boxes gropathtions. Green pads specify the parameters
needed by each operation. TOI could be produced both infeneliftiated formTsky, Toad Stored separately)

or in differentiated form.

The data flow of raw data is equivalent to 5.7 Mbps, a large arnofidata that cannot be
fully downloaded to the ground. The allocated bandwidthtifierinstrument is equivalent to only
53.5 Kbps including all the ancillary data, less than 1% efdkerall data generated by LFI. The
strategy adopted to fit into the bandwidth relies on thredasrd processing steps: downsam-
pling, preprocessing the data to ensure lossless compnessid lossless compression itself. To
demonstrate these steps, a model of the input signal shaidzk It has to be noted that while the
compression is lossless, the preprocessing is not, duetoald to rescale the data and convert
them in integers, (a process hamed data requantizzatiawever, the whole strategy is designed
to asses a strict control of the way in which lossy operatamesdone, of the amount of information
loss in order to asses optimal compression rate with mininfiafmation loss.

2.1 Signal model
We describe quantitatively the kind of signal the pipelias ko process by modeling the output of
the DAE as a function of timé, as

Tsky(t)
Tload(t)

sky 1+ ATsky(t) + Nsky, (2.5)

T
= Tioad+ ATioad(t) + Nioad- (2.6)



whereTsky, T oad are the constant part of the SignAllsky, andATigaq @ possible deterministic time
dependent parts, representing drifts, dipoles, osaliatiand so omsky andnieaqg represents the
random noise whose moments ax,%sky, aﬁload, and whose covariance s, sky,oad-

The pipeline described in the following sections needs taubed to obtain a proper level
of data compression which is largely determined by the ¢amae matrix of the signal whose

components are

Oy = Var|ATgy| + 0feky (2.7)
O-Igad = Var[ATload] + Gr?,load (2.8)
Osky,load = COV[ATskw ATload] + On,sky,load (2.9)

where it has been assumed that the random and determirasticgse uncorrelated. It is useful to
identify two extreme cases: the data stream is signal daadnavhen va[rATsky] + varATipad >
Ofsky+ Ofloa OF the data stream is noise dominated, wherjAVBy] + variATiad < 0fqy, +
O-r?,load' In the noise dominated case, the statistics of data wilhtmely determined by the statistics
of noise, which in general could be considered normallyrithisted and uncorrelated over short
time scales, given the/X-noise will introduce correlations over long time scales.the signal
dominated case the statics of data will be instead detedriyethe kind of time dependence in
the signal. As an example, ||Tsky—T|oad| is large compared to the noise whilsxy andATipaq
are negligible, the histogram of the signals will resemble $sum of two Dirac’s delta functions
O(X— Tsky) + O(x— Tioad) convolved with the distribution of noise.

If a linear time dependence of the kit (t) = At+C is present, then the distribution of the
samples will be uniform and bounded betw&eit At /2, wheret is the time interval relevant for
the signal sampling. The variance will B&/12 whereA; = At is the drift amplitude over the time
scalet. The signal could be considered noise dominatatkify/120 /|A|. From the point of view
of data compression, in determining whether a signal isendasninated or not, the critical factor
is the time scala. For our coupled signals, denoting wiélgky andAyaq the drift rate in the sky
and reference-load signals, and Witk , Ainadr the relative amplitudes, the relevant components
of the covariance matrix will be

A
var[ATy,) . = ?y’ (2.10)
2
variAToad , = ‘f;“ (2.11)
A
COV[ATsky, ATioad] , = w (2.12)

In this regard, the most importanto be considered is the time span for the chunk of data cadain
in a packet, which is the minimum unit of formatted data sgntie REBA to the ground. Each
scientific packet produced by the REBA has a maximum sizeespanding to 1024 octects, part
of which has to be allocated for headers carring ancillafgrimations such as the kind of data in
the packet or the time stamp. So, even taking into accouataahpression, only a small amount
of data can be stored in a packet corresponding to about &2, svhich depends on details
such as the attained compression rate and the frequencyaiharolved, as will be shown in

section2.3. More complicated distributions may occur for a polynontiale dependence of the



kind AT Ot", or for a sinusoidal time dependence of pefdd\T O sin(27t /P), but in most cases

a simple linear drif'AT Ot could be taken as a reference model given that non perioitis dre
bounded in amplitude by corrective actions commanded flmenground station, while periodic
variations have periods much longer than the time span otlkepaAlso in general it is assumed
that mealﬁATsky] = 0 and meaf\Tipaq = O but it is interesting to discuss even the case in which
this is not strictly true.

2.2 Data compression and on-board processing

The strategy adopted to remain inside the downlink bandwelbased on three processing steps: i)
signal downsampling, ii) signal conditioning and entropguiction, iii) loss-less compressio®, |
15]. A schematic representation of the sequence in which thesges are applied on-board and
whenever possible reversed on-ground is given in figurehe figure refers to a single radiometer
chain and is ideally splitted into two parts: the upper paidts the on-board processing with cyan
boxes denoting the main steps. The corresponding on-grprotssing is depicted in the lower
part with the main steps coloured in yellow. Green pads sgms the processing parameters.
The first four of them are refered to as REBA parameters, aed dne applied both on-board
and on-ground. The parameters are: the number of ADC rawlsanpbe coadded to form an
instrumental samplelNaer the two mixing parameters, rp, the offset&’ to be added to data
after mixing and prior to requantization, and the requatitin stepg. The exact meaning of each
of these parameters will be explained later in the text, wiach step will be explained in full
detail. It is important to recall that the on-board paramsetge imposed by telecommands sent
from the ground. They are copied in each packet carring sficedata and on-ground they are
recovered from the packets to be applied by the on-grounckgeing. The factor is a parameter
of the ground processing and is computed from the total poatr received on ground. The final
products in the form oTime Ordered DatgTOl) either in total power or differentiated are stored
in an archive represented by the light-blue cylinder.

Before entering into the details of the various steps it bdsetnoted that in principle a factor
of two compression would be immediately gained by directiynputing the difference between
sky and reference-load on-board, i.e. sending differttidata to Earth. Although on-board dif-
ferentiation seems straightforwatdt implies at least a couple of major disadvantages. Firsteo
the difference is made, separate information about thersétyree reference-load is lost, preventing
an efficient detection and removal of other second ordeesyatics. Second a set of 44actors
could be in principle easily uploaded on-board and applietthé¢ data, but the for each detector
has to be fine-tuned on the real data. This would mean thatpt@al r should be continuously
monitored and adjusted to avoid uncontrolled drifts forhesadiometer, but this is inpractical,
having just 3 hours of connection per day. In addition, aoreir calibrating the will cause an
irremediable loss of data. Therefore, the best solution @otvnlink the sky and the reference-load
samples separately allowing the application on the grodiniecoptimalr.

2This was the baseline of the on-board processingZo#]|



2.3 Downsampling

Each sky sample contains the sky signal integrated over argeyas wide as the beam, but since
each radiometer is sampled at a frequency of 8192 Hz the Sanipled at an apparent resolution
of about /2 arcsec. On the other hand the beam size for each radiomusrfigm 14 arcmin
for the 70 GHz to 33 arcmin for the 30 GHz. Consequently it isgildle to co-addNayer cONseC-
utive samples producing averaged samples whose samptiegctirrespond to a more reasonable
resolution without any loss of information.

The downsampling algorithm 1) také&yer couples of sky—reference-load (reference-load—
sky) samples from a given ADC; 2) separates the two subsetgdls; 3) computes the sum of
sky and load subsets (represented by 32-bits signed isjed@interlaces them; and 5) stores them
as sky-reference-load (reference-load—sky) couples @iremar buffer for subsequent processing.
In normal processing the REBA converts these sums into gestlay converting them into floating-
point format and then dividing them kiy,.er prior to perfom the subsequent steps of mixing,
requantization and compression. In the case of diagnoati&z processing the REBA transfers
directly as output these suras they ard.e. without any other processing or compression. In this
case the ground-segment pipeline has the task of convehigmy into averages. This is a trade-off
between the need for packets to carry just data represente®ldr 32 bits integers, and the need to
avoid uncontrolled round-off errors in the conversion o&flog-point averages in integer values.
Note that the diagnostic telemetry is very limited in fliglytthe telemetry bandwith.

The value ofNyerdepends on the beam-widtiygg, for the given detector

WspinNoverSINB

2.13
brad fsampling ( )

Naver=
Wspin [rad/sec] is the rate at which the satellite spins aboutpits axis B—10], 3 is the boresight
angle between the telescope line-of-sight and the spin aridng.er = 3 is the the number of
samples per beam. Nominal values for thger are 126, 88, 53 respectively for the 30 GHz,
44 GHz and 70 GHz frequency channels. The corresponding lsipequencies in the sky
are then 32.5 Hz, 46.5 Hz and 77.3 Hz, while samples are peadata rate twice the sampling
frequency. This drastically reduces the data rate thatrhes@bout 85 Kbps without introducing
an important loss in scientific information.
The output of the downsampling stage can be seen as a seqiakgereference-load couples
ordered according to the generation time

Tsky Tsky Tsky Tsky
Tload t:O’ Tload t:d’ Tload t:Zd’ ’ Tload t:nd’

where & = 2Naver/ fsampling the samples are interlaced to generate a string of time esidsam-
ples as
Tsky7o7 Tload707 Tsky@ s Tload,d 5 Tsky’z(; 5 Tload,Zd oo aTsky’nd 5 Tload7n6[7 oo

in a manner similar to the output of the ADC. But while sky arterence-load samples in each
ADC output buffer are consecutive in time, this is no longaetfor the downsampled values. As

an example, assuming a sequence from the ADC where evenmmprs’l*gc and odd samples

are'ﬁ(’jgf (i.e., Tsky, Tioad SEQUENCES), then arfyyy, will be the sum ofNaver samples with times



betweent andt + 2(Naver— 1)/ fsampling While Tioagr Will span the time range + 1/ fsampiing and

t + 2Naver/ fsampiing While this small time shift is not very important when ohseg sky sources,

it might be relevant when attempting to correlate the olexsignal with internal sensors, such as
those used to determine the level of perturbation introdumethe active cooling. However, this
problem is probably more theoretical than real as intermaperature variations do not occur on
very short timescales. For simplicity, in the remaindertaf text we will omit to specify time in
our formulas unless needed.

2.4 Lossless compression, packeting and processing error

To better understand the intermediate processing stepnix@éng and requantization, it is nec-
essary to introduce here the last step of lossless compnesshe familiar technique of lossless
compression is based on the ability of the compression soétwo recode a stream of symbols
by using codewords which on average are shorther than treeskin input, and in a way which
could be fully recovered on ground bydg@compressiocode. The coding for the data stream in
output to the compressor has to be optimized by taking into@at the statistical distributions of
the symbols in the input data stream. For this reason, kss&lempressors maintain an internal
representation of the data distribution, such as the higto@r similar statistical indicators. In our
case the selected compression scheme is based on a 16biyder, adaptive arithmetic entropy
encoder 22]. The compressor assumes that the data stream is reprbdsrde uninterrupted list
of couples of 16-bit integers. It does not take any particuigerpretation of the content of the
samples or of the order in which they are presented. It sitkg@dps coding and storing data in the
packet until the maximum length is reached. The packet is¢hased and a new packet is opened.
The compressor uses an adaptive scheme to decide the bagl tmdthe input data as they are
produced by the previous steps of the on-board pipeline. roungl the decompressor extracts the
samples from each packet in the same order in which they rereibtroduced by the compressor.
In this sense the compressor/decompressor couple act est inFi First Out device, and becomes
nearly transparent in the scientific processing of the data.

The basic requirement for the packets produced by the casipre stage is that gfacket
independency.e. it must be possible to interpret the content of each giaicidependently of all
the others. For LFI it means that the pipeline in the grourgirent shall be allowed to generate
from each single packet chunks of differentiated data. $attmpressor must store consecutive
couples of sky—reference-load samples within each paokgther with the information needed
by the decompressor to interpret the compressed packetgldItion the compressor must be able
to self-adapt its coding scheme to the statistics of thetisfgnal, without the need of any prior
information on it. Finally, the compressor must be fast gfoto allow real-time elaboration of
data with limited memory consumption. These requiremenggast the use of a compression
scheme in which the compressor updates its internal $tatithble each time it receives a sample.
An empty statistical table is then imposed at the beginniihthe compression of a new packet,
therefore assuring complete independence. When a symbgiresent in the table is received
as input, a pseudo-symbol corresponding to a “stop mesdagesued and is followed by the
uncompressed new symbol, after that the internal statidtble is updated. If the symbol is in the
table, the corresponding entry is updated and the symbdargressed accordingly. On ground
the decompressor starts with the same empty internalt&tatisepresentation assuming the first



symbol is a stop followed by a new symbol, and it updates th&etaccordingly as it receives
symbols to decode or stop symbols.

The efficiency of a compressor is typically measured by tbegadled, compression ra@:

the ratio between the length of an output string; derived from the compression of an input string
of lengthL,
_ Lout
B Lin .
Of course, to accomodate a given data Rygainside a given bandwidtBy,,a target compression
rate has to be obtained leading to the obvious definition

G (2.14)

clot = Reata (2.15)
Bdata
It is well known that any lossless compressor based on gngopoding has an upper limit for the
highest compression rate
Nbits
H
where Nyiis is the number of bits used for coding the samples Hnid Shannon’s entropy for
the signal, which in turns depends onRsobability Distribution Function(PDF). For an optimal
compressor the theoretic@ " for a digitized signal represented by integers in the raQgg <

Q < Qmax s given by

ch= (2.16)

chh = 2, (2.17)
H=- folog, fo: (2.18)

whereH is the Shannon entropy for the data stred,is the frequency by which the symbol
or valueQ occurs in the data stream, having fjm, fqlog, fq = 0, andzggaémm fo = 1. Non-
idealities in the signal and in the compressor cause thetafeC, to be different from the expected
C" havingC" > C,. Usually this is accounted for by scali@®" by a multiplicative efficiency
factorn. However its exact determination is a complex task desdritbsome detail in sectioB.4
and for the time being we will neglect it.

Fromeq. 2.17) and @.18), to maximizeC; we need to minimizél for the input signal, forcing
the reduction of its variance by requantizing the datadigding the data by a quantization step,
g, and rounding off the result to the nearest integer

Q= round(%) ) (2.19)
where? is an additive constant usually defined by asking
meanX + ¢] = 0. (2.20)
On ground the data are then decompressed and reconstryatedtiplying them byaq.

X=qQ-0]. (2.21)
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Some information is lost in the process and causes a pragedistortion,gq, which in the simplest
case is approximated by

gq=rms[X — X] ~ (2.22)

q
Nivs
In [2, 3] we studied the cas¥ = AT, there it had been shown that for Planck/LFI the statistics
of the differentiated data stream was approximated by dyneaivariate normal distribution with
o = rmgAT], and that after re quantization and reconstruction i&}h and &; where largely
parameterized by the/q ratio with

ch ~ _ Nois : (2.23)
log, <\/2ne%)
& 1 <0>1
A — = . 2.24
o  JVi2\q (2.24)

Of course we need to assure thggfo < 1 which is expected to be satisfied “by design” for
Planck/LFl. In this regard, it has to be recalled how theftitmiany instrumental residual error for
Planck/LFI was assessed in the context of the overall eurdgét (including thermal, radiometric,
optical and data-handling effects), driven by the ultintaguirement of a cumulative systematic
error per pixel smaller than @K (peak-to-peak) at the end of the mission. The 10% limit fer t
on-board processing-related errors has been set as ab&aobguirement which should lead to a
nearly-negligible impact on science.

We are now in the position of deriving the expected time sganshe compressed chunks
of data contained in Planck/LFI packets which have beenrtepat the end of sectioR.1 It is
sufficient to consider that each packet may carry a maximumben.#sm, of Nyits code-words
representing scientific data, each representing on avé)rTe%eamples either sky or reference-load
and that the sampling period after the downsamplinfdspiing/ Naver to 0btain

Tgt
2Naver-Fsm rg

fsampling

Tpck =~ ; (2.25)
where the factor of 2 in front oNaver cOmes from the fact that the sky-reference-load cycle has
half the frequency of the ADC sampling. For Planck/LPB¥m, = 490, while ac9 = 2.4 would

be sufficient to allow proper data compression. Of coursejestevel of variability among the
detectors has to be allowed in order to cope with non staiiigsin the time series, or with the
need to share the bandwidth among different detectors fareift manners. So a good fiducial
range of values foti:rTgt for individual detectors is X CrTgt < 3, leading the expected values for
Tpek 1O vary over 15-22 sec., 10-16 sec. and 6-9 sec. respectorelige 30 GHz, 44 GHz and

70 GHz frequency channels.

2.5 The mixing algorithm

In general a data stream made of alternate sky and refeteadesamples can not be approximated
by a normal, univariate distribution. Two different popidas of samples, with different statistical
properties are mixed together. In this case@eould be reduced with respect to the univariate
case. Furthermore, most of the first order instabilitieshsas drifts and Af-noise, come from
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the radiometers, and produces spurious correlated sigmdls, and Toag. FoOr these reasons,
undifferentiated time-lines fofsxy and Tioag @are much more unstable than the correspondiig
timelines further reducin@;. In particular, fast drifts may rapidly force the compraswosaturate
the packet filling it with the decoding information, in the ssbcase resulting i€, < 1. According

to eq. @.23 it is possible to increasg to keepC; within safe limits, but its log(q) dependence
will drive &/0 to rapidly grow towardss,/oz1. Alternatively, a more complex compression
scheme could be implemented, which takes into account theef&rence load correlation. But
this would be computationally demanding and would incréhseamount of decoding information
to be placed in each packet.

One is left with the need to recover the advantage of diffiaited data, i.e. reduced instabili-
ties and more homogeneous statistics, without losing therynity to have sky and reference-load
separately on ground. The adopted solution is inspired éytinciple of the pseudo-correlation
receiver. Instead of sending to groufily, Tioad) COuples, LFI delivergTy, T>) couples where
eachTy, T is an independent linear combination of the correspondiggandTiqag. Couples are
then quantized and compressed. On ground, data are decs®grand dequantized recovering
the original dataj]. The most general formula for the linear combinations is

T _ Ml,sky Ml,load Tsky (2 26)
T2 I\/|2,sky I\/|2,Ioad Tload

Here the matrix,M, in eq. .26 is namedmixing matrix (actually it represents a mixing and
a scaling unlesgM| = 1), its inverseM ! is the correspondinge-mixing matrix The demixing
matrix is applied on ground to recover the string By, Tioad) OUt Of the received string @ff1, T»),
which imposesM| # 0. The structure oM determines the kind of coding strategy. A particular
structure forM could better fit a given subset of constrains rather tharhanoBoth theC, andeg
are determined bg as well adVI. In particular it is obvious that the processing distortigiti have
the tendency to diverge for a nearly singubdr. A detailed analysis of the whole set of possible
structures foiM is outside the scope of this paper, but in gendfashall be optimized in order to
i) equalize as much as possible theandT, statistics, ii) reduce as much as possible the effects of
first-order drifts, iii) maximize th&;, iv) minimize &;. For Planck/LFI the following form foiM
has been selected,

M — (i _:1>; 2.27)
y — 12
M| = rz—rg; (2.28)
_ 1 rp, —r1
M= ’ . 2.2
r2—r1<1, —1) (2.29)

which is not completely optimal, since it allows optimizationly on a subset of possible cases, but
has the advantage of having a reduced amount of free pananetse uploaded for each deteétor
and itis directly suggested by e@.0). Since|]M| =r,—ry, for any giveng the distortion increases
when|r, —r1| decreases. In nominal conditions m{e@gy] = 2.735 K, mealilipag) =4 K, and a

Spackets independency imposes that all the free paramétgks, @, ¢, r1 andr») have to be stored within each
packet.
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a) b)

Time Series Interlaced Time Series
) T T T

signal

interlaced signal

. . .
sample number sample number

c) d)

HorTa‘

. .
]
Tsky orTy x/sigma

Figure 3. The effect of mixing and interlacing on time series (toprfess) and distributions (low frames). in
the output to the radiometer. Frame a) is an input time seivesky (red dashed—line) and reference-load
(blue dashed-line), and the corresponding mixed quasid€red full-line),Q- (blu full-line) after mixing
withr; =3/4,r, =1/2. The range of values allowed by noise witHiBo are represented in both mixed and
not mixed quantities by the upper and lower dotted lines. ifpet time series has identical drifts on sky and
reference-load equivalent to several naiseand corresponds to a signal dominated time serie as defined i
section2.1 Frame b) are the signals as seen from the compressor aédaging, full-line without mixing,
dashed-line after mixing. Frame c) is the effect on a nornsétidution and on a ramp, green before mixing
and red after mixing. Frame d) shows the effect on the pregedistributions after interlacing.

possible choice far; andryisr; = 1,r, =r =0.85. But a tuning procedure is required to determine
the best parameters for each radiometer.

The effect of mixing with respect to both signals and distiitns is illustrated in figure
which refers to the case of a data-stream which is signal clated (see pag®). In this figure
dashed-lines represent the input signals, full-lines treesponding mixed signals. Dotted-lines
the limits for the variability induced by the noise. So thenmin frame a) of figure8 represents
a model signal forTgy(t) (blue dashed line) andioaq(t) (red dashed line). The corresponding
interlaced data are shown in figusk (blue dashed-line), where the limits of variability inéddoy
noise are not represented in order to avoid confusion. Tie lines forT; (t) andT,(t) calculated
forry =3/4,r,=1/2, are represented in figuBa and figure8b as full-lines, and they are shifted to
avoid overlapping with the previous plots. The reductiothevariance associated with drifts in the
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mixed data is evident. Mixing transforms the bi-variate Ridifich is for Tsyy, Tioad Signals into that
for Ty, T». Figure3c represents its effect on the bi-variate PDF for the noiskth@ drift. Looking

at the normal distributions of randomly variable signal3diy andTioad, 9(Tsky; Tioad), the line for
which g(Tsky, Tioad)/9(T sky; T load) = 1/2 is a dashed line, and the equivalent lined6f;, T,) is a
full-line. The distribution for the deterministic signaither a ramp, a drift or a triangular wave)
is represented by a segment, plotted again as a dashed lileadate thelgyy, Tioad Signal and as

a full line to denote thd;, T,. The effect of mixing is a combination of a non-uniform sogli a
rotation and a shift. The circle transforms into an ellip$ée line changes its tilt and length. In
other terms, the covariance matrix for mixed data will béedént from the original ones. A very
interesting consequence is in the case of a normally dig&ibnoise: in this case a correlated noise
will appear in the mixed space even if the input noise is natatated. In general after mixing the
major axis of the two figures has the tendency to align withxtkey line and the center of the two
figures shifts. In this cag@/I| =r, —r; = 1 and the size of the two figures changes proportionally
to [M|. Interlacing transforms the bi-variate PDFs into univirianes. Figur@&d represents the
effect of mixing on the PDF of interlaced data. Again, daslieels represents the distributions
before mixing and the full-lines after mixing. As in figuBb, red indicatesloaq Or T; and blue
indicatesTsky or T>. The bottom part of figur@d represents the resulting distribution of interlaced
signals, before (dashed) and after (full) the mixing.

How these distributions have to be decomposed in terms g@irtijected distributions is shown
in the top part of figured, which shows separately the distributions of the randochdatermin-
istic components, respectively a normal and a box distobatfor Tsy and Tieaq, the resulting
distribution will be the convolution of the two, fdisxy andTioag are very similar to a box distribu-
tion. Of course the drift makes the overall signal non Gaumssin particular fofpq. The central
part of figure3d is the equivalent for the mixed signal. Here the drift isusgtl and the convoluted
signals are more similar to the original normal distribofi®f noises. I.e. mixing not only reduces
the distance between the two components but, by reducingrifie make them more normally
distributed.

After mixing, the (T;,T,) couples are re-quantized produce the quantized coyQlesQ-)
which are interlaced and sent to the compressor

Q= round<w> , 1=12 (2.30)
where? is an offset in order to forcéQs, Q) to stay within the rangé-2'°, +21°.4 On ground,
packets are entropy decoded, the data streams are dadetddnd the correspondif@s, Q) are
used to reconstruct the sky and reference-load samples

To = Z Mg ila(Qi— €)], a = sky,load, (2.32)
i=1,2

4As anticipated in sectioB.3, to reduce the roundoff error, the division biyeris applied generatingQ1,Q>), in
addition the parameter for digitization is rpbut §; = 1/q, so that eq.2.30) shall be written

Q- mund(M) Ciz12: (2.31)

Naver

however for consistency witt2[ 3] in the following we will omit the division byNayerand we will continue to usg in
place ofS;.
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where M;ﬁil are the components &I, and the and a tilde over a symbol (e.g) iS used to
distinguish a reconstructed quantity out of a processedkone
Mixing will map sky—reference-load statistics in the cepending mixed statistics

Ti=Tsky—riTioad, i=1,2; (2.33)

ATy = ATsky — I1ATioad, i=12; (2.34)

aiz = as?ky‘{' rizaltzaad— 2ri Osky,loads (2.35)
r{+4r

0f5 = 08+ 1120000~~~ Oskyloac: (2.36)

A simplification for the components of the covariance mati@x be obtained by assumimagyy
unitary, then definingfa = To/0Osky, 0 = sky, load; and incorporatin®y = Osky/ Oioad in ther;
factors. This gives the following normalized parameters:

AT = -Fsky_ IMoad, (2.37)
G = 1477 —2ips, (2.38)
. NV o
P2 = 1+hf——py. (2.39)
whereps| = Oskyload/ (OskyTioad), fi = I'i/Rg. The corresponding transforms for the expectations is
Y= 7

more complex. Of coursé, = +=, a = sky, load, but
Ti = Tag—RofiTioas, =12 (2.40)
Avsky— RaFiA-ﬁoada I = 1,2 (2-41)

However these normalizations are very useful in discusgiegcompression rate, especially after
having defined the obvious= q/0sy.

2.6 Modelling the statistical distribution of processed déa

We want here to define an approximation to asges C'™" in a simple way. For this reason we
need to model the entropy for the signal entering the corspre®©f course the accuracy to which
it is possible to predict the fina, is directly connected to the accuracy to which the entropy is
predicted. In the following we present two approximationsthe entropy of the signal, a lower
accuracy approximation and a high accuracy approximation.

2.6.1 The low accuracy approximation

Considering the usual reference cases of a noise domineal sind a signal dominated by a
linear drift, in the first case the PDF can be approximated bgranal distribution, in the second
case the PDF can be approximated by a uniform distributidi fi= g/A values andr = A/V12.
But in any case foo/q> 1

o
H = log, Kp T (2.42)

with kogr @ constant depending on the type of PDF and ranging fydrd for a uniform distribution
to v/2mefor a normal distribution. The difference khbetween these two extreme cases25bits.
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The argument of the logarithm is the number of symbols in ik&ibution. SoH can be written
also asH = log, Ngfmb with Ngfmb: kparo /0. Of course in the case of the uniform distribution

NEft Nsymb The PDF for the interlaced signals gives the probabilithawe a symboQ either

symb —
from processe®; or Q.. Then

21(Q) + Z2(Q)

> )
with Z(Q), i = 1, 2 the marginal PDF for th@; drawn from the bi-variate PDB?(Q1,Q>). For
our extreme cases bott;(Q) are uniformly distributed or normally distributed accaoglito the
original PDF from which they are drawnThis allows one to neglect, in estimating the entropy
of the interlace signal, their mutual correlation. Then éin¢ropy for the interlaced data is just a
function of the RMS for the two distributions,, g,, and their separationﬁdistr,

2Q) = (2.43)

y 2 E[‘I"'z] — E['I"'l]
r= —— —t 4t 2.44
distr kpdf 51+ Oy 5 ( )

which is a normalized measure of the distance between thpéaks. After some algebra

Iyl - I\’2 Tload

Adistr = 2 .
Kpdf 01+ 02

(2.45)

Then the entropy will be just a function of, 6, andﬁdistr. An exact analytical expression fer
can not be obtained for this case. However, it is easy to saértlthe Iimit|5di5tr| > 1 the entropy
takes the limiting value

H, - M er Hz . (2.46)
giving
He = 100, (Koaf) +109,(1/ 0102) —log, G+ 1. (2.47)

On the other side, sy = 0 anddy, = &> the two PDFs collapse givingo = Hy = Ha. In all the
other case$ly < H(Agistr) < Ho. The important point here is the assumption that

would never overestimate the entropy by more than 1 bitz@0%. Therefore, neglecting the

compressor inefficiencies, a sufficient condition to agses CrTgt would be

Hoo < Htgt, (249)
with Htgt = Nbits/C;rgt, or
— vabits/CrTgt
V0102 < qm, (2.50)
and so
- - - - _ Nbits/ o
{‘/(l+r§—2r1ps|)(1+r§—2rzps|) < qm. (2.51)

5In this case the central limit theorem does not apply to tgeadiwith a uniform PDF given its deterministic nature.
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Figure 4. Iso-countour lines of the left side of Eq. (2.52) fay = —1 (left), pss = O (center) angbg) = 1
(right). In the first case the function is minimal in thel, —1) point, in the second in th@, 0) point, while
in the third in the(1,1) point.

Eq. .48, eq. .49, eg. .50 and eq. 2.51) represent our low-order approximation for the
optimization of REBA parameters. In particular, eB.51) puts a lower limit toq”(andg) for a
givenC;. In fact forr; =, = 0, d must be larger or equal to
Gin (CT9) = 2&% (2.52)

As shown in figured for ps = 0, the left side of eq.2.51) in the (F1,F2) plane has a minimum
at (0,0). Its iso-contour lines are closed, all centered on the wrigaving four axis of symmetry
f1 =0, r, = 4f1, andrz = 0. The maximum distance from the origin of iso-contour liwesurs
for f; = 0 orr, = 0, and the minimum occurs along the= =+¥; line. Changingos = 0 toward
negative or positive values the iso-contour lines are aglased but their symmetry changes taking
a more “cuspidal” shape, which is symmetrical aboutithe- ps and ther; = pg lines. In any
case, the value of the function decreases neanthe’] = pg point where it has a minimum. From
the figure it is evident that when convertifigy,F2) to (r1,r2) a largerq/qmin ratio or a smaller
Oioad/ Osky increases the size of the region enclosed by each contour(2E) and eq. 2.52
define in this low order approximation the optintgior whichC, = ot

qopt = qmin(cp—gt) C/(l"i‘ F% - ZF’lpsl) (1 + F% - ZFZPSI) (2-53)

from which gopt is simply derived asjopt = OskyGopt. This equation does not constrain completely
gopt @nd for this reason we have to take into account the proaessiar as explained in secti@n?.

2.6.2 The high order accuracy approximation

The accuracy by whiclyp is determined by eq2(53 is solely determined by the accuracy of
imposingH = H,,. Given the statistics of the input signal, it would be notalgbem to calculate by
numerical integratiotd as a function of 1, r, andq. But of course this would be quite expensive
from a computational point of view. For this reason in aperfl a high accuracy algorithm to
computeH is derived using simple equations from whigd could be readily obtained. However
from the conceptual point of view the high accuracy methoesdoot introduce any new detalil
in the discussion and therefore the remaining part of thitie refers only to the low-accuracy
method unless otherwise stated.
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2.7 Processing error of the mixing/demixing algorithm

The most important way to quantify the processing error ésrteasure of the distortion in the
undifferentiated or differentiated data. The statistitsuzh distortions are taken as metrics of the
quality of the process. For the undifferentiated data

O = Ta — Tas (2.54)

with a = sky, load. By following the methods o8] from eq. £.32 and eq. 2.54) it is easy to
derive the covariance matrix of the quantization erly g = cov[éa, 63]

¢ 1 2415, ri+12
Eg=———"= . 2.55
9 12(r2—r1)2 <r1+r2, 2 ( )

The distortion of differentiated data is instead expredsed
Oiff = (-i:sky— *r—load) — (Tsky— I'Tioad), (2.56)

wherer’is ther determined on the processed data, which in general willigbtkt different from
ther determined on the original ones. However, assumingr-from eq. .55 the variance of
Oiff 1S

O (r2—=r)?+(ri—r)

2
if = =% . 2.57

The first important fact which has to be stressed is that thi@rvees of both errors are pro-
portional tog?/(r> —r1)2. Of course a nearly singular matrix with ~ r1 will result in very large
errors. In addition, eq2(55 shows that, despite quantization errors@arandQ, are uncorrelated,
application of demixing causes processing errorgigandTioaq to be correlated unless

ri+ro=0. (2.58)

However, expanding the numerator of eg5() producese? i [ 1% 415+ 2r* — 2r(r1 +r) sug-
gesting the important result that a not null correlationhe guantization errors may lead to a
reduction of the error distortion in the differentiatedalat

Another very important case is =r orr, =r. In this case eq257) reduces to

2

%mﬁzga (2.59)
which is the same result we would have got quantizing diffea¢ed data (seeS]). This fact has
been used in the first version of the optimization softwaesighed for the first run of the ground
tests (the RAA tests described ibj) to increase its speed, together with the fact thaand g,
are not sensitive to an interchangergfandr; but rather tgr, —r1|. However, in the subsequent
tests the more general and accurate procedure describetidmebeen successfully applied.
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2.8 Saturation

Saturation occurs when the argument of yhe roundx] function exceeds the maximum range of
values allowed by the computer to represent the resulteelhg— roundx] returns ar\is Signed
integer. If|x| > 2"is=1 an overflow or an underflow will occur. Depending on the impgaiation
of they = roundx] function the value of could be either forced to b&2® with the sign depending
onx, or modular arithmetic could be applied so that as an exaenge largex > 0 could be mapped
intoy < 0. In all cases the whole subsequent reconstruction wiliyoce meaningless results. So
it is fundamental to avoid saturation.

The level of filling of the allowed dynamical range is measuby the instantaneou€’,cx

ratio® -
Dacki(t) = W i=12 (2.60)

Saturation occurs if at some tim&aci(t)| > 1 and the non-saturation condition is

in general this will put limits o4, ro, g and&. Assuming to have applied the optimized offset of
eg. 3.1 the linear combinations are

A-I—Sky(t) — r1ATjoad(t) + r2£r1-|_|0;,1d:|: NOn.1

o@ackl(t) = qubits_l 5 (262)
ATgiy(t) — roATioad(t) — 1T, d+Non2
Dusalt) = 21 °22(Nznsl 2 ——, (2.63)

wheren ~ 5 is used to assess a safety region against random fluctsiation
In computingZ,ck the effect of mutual cancellation of extremal values mustdiesidered. A
conservative estimate would be to propagate the moduluaabf eariation

fo—TI1| =
MHAT) = MaX AT + e Toad + | 5| Tuwd 101, (264)

with min(AT;) = —max(AT;), but it is better to explore the various combinations of miaiand
maxima within eq. 2.62), producing a set of partial,ck indexes which have to be independently
satisfied. An example of such method is illustrated in figuead figureo.

In general, the separation betweBnandT, is a function of time, whose measure is given by
the divergencélT, a parameter just sensitive Adjpag and T oad

(r2—r1)(ATioad(t) + Tioad)

HT(t) = -2 Kpdf(01 + 02)

: (2.65)

of course|JT| will be constant wheTjpag = 0.
To determine the region of parameter spage, which satisfies eq2(61) it is most convenient to
work in the(r1,ro —r1) space, there the most general condition is

rna-1)—-b<ry—ri<ri(a—1)—c, (2.66)

8From QUantization Alarm Check.
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Sky(0,1,0); Load(0,1,0) Sky(0,1,0); Load(0,2,0)

Sky(-2,1,0); Load(0,1,0) Sky(0,1,0); Load(2,1,0)

Figure 5. Example of analysis a2, factors in the(ry,ro —r1) space. Various cases for different values
of Tsky andTipaq are considered. The yellow region is the allowed region wdikthe Z,c; < 1, the blue
region is the forbidden one. Thin dashed lines are the liofitsllowed regionsZack1 with positive (red)

or negative (yellow) drifts andZaci 2 for positive (green) or negative (violet) drifts. Thin fuilhes are the
allowed regions forZack1 and Zack2 Whose intersection is marked with a white thick line. Vané?sky,

Osky, ATsky and the corresponding fdiipaq are between parentesis in the title of each frame in the order
(mean, sigma, drift).

c—(rz—ry)(a—1) < (a—ri<b—(ra—rq)(a—1), (2.67)

with the dimensionless coefficients

T
a— (MH), (2.68)
Tload
2 Npite—1
by = = (ATsky+ g2 *£no), (2.69)
Tload
2
¢ = = (ATsy— g5t £no), (2.70)
Tioad
0 = max 01, 02). (2.71)
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Sky(-2,1,0); Load(2,1,0) Sky(-20,1,25); Load(20,1,25)

Sky(~20,1,0); Load(20,1,25) Sky(-20,1,25); Load(20,1,-25)

-6 -4 -2 0 2 4 6

Figure 6. Example of analysis a2, factors. See caption of figuefor explanation of symbols.

Forn = 0 those conditions define a diamond-shaped region whoseesdre

A (c+b(afl) cfb>’ B: (Ll’o)’

a@a-1) ' a

C: (%e —5L), D:(3%.0),
Note thatB andD lie onr, —ry = 0 line, whileA andD are above and below it, the exact ordering
depending on the signs. The center of the diamond-shapehnsdocate or((b+c)/(a—1),0).
If b4+ c =0 the region is centered on the origin of the Cartesian syste@andB, D are mutually
opposed. In the case= 1 the region degenerates into a band parallebter; = 0, and bounded
by -b<ro—ri<—c.

First, considering the stationary ca&&sy = 0, ATjoag = 0, thena =1, b = —c are the con-
straints fom = 0. In this caseZ,ck1 and Z,ck2 defines the same condition

< ONsat (2.72)

Tioado
[ra—ra| 0;

identifying simply a band around the = r, line. The effect of noise is taken in account by
putting n > 0, a difference arises between anda_ so thatZ,c; defines a vertical band and
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Zack2 @ diagonal band whose intersection is the diamond-shajggonref figure5a. Changing
the ratio betweew, 2/ 0, 1 will not change the shape but just the size of the region, geeebb.
ChangingT sky and T 0ag instead will change the shape of the allowed region, as slifigure 5c,
figure 5d and figureba. If Tipaq = O the saturation condition becomgs—r;| - |A(t)| < qNsati.e.:
1— gNsat/ Amax < Ii < 1+ dNsa/ Amax With Amax = max(JA(t)|). This defines a rectangular region
with diagonalr; = ro. In the limiting case fon = 0, Amax — O the allowed region becomes the
whole plane, while in the opposite ca&gax — o the allowed region shrinks towargd =r, = 1.

Perturbations in the sky channel, such as the cosmologipaled introduce a fluctuation
which affects just the sky, in this cagd,;g = 0 anda = 1. Even here the simplest cases are
Tioado = 0, or the forbidderr; =r,. So max|D(t)|) < qNsatis a sufficient condition which puts
a limit just ong. In the most general case from e@.66) the limits of the allowed region are
—ZATsky/TIoadO -2q Nsat/TIoadO <r—nc< _ZATsky/TIoadO +2q Nsat/TIoadO

Other effects, such as instabilities of the 4-K referemaa] could affect justipag andATsky =
0, b = 20Nsa/ Tivado = —C. Even here the simplest ca$@ag = 0, and max/A(t)|) < qNsatis a
sufficient condition which puts a limit just aip In general a diamond-shaped region symmetrical
around the origin represents the allowed region as showguinefte.

Drifts in the gain of the amplifiers in the radiometers, sushtlzose produced by thermal
effects, add correlated or anticorrelated signals in skiraference-load. So the model case to be
considered is the one in whioh(t) ~ ATgy(t) ~ ATioad(t). In this case witha = (b+c¢)/2 and
eg. .62 and eq. 2.65 define the regions in figuréb and figuresd.

Before to conclude, it is interesting to consider the rangeatues assumed by?; and &2,
whenA in the rangefow < A < Ay then|R up — P Low| = [Aup — Aow| - |1 —ri|. To have identical
ranges, either; #rp andro+r; =2, 0r(rp—rp) =2—2r.

At last it is important to recall how in flighTsky0 ~ 2.73 K, Tipago =~ 4 K while Tsky, Tioad
fluctuations are expected at the level of at most somé KQyiving ATioad/ Tioado ~ ATsky/ Tioado ~
somex 1072, and hence ~ 1, b ~ —c. But this condition could be severely violated at ground
during the ground tests, or in flight while the instrumentasling down.

3 Optimizing the on-board processing

The optimization of the algorithm consists in determinihg tbest” combination of the set of
processing parameters i.e. the “best” n-tublge, r1, r2, &, § or g. It is mandatory that the
optimization procedure will keep within safe limi@ = c'e

The classical approach would require a function of merit arséarching algorithm through
the correspondingl x R* parameters space to be applied to each of the 44 detectovgevidoa
reduction of the cardinality of space comes from the fact, thg-requirement, the nomin&layer
is fixed by the oversampling factor for the beam, so apart ftbencases in which a different
oversampling is required, thé,.erin Nominal conditions is fixed. The only cases in whidke,
could be varied are: i.) sampling of planets for beam recoogbn; ii.) ground testing and
diagnostics. The first case occurs when the beam has to hestaatied with higher detail than the
one reachable with the nominal oversampling factger = 3. So it is possible to ask the on-board
processor to decreader increasing proportionally the data-rate from the feedabawhich will
be affected by a planet. To arrange the higher-throughpstiehtific telemetryg will have to be
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increased, increasing proportionadly. In the second case the valueNy,e;could be varied either

to increase the time resolution, as an example if samplingpofe perturbation characterized by
time scales compatible td.ver/ fsampiinghas to be investigated, or if some temporary shortage in the
telemetry rate is imposed, asking in this case to incrdgsg Also while testing on ground for long
term drifts, the sky is replaced by a dummy load at constampézature. In this case time resolution
is no longer an asset aMdlyercould be increased. A further reduction of the parametetespabe
explored comes from the fact that usuadyis optimized in order to have me@eriaced+ €] =0
whereTierlaceg@re the interlaced samples produced after by2@7). It is then easy to derive that
meanTinterlaced+ €] = MearnTy| + meanTy] 4+ 20 so thatOppiimal = —(MearniTy| + meanTy))/2,

and with some simple algebra

r fo—
1t 2Tload> (3-1)

ﬁoptimal = —Tsky +

where the mean has to be computed over a suitable time spaat réfhains is a1° parameter
space to be explore@y,ra,q).

3.1 Target function

The target functiorx (r1,rz,q) for the optimization would i.) ass&% = C'%to be kept within safe

limits; ii.) assesegy to be kept as small as possible; iii.) asses additive canstrahese constrains
do not allow a unambiguous definition of a target function. afssexample, even for a stationary
signal dominated by white nois€; computed on each packet is a random variable. So the question
is whetherC, = rTgt has to be interpreted strictly, i.e. forcing each packetaelC, = rTgt or on
average leaving space for lower and hig8ge? In general it would not be critical if some fraction
of the packets would be compressed at a rate lower@&n The requirement ogq is even worse
defined. Of whichey the optimization has to refer to? As shown in sectbit is evident that
there is not a general definition feg. Depending on the scope of the data acquisition it could be
more interesting to have a logy for Tsky Or Tigag Or AT computed for some referenceMore over
neithergq nor & gir are functions with a minimum and they vary over the full ranggositive
values. In addition within a pointing peridd repeated sky samples are acquired. In making maps
repeated samples are averaged ayiill be reduced by a factor/4/N [3]. So a relatively higre,
could be acceptable at the level of single samples whenwhgestationary sources. However the
ratio betweereq and the noise will not change after averaging. So a convealasice would be
to considersq/ o, wherea could be the RMS ofgyy, Tioad Or AT depending on the case. The only
hard constraint which has to be considered is that sataratigst be avoided.

The general formula for the target function is

X(©)=[]2(®", (3.2)

® is a vector in the parameter spac®; is a function varying over the rang@, 1] with 2.(©) = 1.

If © fits the particular criteriort for which the function is defined2.(©) = 0 if © does not fit
this criterion. Intermediate values may be also defineden@)l] range measuring the goodness
of fit. As an example, a criterion for optimal is to haveygir = min(yir), the corresponding
criterion function is2¢(©) = min(yqifr )/ it . The exponent§le > 0, with 3 .MN¢ = 1, are weights
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Table 1. List of possible criteria for parameters optimisation.

Condition

Criterium

Eq,diff = MIN(&qdiff )
€q.sky = MIN(Eq.sky)
EqJoad = MIN(&qjoad)
&g load = &g diff

&qload = &q,sky

&q,diff = Eq,sky

D = Min(&qdifr ) / €qdif

Qe = min(gqsky) /Eqsky

D¢ = Min(&qjoad)/ Eq load

De = 1—|€ql0ad — Eqift| / MaX &g load 1 Eq,sky)
Ze = 1—|&qoad — Eqskyl/ MaX(Egload + Eq.sky)
De = 1— |eqgitt — Eqskyl/ MaX(Eqdift + Egsky)

defining the relative importance of each criterion withinigeg policy. In general it is better to
have2:(0) functions which are derivable. In some case it is necessatgal with poles that have
to be avoided. A method is to define a mepig¢®) > 0 with a single pole for whichu;(®) — +oo
and to take2.(0) = e (9 or 2,(0) = 1/(1+e *(®)), Typical criteria are shown in table

3.2 Analytical optimization

Analytical optimization (AO) is based on analytical forraslassuming either normally distributed

or uniformly distributed signals.

At the root of AO is the tdiggment of minimizing the pro-

cessing errors, as an example #gir. However given they diverge at = r» it is necessary to
consider the maximization of their inverse, as an exampliidg for £y 4 the functionl g =
mMin(&qqiff ) / Eq,diff - These functions become 0 for = i, unless eithery =T or i, =T. Again it is
convenient to use the normalized parametgrs this case the covariance matrix of the processing

errors is

Eq:

f1+f2

;)

(3.3)

In the framework of the low-level approximation fag: calculation, after replacing ec.63 into
the gqqir from eq. @.57), substitutingr; — f;, g — andr — I =r/Rg, its reciprocal is

(2 —Fo)° (3.4)

I it =

[(F1=F)2+ (F2—1)?] {‘/(1+ i — 2Mp0) (1475 — 22p5)

I4it IS symmetrical with respect to the axis= I, and has a maximum where the processing error
has a minimum. There is no analytical way to maxindigg. However, figureZ shows the contour
plot for the various components of this function. The demator is the product of a function
which is constant over circles centeredan=r, = (or ry = r, = r) and which increases with
the radius, and of/d, 0> which has a more or less elliptical form and that figr= 0 is centered
onry =, = 0. The numerator is null on thg =, line, and it is constant over lines parallel to
1 = I» increasing with the distance from that line. Hencelthg maxima must be symmetrically

aligned along a line normal tq =

f>. The line has to cross thg = 1> line atr; = > = ¢, with

0 <t <T, so that the maxima fdr 4 are located at

1«
F1 ~ e —/min, 3.5
1 c \/zmln ( )
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Figure 7. Iso contour lines for the functions enteriagqyir andeqqir as a function ofi(y, r»). Vertical blue
dashed linewr;, horizontal blue dashed lines, black dashed line&, —r1)?, blue contourgry —r)2 +
(ro— r)2, red dashed contoukgo1 0, and the red contours are the resultigi. The width of the lines
varies with the value of the function.

o o 1.
Mo =~ rc:!:ﬁgmin; (3.6)

whereZmin measures their distance from the="> line. Numerically it is possible to show that in
the casepg = 0 sufficient numerical approximations £gi, andr¢ as a functions of are,

fo ~ 0.69947+0.2722, (3.7)
0, 0< <0701,
Umin ~ { —3.08362+6.7034°+3.0969 0.701<F <1, (3.8)
—0.39852 4 0.336%"— 0.4369 1<7<10.

Figure8a represents a typical pattern fagi (r1,r2) (theri are converted intg), and it is assumed

r = 1/Ry. The optimization produced by maximizing e§.4) could be improved by using the
approximation for the entropy in sectiéghwhich takes into account of possible overlaps between
the Q; and Q; distributions, allowing a better approximation dgy(r1,r2). So in the figure g
have been computed by using the method in appefdixt black contour lines are those obtained
assumindH = H,, at the root of eq.3.4), it is evident that the two approximations agree quite well
Crosses mark the position of maxima calculated with the@pprated solution described above.
The 2, factor for this case does not reveal any saturation. So ibssigle to look for other
combinations of optimized parameters. As an example: fifoyand c) are the equivalent B
computed foreg sky, andeqgioad- Of course whilel"siy has well defined maxima this is not true for
[Moad 9iVEN £ 10ad has not an upper limit. Figur@d) represents the product bfir andlMs,y. We
may look at combinations of parameters Whegy = £q oad OF £q,sky = Eq,diff OF £g,load = Eq,sky &S
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M =0,m=0,0,=10,6,=10,r=-I1  ing m =0,m =0,0,=10,0=10,r=-Inf

M =0,m=0,0,=10,6=10,r=-I gy m_=0,m =0,0,=10,0,=10,r = ~Inf

2.
-3
-3

N0
-1
2 -1 0o 1 2 3
rl

all minima

Figure 8. Iso contour lines identifiing the regions in the,(r2) space where migq qiff ) / £q,dift top—left,
MiN(&q sky)/ Eq,sky tOP—Tight, Mir{&q 0ad) / £gl0ad bOttom—left, and where all of thg, are as near as possible
at their minima, bottom-right. The lines are isocontoursmifi(x) /x which is 1 when the minimum is
reached. For the bottom—right frame the iso—contours @& eubic root of the product of the other frames.
In the top-left frame whitel- denotes the positions of the analytical solution, the blgiék contour is
for min(&qqift ) / €q,ait = 0.5, the black thin contour lines are for nf&y qifr ) / €q,dif assumingH = He. The
simulation is forT sky = Tjoad = 0, Osky = Oioad = 10 ADU, r = 1. No drifts are included.

in figure 9a,b and ¢, 0kq gift ~ £qload = Eq,sky- Thus the product of the second group of criteria in
table1 can be used, assuming all thie = 1/4, as shown in figur&d.

3.3 Dealing with saturation

A more complex situation could arise if the selected optimal, andqop lead to saturation. In
this case either &1,r2,0opt) far from thel g peak has to be selected gy has to be increased
in order to reduce the correspondiigck factor. In the first case the requireméht= CrTgt will be
assessed but the quantization error will be larger than ptienal one. To limit this error the new
(r1,r2,0opt) Would have to be selected as much as possible along the rédgetrel 4 peak ad as
much as possible far from thig = r; line. In the second case we consider the fact gk [ 1/q
so it is possible to take, andr; at therl g peak but to take

o max peak _peak
Qopt 2ack = yfte@ackl%pt(rl 50
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m_=0,m=0,0_=10,0 =10, r=-Inf
s ! s |

m_=0,m=0,0_=10,0,=10,r=-Inf
s | s |
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m_=0,m=0,0_=10,0 =10, r=-Inf m_=0,m=0,0_=10,0, =10, r=-Inf
s ! s | s 1 s |
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Figure 9. Comparison fokg iff = &g sky top—left, &y diff = £qload tOP— right, &g sky = £q,l0ad DOttom—left and
the corresponding best fit regions bottom-right; as a fonctif (r1, r2). The lines are iso—contours of
exp(—|x|) wherex is the difference between the two arguments to be comparedh€& bottom-right frame
the iso—contours are tracked for cubic root of the produti@icomparison functions. The simulation is for
Tsky = Tioad = 0, Osky = Ojoad = 10 ADU, r = 1. No drifts are included.

where 2maX — ma><(|Q§§,2‘I|, |Q§§€;|) and.# > 1is a safety factor which typically is4 = 2. Of
course in this case the data are compressed at an highehauat(éfo’t while the processing error
will be increased by a facto#t 20

3.4 OCAZ2K, non idealities and numerical optimization

Non-idealities in the signal and in the compressor causeffieetive C; to be different from the
expectedC", and in general" > C,. A formal way to account for this is to define a compression
efficiencync, < 1 defined as:

G
= — 3.9

which could be decomposed in the product of the contribgtioheach non-ideality. In general
it is very difficult to account in a satisfactory way for evdretmost important non idealities as is
illustrated by the following examples.
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A group of non-idealities comes from the fact that each tinmewa symbol is discovered in
the data stream the compressor adds at the compressed augiap” pseudo-symbol followed
by the uncompressed symbol. Then the compressor is codéngythbols in the input data stream
plus the “stop” pseudo-symbol and consequently the entfampthe compressed data stream to be
introduced into eq.4.17) is changed by a factoygtc}p

Pstop 14100, (1+ ¢stop)
+ Pstop H(1+ ¢stop)

_ ¢stop
1+ ¢stop

Nstop = log 7 (3.10)
where ¢siop = Nsymb/Nsamples Nsymb iS the number of different symbols in the packefamplesthe
number of samples stored in the packet &h@¢omes from eq.4.17). Note that forgsip — O,
r,gt(}p—> 1. In general for smalpsiop the addition of stopping symbols increases the entropyigad
to Nstop < 1, but whengsop is sufficiently large the compressed data chunk is diluted large
number of repeated symbols, reducing the entropy of thesigmd giving)siop > 1. However the
potential gain irC/" is compensated by the need to add uncompressed symbblss ¢bde is the
number of bits needed to store the information used to deasyenbol, and_pc is the length of
the packet, then from the condition

NsampleNbits

C;I'h + Nsymbl\lbits,code < Lka;

and fromLi, = NsampleNbits, assuming the optimal cadey: = Lpck the dumping factor for the
compression efficiency is derived

1

N Nbi N
symb Mc;rh ) (3.11)

flstore = Nsamples Nbits
In general, for a stationary signbikymp < NsamplesSO thatnsioreiS @ second order correction which
will be neglected in the remaining of the text, but it becornngsortant in the case of non-stationary
signals for whichNsymb =~ Nsamples Which could occur in case of fast drifts.

Two non-idealities very complicated to be analyzed are ifierdnce between the expected
entropy and the sampling entropy, and the compressoranditie theoretical estimates of entropy
and hence of the expected compression rate, gives the erpectropy calculated on an ideally
infinite number of realizations of samples. This means thaheery infrequent symbols for the
samples are considered by theory. But the compressor stdexs hundreds of samples for each
packet leading to a truncated distribution of samples andeguently to a sampled entropy which
in general is smaller than both the theoretical expectadioth the entropy measured on a long
data stream. In theory &(Q) is the cumulative PDF for the distribution of samples, an@ is
bounded betwee®ins andQsyp it would be sufficient to rescale thigy by 1/(G(Qsup) — G(Qinf))
and redefine accordingly the sum in the definition of the Sbarentropy. As an example, in the
case of a simple normal distribution cutting the distribatirespectively at 1, 2, 3 ando4will
reduce the entropy as predicted from €249 respectively by a factonc, = 0.79, 0.89, 0.95
and 0.98. However, the difference between theoreticabpwytror even the entropy measured on
long data streams, and the sampling entropy measured ohpsteikets could be changed by the
presence of correlations in the signals on scales longarttigatypical time scale of a packet. The
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compressor inertia instead arises from the fact that thepoessor takes some time to optimize its
coding scheme, leading to a further loss in compressioniegifiy.

The effect of all of these non idealities are too complicatele introduced in the theoretical
model, so that the tuning of REBA parameters based on thedtiezl models has to be refined
by numerical optimisation. Numerical optimisation allot@shandle difficult cases in which the
hypothesis of the theoretical model fails, it allows expemtation with artificial perturbations
introduced in the signal and it includes higher order effascich as the packet-by-packet variability
of C;. In addition numerical simulations must be used to verify tiptimized parameters before
uploading them to the instrument.

With these aims the Onboard Computing Analy€iSA) software was developed, composed
of a scanner, able to run the same test on different combimatf REBA parameters; an analyzer,
able to automatically extract relevant statistics on eash; tan optimizer, able to apply different
policies defining when a combination of parameters is odtonaot selecting the best combina-
tions; a report generator, used to generate automatedsepggrart from REBA optimization the
development of th@cA libraries has been driven by the need to have a flexible emviemt for
testing ground segment operations as explained3h [Hence,0CA is able to read, decode, and
process small amounts of raw data coming from the Planclgtientific pipeline from packets to
complete timelines.

At the core of the part of theCA software dedicated to the REBA optimization there &a
kernel, QCA2K) which processes the input data for each combination of RE&Ameters perform-
ing: i. on-board mixing and quantization by using the regbathm; ii. on-board compression by
using the on-board algorithm; iii. on ground decompressiot reconstruction.

It has to be noted thatCA2K uses the same@ code for compression operated on-board. So it
does not emulate the compressor but uses the real comprigsaddition the validation of proper
emulation of the on-board and on-ground processing hasjiresided by using data generated in
the framework of the validation of Level-1. of the Planckl/lIFPC [13]. In that way we demon-
strated thaOCA2K processes the data in the same manner as the real procesaing c

The input ofdCA andOCA2K are short data streams of raw data downloaded from the mstru
just before on-board averaging or just after it (see fig®relepending on whethdX,er has to
be optimized or not. In outpulCA2K provides packet-by-packet measure<Cpfand its related
guantities such as the estimated packet entropy, or theumeghsompression efficienaypcazk It
provides also sample-by-sample estimates of criticalrpaters agq, and Zack.

Despite0CA2K is written in C++, it remains a heavy, offline tool, which can not be directly
used for a crude exhaustive real-time optimization. Thikésreason for which analytical methods
have been developed. On the contra@A has the ability to use the analytical models to focus on
the relevant region of parameters space.

0cA allows the determination of the optimum parameters acogrth different optimization
strategies and constraints. This is important given thiergifit ways in which REBA parameters
are optimized during ground tests and in flight. During gibtesting the usual procedure has been
to stabilize the instrument and its environment, calibtate DAE and then to acquire chunks of
about 15 minutes of averaged data to be analyzedCiayto optimize the REBA parameter2().
After setting the REBA parameters another session of 15 tesnof acquisition, this time with the
nominal processing described in figutds executed as a cross-check. In flight the procedure will
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be to acquire continuously data by using the nominal pracgsShort chunks of unprocessed data
will be daily acquired in turn from each detector. The congaar of unprocessed with processed
data will allow to monitor of the processing error. In adalitithe REBA tuning might be repeated
daily on the chunk of unprocessed data in order to test whetirae REBA parameters on-board
the satellite should be changed or not.

0CA could be used as a stand-alone application, but differéetfates fol0CA to other pack-
ages have been created for different applications. Forngr@@gment testingCA provided an
IDL andC++ library used in a stand-alone program. The same occurretthéoPlanck/LFI simu-
lation pipeline where parts of tH&CA2K simulating on-board preprocessing and ground process-
ing, (excluding compression and decompression) have Inetrdied in the Planck/LFI simulation
pipeline. For the REBA optimization during the ground te8t& has been used within tHeFE
framework R1]. For routine operations in flightCA has been included in ttREGASO [21] software
tool designed to monitor the instrument health and perfocea at the Planck/LFI DPC.

3.5 The OCA2 optimization algorithm

As a premise to REBA processing optimization, a valueNgkr, aCTgt and a function of merik

appropriate to the case under analysis have to be fixed. Aaiegd, in generaNaer is already
fixed by other considerations than REBA processing optititima A slightly higher than needed

Tgt is taken in order to allow some margin. While thgg is considered a sufficient function of
merit, but more complex functions, such as those in the faofifunctions presented in ed3.Q)
are used as well.

To allow optimization, a data chunk long enough to allow teaeration of about a hundred
compressed packets is acquired for each radiometer. Irrajetiee data chunk is on-board pro-
cessed by allowing just coadding for the the giwger. For that chunk relevant statistics such as
Tsky Tloads Osky, Oioads Osky,loads ATsky, ATioad are measured and from themandR, are evaluated.

The analytical optimization is performed in order to i) detae in an approximate way the
region ofry, ro where the function of merit could have a peak; ii) to grid tegionry, r, (typically
by regular sampling); iii) to determine for each point in tlegion the function of merix (rq,r2)
and (rP"™ r9P"™ as well as the(ry,rz) for which x(r1,r2) has its absolute maximum; iv) and
flnally for the previously determinett "™, r3*"™) to determine ther°Ptim — ¢(r2P'™ r9P™) and
the o i = Gopt(r57 . r5P"™). - After that max| 22, (5™, r3™™)]) i.e. the maximum value of
| Zacki(t)| among theZ,¢ values determined on the data chunck doe 1 (see eq.4.60) is

measured. From mé&x22,|) qg‘pﬁm is corrected for saturation if needed. In fact, if nla®’l,|) <

(1 yﬁ)qghpnm the analytical optimization returru%‘ptim as the best estimate gbtherwise it forces
qOptlm max(|22,)/(L— F). In the latter casaghptim is said to besaturation-limitedand of

course in that case it is expected to h®/e> c'e

After the analytical optimization th Opnm has to be numerically refined in order to take into

account the non-idealities of the compressoqggﬁm is not saturation-limited the8CA2K is oper-

ated to determine, by a polynomial search, the hggtallowing C, = C/% for givenrP"™, r5Pi™,

and 0°P™_ |n general the search is performed €pin the range mag{.22, (ro*™™ rP"™)}) /(1 —
) and Z]Opnm If qoptim is saturation-limited the numerical procedure could be ningiple

Tgt

skipped. However non-idealities could cawge< C;®" even in this case and to check for this a
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single run of the numerical optimization is performed foe #elected parameters.Gf > C'%the
procedure is concluded, otherwise the polynomial searahpfied.

When gope have been numerically refined the numerical coderf8f™, rgP'™™, goptim ang
qg‘pﬁm is runned once again to asses the processing error and tbgrhim of the packet-by-packet
compression rates.

The typical time to perform the optimization samplirg,r,) with a grid of 25x 25 samples
and a TOI of about 15 minutes of data, is about 20 sec, so thatgtimization of the whole set of
44 detectors takes less than 15 minutes including the cadshier data 10.

4 Results

As an examplification the results of REBA calibration andimjation in the framework of the
Planck/LFI ground tests are presented here. At first a steglds analyzed to compare the analyt-
ical and the numerical optimization. After that the resolt¢éhe calibration for the whole set of 44
detectors are presented for a real case.

The results of analytical v.z. numerical optimisation anenpared by using real Planck/LFI
data acquired during the RAA tests of the instrument peréatrat Thales Alenia Space (ltaly),
during the summer of 2006. Figul®a shows 12 min of data witNa.er = 52, equivalent to about
56715 samples, while tabBa gives the relevant statistics for the TOI. During the testihstrument
and its environment were stable, no strong drifts are ptéséne data. A clear correlation between
sky and reference-load is evident in the plot explainingghe= 1 and the factor of six reduction
of the RMS when passing from undifferentiated to differatetdl data. Also the separation between
sky and reference-load is not large being just1&o0 after mixing the distributions fa#?; and
2, will stay well separated, witi\gisyy| > 100, wherjr, —r1| 2 0.2. In this case it is reasonable to
expect that both the low-accuracy and high-accuracy methméstimate analytically the entropy
will give comparable results. Indeed, both models to otéihe REBA parameters faf9' =24
give the same results as shown in the second column of 2atded table2c.

To test the goodness of the AQGA2K was run imposing) = 1 and taking the same values of
r1,r2 used for the AO. The predicted entropy of the processed g &mpared in figur&Ob. There
the relative difference between the entropy measured all the TOI and the entropy computed
analytically by using both methods is reported. Patcheséefitervals of accuracy in steps of
0.5% up to 3%. Both methods to estimate the entropy are goodcpoezsiof the measured entropy,
apart from the region marked with the white boxes where thedocuracy method overestimated
the entropy.

In a similar manner in figur&Oc the measure@, and the predicted value from the high accu-
racy model are compared. Again the model is able to reproditbén 20% or better the measured
C;. As discussed before the differences can be ascribed ntaitiye difference between the sam-
pling entropy and the expected entropg])[and the not-ideal behavior of the compress@i)([In
general the effect of the sampling entropy would result iighdrC, than expected while non ide-
alities in a lowelC;. Different ways can be used to calibrate these effects, emtbeir interplay
with the statistic of the signal is complicated and it is prable to use OCA2K to fine tune the
REBA parameters optimized by analytical mean, given thageineral the corrections required to
properly tune with respect to the analytical predictgpare at most of about a factor of two.
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the most sophisticated analytical model presented in Apipehis able to predict th€, for q= 1. Contour
lines are for accuracies of 5%, 10%, 15%, 20%, 25%, and 30%mné&d: compareSy;; for the analytical

Figure 10. Example of signal for the detector 2300 acquired duringéises and its optimization. Frame a:

are the sky and reference-load akifl samples in analog—to—digital units (ADU). The differetesignal

has been shifted up, having null mean. Relevant statisteesegorted in tabl@a. Frame b: represents the
accuracy by which the analytical model is able to predicthigopy measured on the quantized signal as a

boxes denote the regions where an accuracy worst than 3%amet by the simplest analytical model.
Outside these regions the two models are completelly elguitza=rame c: represents the accuracy by which

model withT 4 computed for the numerical model. Colours arelfg# analytical equal to 0.1, 0.2, 0.3,
0.4, 0.7, and 0.9 while contours are for the same valudg@fnumerical. The black hexagon identifies
the regions for the peaks b analytical, the crosses for the peakd gf numerical. Frame e: the same
as of Frame d, but foFsxy. Frame f: in black on the left, the histogram@fobtained on the 111 packets
produced by the compression procedure with the optimizeahpeters of tabl@b. The figure gives also the
5% and 95% percentiles (p05 and p95) and the mean, and in r@asssign fit of the histogram. In addition
the figure shows in red at the right tBeexpected from the entropy directly measured on each paahet,
the theoretical compression rate expected from the thigzatenodel (CrTh) and from the entropy measured

on the whole quantized TOI.
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Table 2. Table for the optimization example illustrated in figldi@ Subtable A) reports sky and reference-
load statistics together with their correlation, and thewdel r andR,. Subtable B) reports the optimized
REBA parameters, obtained respectivelly with the anadytpproximation, and subsequently with a nu-
merical scan of the parameter space. The processing istatise reported in the Subtable C) where the
processing errors and ti@& expected from the analytical model are compared with thearioal results.
The third column of the subtable gives the theoretical etgilns after replacing obtained from theory
with g obtained by numerical means.

A) TOI Statistics

sky reference-load Combined
Mean [ADU] 12041.29 12313.63
RMS [ADU] 9.72 10.06
Slope [ADU/sec] 0.026 0.027
Psl 0.9988
r 0.9779
Ro 0.9659
RMS(AT) [ADU] 1.45

B) Optimized Parameters
Analytical Numerical

ri 1.25 1.25

r2 0.83 0.83
785.41 784.39

q 0.203 0.317

C) Processing Statistics
Analytical with

Analytical Numerical Numerical q

Npck 97 111 -
Agistr 479.1 478.9 -
o1 [ADU] 3.291 3.292 -
0, [ADU] 1.885 1.884 -
Eq.dift [ADU] 0.043 0.067 0.068
Eq.sky [ADU] 0.211 0.330 0.329
Eqload [ADU] 0.199 0.310 0.311
(0/Q)eft 9.7 6.2 6.2
max(| Lack|) 0.388 0.228 0.248
Hrot bits 6.667 6.023 6.021
MeanH bits - 5.489 -
Mean Nocazk - 0.828 —
Min C, - 2.286 -
5% C, - 2.333 -
Median C, - 2.413 -
Mean C, 2.4 2.414 2.657
95% C, - 2.469 -
Max C, - 2.510 -
RMS C, - 0.045 -
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The numerically refined optimal parameters are reportelddrtitird column of tabl@c, as it is
evident the only variation is just fay, the reason is explained by the contour plots in figiie and
figure 10e which compares the predicted analytiCak andl sk with the I'gir and [ sxy obtained
for the numerically refined parameters. Very good agreerizeabtained in the location of the
peaks which determines the optimral ro and in turn the/. For completeness the last column
of table 2d reports the theoretically estimate@ack, £qiff, Eqsky aNd Eqload after replacing the
analytical optimal with the numerical one. The very good agreement betweerh#wyt and the
experiment is evident.

As expected the quantization error for the differentiataethds smaller by about a factor of four
than the error for sky or reference-load and anyway the @ilbbe a fraction of ADU, but larger
or comparable to the quantization error introduced by theCAddnverter, which foNgyer= 52 is
equivalent to~ 0.04 ADU.

Eq. (2.29 expresses the processing error for an univariate norretltaition as a function of
the o /q ratio, but from sectior2.5it is evident that in the present case thgq ratio is not a good
measure of the processing error. At the opposite, it is ptessd define an effectiver/q ratio in

terms of the processing error as
o Odiff
— =— (4.2)
( q ) eff vV 12€qgiff

which expresses the number of independent quantizatiaislevhich could be accommodated
within 1o. So this ratio gives an idea of how well the histogram of thiedéntiated data is sampled
assuming it could be represented by an univariate normalligon.” A proper sampling would
assure at leasto/q)err > 2 which is the case for this work as it is evident from taBtehaving
(0/0Q)ett > 6.

Before concluding this comparison it is worth commenting way in which the experimental
C; is reported in tabl@c. This is best done by looking at figut€f where the histogram for the;
of the 111 packets produced in the test is shown. Given tleeGris a random variable, varying
from packet to packet we take the 5% and 95% percentilessasgabat in less than 5% th&
will be respectively smaller or larger than the quo&das well as the mean and the median (not
guoted in the figure) of the measur&d In this case it is evident that the targgt 2.4 is achieved
in something less than half of the packets. So it would besbéttintroduce some safety factor as
an example, by requirin@rTgt ~ 2.6 or by requiring the media@; to be 2.4, or better by asking the
5% percentile of th€; distribution to bex 2.4.

Figure 11 is representative of the results of the calibration for a lerset of 44 detectors
obtained during the Planck/LFI CSL test campaign in 200@.[ Data have been collected over
two acquisitions, the first one being used for the calibreitself and the second one to verify
the calibration performances. The environmental set-uptl@ onboard electronics were kept in
a stable state during both acquisitions. During the firstugsitipn, called “calibration run”, the
on-board computer was configured to apply just the downsamgtep to the data but skipping
mixing, requantization and compression. The acquired Hate been ingested in@CA2XK to
generate a list of optimized processing parameters fomat@r = 2.4. Having produced a set of
parameters for the REBA, the second acquisition, the “watifon run”, has been obtained while

"The (0/0)eft could be used to characterize the processing in the casalie ofeg sy andeg joad is ot relevant.
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the instrument was set up to acquire data in nominal comdifiby using the same processing steps
that are going to be used during flight. At the same time data baen also acquired in the raw
format used in the “calibration run”. So for each detectargies of data streams with and without
on-board processing were obtained which have been compacgder to measure the processing
error, following a procedure similar to the one describeflLB).

Figurell compares the medd}, £qsky/ Oskys Eqload/ Oioad: Eq,diff / Tdift , Whereags is the r.m.s.
for the differentiated data. Bars in light colours are fosulkés obtained by processing the data
taken in the calibration run with th@A2 simulator. Bars in dark colours are the results from the
data processed by the instrument in the verification run. oith lcases the same set of optimal
REBA parameters have been used. There is good agreemergédnetiie two runs, despite the
presence of a few systematics. Such differences are dught shanges in the environmental
conditions between the two rufsDifferences in channels belonging to the same radiometer (0
and 01, 10 and 11) are due to the fact that in the warm back entivih channels go through
separate acquisition lines, each of them being charaeteitizy different noise propertied .
Such differences are usually small, e.g. detectors (00a0d)(10, 11) of Feed-Horn #19. In a
few cases however larger differences occurs, e.g. dese(@6r 11) of Feed-Horn #25. Again, the
relative processing errors for sky and reference-load ang similar, and in 95% of the detectors
they are below 0.4 with some extreme deviations such astdesel0 of Feed Horn #25 and 11 of
Feed Horn #26 for whiclgy sky/ Osky = qload/ Tioadz 1. Here the optimadiyy is not peculiar with
respect to the values required for the other detectors,diirhal r; andr, are very similar having
Iro —r1] = 0.04 which is the resolution of the search grid in tfrg,r,) space. Such relativelly
“coarse” resolution in the search grid for optiniad,r) was imposed by constraining the need to
optimize the REBA parameters within a few minutes after thaccquisition. The coarseness of
the (r1,rz) grid is also the reason for the apparent coincidence of thennaelues of; andr, for
different frequency channels in tak®e In flight such time constraints will be removed allowing
a multi-step iteration of the optimization procedure angl tise of a thinner grid. However, even
in those extreme cases, the correlation between sky amémnefload processing errors leads to a
much smaller error for the differentiated data, in all cabesfinal processing error is always less
than 38% of the instrumental white noise. By scaling those numbethe calibrated sensitivity
per sample and per detector, the calibrated processing &g was derived. It is reported in
units of uK per sample and per detector in line 10 of taBleOn averagé\T, is below the 3uK
level taken as a threshold for systematit4] apart the detector 01 of the Feed-Horn #24 for which
ATy~ 3.2 uK.

The values for the optimal REBA parameters are mainly detexdhby the frequency of the
radiometric channel with some dispersion from detectordi@ctor. Table8 gives representative
median values fory, r,, g = 1/S; from the CSL tests as well as for the quantities in figliteand
the resulting data rate? is omitted since it is the most variable parameter and it basgnificative
impact ongg andC;. Table3 reports also the number of detectors for each frequencynehatine
Naver Values which are kept constant, the compressed data rateefgator, per frequency channel
and for the instrument as a whole. Quantities are reportdaeifiormx+ dx wheredx represents

8In the CSL tests the satellite has been kept within a largegemic vacuum chamber which was not as stable as the
L2 environment is.
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Figure 11. Results for a typical session of REBA parameters tuningnduhe CSL test campaign. From
top to bottom the figure reports for each detector the nt@asg sky/ Osky, £g,load/ Oioad: Eq,diff / Oditt Where
agirr 1S the r.m.s. of the differentiated data. The red line in lgaokind of the top frame denotes the target

Tt — 2.4, Values are represented by bars. Light-bars are the sdsoith the calibration phase, where raw
data from the instrument are processedBy2. Dark-bars are results from the verification phase, where
processing is performed on-board. The second frame frongihegs an example for detector 00 of Feed-
Horn #19. Feed-horns are numbered according to the intBtaatk/LFI convetion assigning at Planck/LFI
the Feed-Horns numbers from #18 to #28. Detectors belongitige same Feed-Horn are grouped together
as shown in the third frame from top.
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Table 3. Representative REBA Parameters, the measOreohd relative processing errors from the CSL
tests for Planck/LFI. Detectors are grouped by frequenannhl, for each quantity the table reports its
group median and group standard deviathoras a measure of the group internal dispersdxmust be not
considered as an error.

Frequency Channel
30 GHz 44 GHz 70 GHz
Detectors 8 12 24
Naver 126 88 53
ry 1.042+0.032 1042+ 0.024 1042+ 0.012
ro 0.917+0.065 0917+ 0.025 0958+ 0.020
g [ADU] 0.297+0.034 0198+ 0.044 0279+ 0.048
(o 2.400+0.024 2440+0.019 2380+ 0.023
(&g/0) sky 0.420+0.278 0269+ 0.184 Q177+0.063
(£9/9)10ad 0.432+0.267 0271+0.183 Q0178+0.063
(&9/0) 4its 0.0341+0.0016 00369+ 0.0010 00351+0.0010
ATq [LK] 1.759+0.148 2412+ 0.356 1905+ 0.287
Data Rate per Detector [bits/sec] 494 4.1 6408+ 4.7 11082+9.8
Data Rate per Frequency Channel 341 76899 266003
[bits/sec]
Total Data Rate [bits/sec] 37932

the standard deviation taken as a measure of the intern@érdisn ofx within the given subset of
detectors. Of course this number must not be interpreted asrar and it must not be propagated.

The total data-rate in tablgis just 7% higher than the target data-rate 35.5 bits/se@irAg
this departure is mainly due to the limited resolution in $earch grid as well as small changes in
the environmental conditions between the two runs. In otaleope with this problem it is likely
that during operations a safef% =25 target will be set in place of the nominal 2.4.

Finally it is worth to consider the gain in the accuracy of REBA optimization obtained
by the complex procedure described in sectBwith respect to the fairly simple scheme used
in the earlier RAA test campaigri}]. During the RAA tests a simplified algorithm had been
applied based on the fact that putting=r the processing error for the differentiated data reduces
to eq. .59 which is independent af; andr,. Hence, the only free parameters wherand
ro #r. The optimization was performed by imposi@g= 2.4 and selecting those parameters for
which &qsky = Eqload * Eqdiff- EVen in this case the requir€ = 2.4 was achieved bu gitr / Ogitr
was betweer0.08,0.14], when compared to the currefifqir /ogir < 0.038 it is evident how this
procedure represents a substantial improvement. In pktitFl has as a target of keeping all of
the instrumental systematics and non gaussian noises iliffagentiated data below 10% of the
instrumental white noiselp]. The optimization scheme described here allows the réguof the
processing error on the differentiated data by a factor wf fushing it below this ambitious target.
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5 Theimpact of the on-board processing noise on the Planckigntific performances

A detailed analysis of the effect of on-board plus on-gropratessing on the final scientific prod-
ucts of Planck is beyond the scope of this paper. The sulgesitniply too complex to be analyzed
here, and the analysis has to be specialized to take intauateach specific kind of product ob-
tained from the Planck data i.e.: calibrated time linegjdency maps, component maps, angular
power spectra for those maps and cosmological parametegdeding in this discussion the role
of ry andr; it is enough to say that for most of these products the effepracessing could be
reduced to the effect of processing on the signal spectcairdposition in the time or in the spatial
domain. Without to enter in to too many details, some comatitn could be derived from the
analysis reported ir3] and from a forthcoming work in progres$1].

In the extent in which the processing error for differemtthidata is small when compared
to the fluctuations in the signal, the noise model for the tjmation error could be applied to
derive the level of degradation in the noise properties @fitistrument. In the Planck/LFI case, for
differentiated datdeq gir /Own) < 0.1 by using eq. (7) of3] the final instrumental performances
will be degraded approximately by a factgfl -+ (&qdirt /Own)? < 1.01. This immediately applies
to the amplitudes of the spectral decomposition of the sighice processing acts as stationary
white noise it will increase by less than 1% the power exceseduced by the white noise. On
the other hand the effect on the phases will be similar to tmleen scrabling over thé, 27
interval, but even in this case the effect of quantizatioll ke to increase by few percent the
effect of the instrumental white noise. It is immediatelyspible to extend these results to the
Planck/LFI calibration which will be based on measurentshef amplitude of the cosmological
dipole, to understand how, when compared to the white ndisetethe calibration accuracy will
be worsened by less than 1% by the processing noise.

The case of the Planck/LFI sensitivity to primordial nonigsianities is more complex. 18][
the level of perturbation to the measurements of primondaa-gaussianities introduced by the
guantization were compared to the level of perturbatiorodhiced by the residuals astrophysical
foregrounds concluding that they are very small. Howewels ivorth analyzing the effect of
processing on non-gaussianities even assuming an ideatlggp separation of the foregrounds.
To the extent that the quantizer has null expectation, rkdiveess and in general null central
moments of odd order, no effect is expected on tests of pdiabnon-gaussianity which are just
sensitive to central moments of odd orders. Of course a syrimalequantizer will alter the central
moments of even order, such as the kurtosis. To estimateffeist it is sufficient to compare the
distribution of the processing noise from a uniform quaettiwith the case of normal white noise
while taking the average ové repeated measures. In the white noise case the central noaien
even order argl, = Cy(n)a"/N™2, with Cy4(n) = n!/(2"2(n/2)!1)a". In the case of the quantizer
fin(N,q) = C(N,n)(q/v/12)"/N"2, whatever the form o€(N,n) is the Central Limit Theorem
assures that for any

I\Illm é(Na n) = Cg(n) ’

but givenN is finite, a bias in the estimator for each moment of onderill appear. Expanding

C(N,n) about N up to the leading term

C(N,n) ~ Cy(n) <1+ %) ,
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whereA, is a serie of coefficients havingn| < 1 whose first three elements akg= 0, As = —2/5,

As = —6/5, Ag = —12/7. Since for Planck/LFN ~ 60 the bias in the expectation of higher order
moments will be very small. In addition, siné¢is a characteristic parameter of a mission, any
bias due to processing in the estimators of central momenis de predicted and removed.

In closing these considerations it is worth noting that ftamek/LFI the most important lim-
itation to apply an hard requantization of data comes froenntbed to limit the effect on the total
power data rather than on the differential data. Firstha# o be noted that the cancellation effect
of quantizzation errors on sky and reference-load from Wwhig. .57) is derived, applies only to
the (P, P») space of mixed data to the extent in whigho; < v/12/3 for anyi = 1, 2. Another limit
in the maximum amount of processing noise which could bedhiced in total power arises when
it is taken in consideration the fact that measurementstai pmwer on the reference-load signal
have the potential to be a valuable tool as a source of didigaad instrumental systematics. An
example is given by the study of thermal effects induced leyitistability of the reference-load
which could be detected by cross-correlatifighg With measurements of temperatures acquired
by thermometers located in the Planck focal plane, whiclitdinine quantization ofjoaq to be

Eqload/ Oioad < 1/2 [11].

6 Final remarks and conclusions

As for many past, present and future scientific space missite ESA Planck mission has a
limited bandwidth to download the scientific data producgddtwo instruments. The allocatable
bandwidth for the Planck/LFI is about 2.4 times lower thaa thw data flow produced by the 44
detectors comprising the instrument, which is made of aayasf 22 pseudo-correlation receivers,
each one comparing the signal received from the sky withexeate signal. To fit the allocated
bandwidth, data have to be preprocessed on-board andlessémpressed prior to transfer to the
ground, where each step of the on-board preprocessing hmsreversed to recover the original
information. Since not all of these steps are completelgnsble, a overall reduction of the quality
of the data occurs, which has to be quantified and reduced &s asopossible, in order not to
degrade the instrument performace.

This paper has presented a detailed discussion of the ad-pbss on-ground processing for
Planck/LFI and of its free parameters which can be adjustedder to fit the compressed data-rate
to the allowed bandwidth. In addition, this paper has prieska model to quantify the level of
distortion in the scientific data as a function of the freeapagters for the on-board processing
and as a function of the attainable compression rate. Att@spaper has reported on the way
these parameters are optimized to cope with the requiredvWddth while limiting the processing
distortion.

Three new results about the way in which the output of a pseod®lation receiver could be
handled are presented. First, a new algorithm: mixing ¥e#id by requantization and interlacing
to prepare the data stream for compression, limiting at #meestime the amount of processing
distortion is introduced. This method is effective, sincestrof the time variations in the sky and
reference-load data streams are correlated. Mixing rediheceffective variance of the signal to be
compressed, therefore relaxing the need for requantihieglata. At the same time the processing
errors in the mixed data are correlated, so that on-groundxiteg introduces cancellation effects
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which reduce the re-quantization error in the differemstiasignal. Second, a model which quanti-
fies the level of distortion in the scientific data as a funcid the free parameters of the on-board
processing and as a function of the attainable compresaterisrgiven. Third, it presents a general
procedure to search for optimized processing parameteichvilas to cope with the proper use
of the allocated bandwidth, requiring a nominal compressaxtor of 2.4, which has to limit as
much as possible the processing distortion, and has to bgivas that both in the pre-launch tests
campaign and in flight only a short time could be allocatecbfatimization.

The optimization procedure is based on a combination of tfadytical model and of a soft-
ware simulator, all integrated into a single applicativegsam called)CA2 which takes as input an
uncompressed Planck/LF| data stream applying to it the evbiotboard and on-ground processing
to measure the processing distortion and the data-ratetwith@pproaches complement each other:
the analytical model is very fast and could be used to ramdlgct regions of interesting combi-
nations of parameters; the simulator is able to handle gondiwhich hardly can be analytically
modelled and is used to refine the parameters identified bgrthlytical model. The input data for
0CA2 can be provided indifferently by the Planck/LFI flight siratdr [7] or from specific acquisi-
tion sessions performed during the test campaign or in flightide selection of combinations of
processing parameters and optimization criteria can bemgby this code. In practice this work
shows that the analytical model is refined enough to allowlaftimization of all of the process-
ing parameters apart from the on-board re-quantizatign gtevhich has to be tuned numerically,
in order to account for a number of non-idealities in the @atd in the compressor, part of which
have been discussed in the paper. However, it is interegtigge that in no cases the difference
between the analytical and the numerical model in the opé&dy is larger than a factor two.

The last part of this work reports the performances of th@xapéd on-board algorithm in the
framework of the pre-launch tests required for instrumardlification. In that case it has been
demonstrated that the 2.4 compression factor required ¢oatp Planck/LFI could be attained
introducing a modest quantization noise equivalent to &38unprocessed signal rms, which is
equivalent to an increment in the final instrumental noiskess than 1%. In particular processing
is not harmful to the scientific exploitation of Planck/LFdtd such as as an example in the study
of primordial non-gaussianities.

In conclusion it is worth noting that the application of nmgifollowed by requantization is of
general use and could be extended outside the case of thekRIEhsince it could be used in any
situation in which data alternatively taken from a signalrse and a reference source are sent to a
remote station.
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A Approximation of the bivariate entropy

This section presents the approximation of the entropy iangerlaced bivariate distribution for
the two limiting cases of a uniform distribution or a normadtdbution.

The case of two uniform distributions. This case is analyzed by defining the intervals where the
distributions are not null &, < Q1 < QyrandQy < Q2 < Qo , and their widthdN; = Q1 — Qy,

Nz = Qar — Qz, their centersQy = (Qu) + Qur)/2, Q2 = (Qz2) + Q2r)/2. Without any loss of
generality alsd\; < N, is assumed. The entropy is a linear functionif= |Q2 — Q1| bounded
between the lower limit

1 N1 N /1 1 1 1
Hoin==(1—-—|H,——=(—+—]lo — 4 — 1 Al
min 2( N2> 2 2<N1+N2> 92<N1+N2>+ ’ A1
occurring the case the two distributions are completelylapped, and the upper limit
He =109, N1 4109, N2 + 1, (A.2)

for the case of complete separation of the two distributi@wthat

|A] < %, Hmin
_ 2|A]—No+N
H= —N22N1 <Al < —N2-2_N1, (Ho — Hmin)HT?l +Hmin - (A.3)
N2-5N1 < |A|, Ho

The case of two normal distributions. Without any loss of generality, it is possible to reduce to
the case of two sources of normal-distributed interlacgdasds having respectively variances equal
to 1 ando? > 1, and quantized with a quantization stpg 1.

An approximation foH (Agistr, 0, 0) can not be derived analytically, but in a manner similar
to the case of the uniform distribution the entropy is bouhdetween a lower limitH i, and an
upper limitH, while varyingQgisy- Figure12a shows how the entropy varies as functiom\gf,
for three different values af. In addition bottH, H., andHm, are proportional te-log, g so that
their differences does not depend @nFor this reason it is convenient to define thermalized

Entropy
H — Heo

- Hmin —He, ’
which is just a function of\gisyr and o as shown in figurd 2b (as full lines) for three values @f.
Havingh, H — Hs, andq

h (A.4)

H = He — 109,09+ (He — Hmin)h, (A.5)

note that there is no need to estimikgi,, and thatH,, could be readily estimated from ed\.6)
by puttingos = 1, 0 = 02/ 031, and expressing in units of ;.

The difference(H. — Hmin) < 1 bit is always positive and just function of. It is null in the
limit 0 — +o0 as shown in figured2c. The figure displays with a dotted line an approximation
obtained numerically for ¥ g, < 4000 for which

5
He — Hmin = exp [ Z An(log UZ)n +AO ) (A-G)
n=1
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Figure 12. Frame a: entropy variation for a couple of normally disitéd signals as a function dfs;

for three values ob. The reference entropy 4. Frame b: normalized entropy for a couple of normally
distributed signals as a function Afjsiy for three values ob. Full lines: numerical integration. Frame c:
normalized entropy differendé, — Hmin as a function ot for a couple of normally distributed signals. Full
lines: numerical integration. Dots: approximated formiieame d: thes, parameter as a function of for

a couple of normally distributed signals. Full lines: nuioarintegration. Dots: approximated formula.

with Ag = 1.0893x 102, A; = —8.3819x 102, A, = —2.3699x 101, A3 = 4.8141x 102,
Ay = —5.1620x 1073, As = 2.1425x 10~ within an accuracy of-1.1%.
Forh a numerical approximation at a level oftel % accuracy is

h~e 27 (A.7)

Here g, is just a function ofg, and it is bounded between25558< g, < 0.30797 with an~
21% variation, as shown in figuE2d. An upper limit forh is derived by puttingo, = 0.30797
which overestimae the entropy of at mégtH., — Hmin)0.16 < 0.16. Howeverg, is a function of
(Ho — Hmin) allowing to derive numerically

0. = /6.8497x 10-2 1 2.5965x 10-2(He, — Hiin) + & (A.8)

with || < 2x 1072,

—42 —



With this approximation the typical accuracy in estimatitds better than @1 0.03 bits and the
optimalq for a givenHg: can be derived from

1095 Gopt = (Hmin — Hoo )N+ Hoo — Hygt, (A.9)

within a relative numerical accuracy of about 3%.
In short, the algorithm of optimization for givem, ro, q, 01, 02, Ty, To is: i.) computegd,
Adistr, 11.) computed,, h, He, He — Hmin, iii.) computedopt.

B ADC quantization

Throughout this work it is assumed that the ADC quantizaisomot relevant. However, it is worth
to briefly recall its impact, in particular looking at the ctitions at which the ADC noise could be
neglected.

For the Planck/LFI 14 bits ADC, the resolution, or quanimatstep,gapc is given by(Vmax—
Vimin) /214 \olts/ADU, and after averaging bylaver sSamplesiapc is reduced by a factor/3/Nayer.
The effect of the ADC resolution is to add in quadrature a Ga@ussian noise to the signals of
RMS 1/1/12 before averaging and/ {/12N,ye; after averaging. In addition the ADC itself adds
a random read-out noise ofpc ADU which after averaging is reduced tpc/v/Naver When
combined these two noises define the readout noise whose BRW& i= \/1/12+ oapc before

averaging an@yon = 1/1/12+ oapc/+/Naver after averaging
When a signal of RMS is input to the DAE a gainG, is applied and then the measured

RMS is
0 =/02,+G20¢, (B.1)

depending on the ratioy,,/Goy. The measured RMS will be dominated by the ADC noise or
by the signal RMS. Signals whose RMS is comparable to theoeadoise are defined as weak
signals. Of course in the case of weak signals the read-as¢ m®no more negligible when, as
an example, th@yp has to be measured in order to estimateTyg The same is true when the
variation of the RMS of the signal tacking in account of vioias of G has to be estimate@().

In addition, given the 1/12 factor in front of the varianceliwed by the ADC contribution, the
read-out noise could be dominated by the ADC noise whgix > 0.3. As a practical example if
oapc ~ 0.5 andaog = 1 thenadygn ~ 0.57 and the bias in estimating, will be ~ 15%.

C DAE tuning

In an ideal scheme of operations, the various stages of alegrmstrument such as Planck/LFlI
would have to be calibrated sequentially, so that the it of the REBA parameters would
be the last step of the calibration procedu26][and would have no effect on the previous stages
of calibration. Practical experience has shown that thee éase in which the tuning of the ac-
quisition electronics has consequences on the subseauning of the REBA parameters. Indeed,
the hypothesis at the root of the whole compression schethatishe noise variance of the input
signal is large. This is in general true but this hypothesida fail if the variance of the signal after
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ADC quantization, on-board coadding and mixing becomessinall. In that case the signal will
be over compressed wi@ > CrTgt and the squared quantization error will be larger or equti¢o
signal variance. To avoid this case either the DAE d@aisndN,er have to be properly tuned, or a
set of particular combinations of, r, values has to be excluded.

The problem is to ensur@, ando> to be greater than a minimaig typically assumed to be at
least 2 ADU in a suitable range of, r, values. From eq235) it is evident that thes? as a function
of r; defines two identical concave parabolas with a minimumyiga: r, = rpin = askyJoad/algad,

where botho; and o, takes the value

Umin: Gsky\/ 1_p32|7 (Cl)

wherepyg is the correlation coefficient between sky and referenaé-ldNote thabomin = O just as
in the case of a perfect correlation between sky and referad. So a sufficient condition to

asses proper DAE calibration is
Oigt < Osky?/ 1—P52|, (C.2)

which puts a constraint on the minimu&y \/NaverWhich could be accepted. In particular assuming
the quantization and the readout noise are small with reéspebe sky and reference-load RMS,

at first order
Otgt

G
> )
vV Naver GSky,O /1_ p52I

wheredogyy , is the sky RMS withG = 1 and no averaging is applied.

It could happen that in some cases the conditiorB)(can not be full-filled for any reasonable
value ofG andNayer. So aforbidden regionin thery, r> space is defined by the need to hayg <
min(o1,02). This defines a “cross” centered iNt9=r, = rmin = O-sky7|oad/o-|%ad, see figurel3,
with “harms” parallel to the two axis of thg, ro space and having for each harm a width

2
Ar = 2@\/<@> —(1-p2). (C.4)

Oload Osky

(C.3)

During DAE calibration the evolution afr asG/+/Nayer varies can be monitored. In general the
optimization ofr; andr, is performed by scanning a rectangular region in (ther,) space of
limited width, thus an informative parameter to avoid toverg a proper REBA calibration after
DAE calibration is to check the fraction of area of the regafninterest excluded by the DAE
calibration fpag excl. It is not possible of course to write a general formula fdrtlaé possible
cases, but 0p? is small the excluded region has a center ngas r, = 0, while the optimization
region is a square, centered on the origin withyy, <rq,r> < +rjiy, in that case

(4rim — Ar)Ar

(C.5)
a2

fDAE7ech =
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Figure 13. The region of the, r, space excluded by the condition, o> > oigt, red. The width of the two
crossing banddr, is given by eq.C.4). In this casefpag exci = 0.35.
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