
DEPARTMENT OF PHYSICS

PH.D. SCHOOL IN

PHYSICS, ASTROPHYSICS AND APPLIED PHYSICS

CYCLE XXXVII

Time-domain investigation of
acoustically and thermally driven

magnons
Disciplinary Scientific Sector PHYS/03A

Ph.D. Thesis of:
Marta Brioschi

Director of the School: Prof. A. Mennella

Supervisor of the Thesis: Prof. G. Rossi
Co-supervisor of the Thesis: Dr. R. Cucini

A.Y. 2023-2024



Commission of the final examination:

External Referees:
Dr. C. Vozzi & Prof. C. Giannetti

External Members:
Dr. C. Vozzi & Prof. C. Giannetti

Internal Member:
Prof. G. Rossi

Final examination:

16th December 2024
Dipartimento di Fisica, Università degli Studi di Milano, Italy
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Abstract

This thesis is the result of the research programme carried out as Ph.D. student of the
School in Physics, Astrophysics and Applied Physics at Università degli Studi di Milano,
that was performed, since October 2021 at the Istituto Officina dei Materiali of Consiglio
Nazionale delle Ricerche (CNR-IOM) within the Nanoscale Foundries and Fine Analysis
(NFFA) facility.

My experimental activity led to the implementation of a novel experimental setup
within the NFFA-SPRINT laboratory1 in the premises of the FERMI@Elettra facility (Elet-
tra - Sincrotrone Trieste), and to the establishment of new methodologies for the study
of the dynamical properties of matter, including thin films and surfaces.

First, I developed and commissioned an experimental setup for optical Transient
Grating (TG) spectroscopy; subsequently adding to it new time-resolved detection schemes
enabling to perform time-resolved reflectivity and polarimetry, as these were needed to
address the dynamics of magnetization in solids.

The setup exploits the 300-fs laser sources of SPRINT laboratory and the optical
parametric amplifiers (OPAs) at a repetition rate of 100kHz. To address my Ph.D. pro-
gramme, I used this setup to induce out-of-equilibrium transients in bulk or thin-film
samples by shining on them the sub-picosecond laser pulses, then retrieving signals rep-
resentative of acoustical and thermal magnons in metallic thin films.

In a first experiment, acoustically driven spin wave resonance in polycrystalline Ni
thin films was investigated using the TG technique. The focus was on examining how
the acoustic waves generated in the substrate influence and drive the magnetization
dynamics of the Ni thin films via magnetoelastic coupling. Resonances in the magneti-
zation dynamics were observed when the magnonic band dispersion was tuned to cross
the phononic band at a fixed wavevector. I deepened the understanding of the results
by quantitatively comparing with standard ferromagnetic resonance measurements car-
ried out in collaboration with an external group. Here I present the TG-based technique
highlighting its potential and limitations. In a second experiment, the TG approach has
been exploited to drive coherent magnons at a selected wavevector non-relying on the
magnetoelastic coupling but rather on the spatially modulated temperature profile gen-
erated by the TG excitation mechanism itself. The approach was successfully tested on
ferrimagnetic Co78Gd22 alloy. The measured signal depends on laser fluence, suggesting
the potential of heterogeneous excitation from the TG mechanism to induce locally dif-
ferent magnetic behaviours. This measurement campaign was conducted as part of an

1https://www.trieste.nffa.eu
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international collaboration aimed at extending this methodology to the Extreme Ultra
Violet (EUV) range, where magnons with wavelengths as short as a few tens of nanome-
ters can be selectively triggered. Finally, I studied systematically the laser-driven ferro-
magnetic resonance in Fe5GeTe2 employing time-resolved Magneto-Optical Kerr Effect
(tr-MOKE), implemented in the same setup, as a function of both the external magnetic
field and the temperature. Overall my results brought evidences on the dynamical mag-
netic properties of the systems that I studied and also, importantly, demonstrated the
possibility of filling the gap in the study of coherent magnetization dynamics, opening
novel research opportunities in the time domain.
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Introduction

The concept of spin waves, also known as magnons, was introduced in 1930 by the Dutch
physicist Felix Bloch; since then, significant progress has been made in understanding
spin waves and in exploring their potential technological applications. Spin waves re-
main nevertheless an active field of research, with many fundamental questions still
unanswered. Spin waves are excitations of the magnetization that can propagate in the
form of waves; their properties can vary depending on the hosting material and are en-
coded in the spin wave dispersion. Low-energy magnetic excitations do not propagate
undisturbed in a magnetic solid-state sample but interact - in a simplified picture - with
electrons and lattice degrees of freedom across a wide range of timescales, from fem-
toseconds to several nanoseconds. The development of reliable ultrashort laser pulses
marked a significant breakthrough in time-resolved magnetization dynamics studies,
pushing the time resolution into the sub-picosecond range. In recent decades, this has
contributed to understanding how out-of-equilibrium states relax back to equilibrium,
how the injected energy is distributed among the various degrees of freedom, and the
conditions under which they may couple.

In addition to these fundamental open questions, there is increasing interest in ad-
dressing the potential of spin wave excitations for novel energy-efficient magnetic de-
vices. Significant research efforts have focused on finding materials where spin waves
can propagate over long distances, be easily manipulated, and be efficiently generated.
Recently, it has been demonstrated that spin waves are generated at relatively low en-
ergy costs by exploiting the magnetoelastic coupling, opening up a whole new range of
possibilities. Laser-based techniques that allow for the simultaneous excitation of dif-
ferent collective excitations - such as phonons and magnons - at a fixed wavevector are
highly valuable for studying the coherent transfer of energy and momentum between
these excitations and for identifying the critical experimental and sample parameters
that influence this process. Furthermore, achieving selectivity over the wavevector of
magnons, even without relying on the magnetoelastic coupling, is per-se interesting for
example to reconstruct the spin wave dispersion, whose features can help to get insight
into key magnetic parameters such as magnetic anisotropy, saturation magnetization,
and exchange stiffness. These aspects investigated in a time-resolved fashion provide
additional valuable information about the evolution of spin waves over time; for exam-
ple, the damping, phase, and amplitude changes as a function of wavevector and other
external parameters to achieve a consistent picture of the light-driven magnetization dy-
namics.
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x Thesis overview

This is the general framework and motivation in which this thesis is developed.
In particular, some of the aspects mentioned above are addressed using time-resolved
MOKE and Transient Grating Spectroscopy, a time-resolved all-optical technique that
has recently gained popularity in the magnetism community, partly due to novel design
of experimental setups and magneto-sensitive probes spanning from the optical to the
X-ray ranges.

Thesis Overview

The present thesis reports original experimental results on coherent magnetization dy-
namics in metallic thin films. My approach has been to exploit chiefly all-optical pump-
probe spectroscopy and develop the instrumentation and methodology to this scope.
Part I aims at providing the technical and scientific background needed to understand
the performed experiments.

Chapter 1 provides a brief overview of magnetic excitations in solids. After a brief in-
troduction on the magnetic excitations and Larmor precession, we introduce spin waves,
magnetoelastic coupling, and elastically driven excitations with a focus on the case of in-
terest in the framework of this thesis.

In Chapter 2 introduces the experimental time-resolved techniques adopted for my
research activity, in particular time-resolved polarimetry and Transient Grating Spec-
troscopy.

Part II is dedicated to introducing the TG technique as a method to study acoustics,
magnetoacoustics, and magnonics.

Chapter 3 describes the NFFA-SPRINT TG experimental setup. It includes an overview
of the operational modes as well as technical details of the setup.

Chapter 4 presents experimental results on polycrystalline Ni thin films, demonstrat-
ing how the operational modes of the experimental setup can address both acoustic and
magnetoacoustic dynamics in magnetostrictive samples.

Chapter 5 demonstrates how the TG approach can drive coherent magnons at a fixed
wavevector by directly exploiting the spatial temperature profile created by TG exci-
tation, rather than relying on magnetoelastic coupling. Results on Co78Gd22 alloy thin
films highlight the potential of nonhomogeneous excitation. Additionally, results from
an international collaboration, including Fe/Gd multilayers measured at TIMER@FERMI,
validate TG spectroscopy as an effective tool for high-wavevector magnonics.

Part III (Ch. 6) presents original results from a systematic investigation of laser-
driven ferromagnetic resonance in Fe5GeTe2 using time-resolved MOKE, exploring its
behavior as a function of temperature and external magnetic field.



Part I

Scientific and technical
background





CHAPTER 1

Magnetic excitations in solids

Magnetic excitations in solids occur over a wide range of spatial and temporal scales, de-
termined by the underlying magnetic interactions. Fig. 1.1 illustrates the typical spatial
and temporal scales of the main interactions and excitations. This broad range encom-
passes various magnetic effects, from ultrafast angular momentum exchange to GHz-
frequency precession in ferromagnetic materials influenced by magnetic fields and spin
torques. Rapid processes, happening within hundreds of fs, are driven by exchange
interactions, spin-orbit coupling (SOC), and band structure effects. At these ultrafast
timescales, the fundamental nature of magnetism becomes apparent, with different de-
grees of freedom - charge, spin, orbital, and phonon - showing specific temporal behav-
iors while remaining intricately coupled. Describing these ultrafast dynamics requires
the use of quantum mechanics.

Figure 1.1: Spatial and temporal scales of magnetic interactions and phenomena. Adapted from
[1].

3



4 1.1 The Landau-Lifshitz-Gilbert Equation

1.1 The Landau-Lifshitz-Gilbert Equation

For timescales longer than a few ps, the collective motion of magnetic moments can be
described using classical or semiclassical models. In this regime, the dynamics are in-
fluenced by effective magnetic fields, while magnetic moments over regions spanning a
few nm exhibit collective behavior [2, 3]. This collective behavior allows the replacement
of individual atomic spins with an average vector field, known as magnetization. The
magnetization is represented as an axial vector field that varies smoothly in both spatial
and temporal domains; it can be written as M(r, t) = Ms · m(r, t), where Ms is the sat-
uration magnetization, and m(r, t) is the unit magnetization vector. The magnitude of
the magnetization Ms is finite only below the Curie temperature (Tc). In this regime, the
magnetization dynamics is well described by the Landau-Lifshitz-Gilbert (LLG) equa-
tion [2, 4]:

dM

dt
= −γ (M×Heff) +

α

Ms
M× dM

dt
(1.1)

where γ is the gyromagnetic ratio and α > 0 the Gilbert damping parameter.
The first term is the torque exerted on the magnetic moment. The effective field Heff is a
time-dependent vector that takes into account interactions contributing to the energy of
the magnetic system trough

Heff(r, t) = − 1

µ0

δF (r, t)

δM(r, t)
(1.2)

where µ0 the vacuum magnetic permeability and F (r, t) is the total magnetic energy.
Neglecting the dependency on r and t for simplicity, the main contributions to F are

given by [5]:

• The exchange energy describes the interaction between spins in a magnetically or-
dered material and is responsible for the formation of a spontaneous magnetic or-
der below Tc in 3d metals. Its contribution to F can be written as:

Fexc =
A

Ms

[
(∇Mx)

2 + (∇My)
2 + (∇Mz)

2
]

(1.3)

where Ms is the saturation magnetization, A the exchange stiffness and Mx, My ,
Mz the magnetization components.

• The Zeeman energy : This is the usual energy term arising from magnetostatic in-
teraction with an external magnetic field. It is minimized when M is alinged with
the external field Hext.

FZ = −µ0M ·Hext (1.4)

• Magneto-Crystalline Anisotropy: it establishes a preferred axis for M based on the
crystal structure of the material. Fundamentally, it arises from the SOC, which im-
parts a preferred direction to the magnetic moments depending on the anisotropy
of the orbitals. Typically, the free energy density is expressed as

FMCA = −Ku

Ms
(M · û)2 (1.5)

for a magnetization Easy Axis (EA) identified by the unit vector û; Ku is the uni-
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axial MCA constant.

• Shape anisotropy: depending on the geometrical size and shape of the magnetic
samples, it can be relevant to introduce demagnetizing fields Hd [6] describing the
preferred direction of M. The contribution to the free energy can be written as

Fs = −µ0M ·Hd (1.6)

• Dipolar interactions: if M is not spatially uniform (∇ ·M ̸= 0), long-range dipole-
dipole interactions become significant. These interactions decrease in strength at a
rate proportional to the cube of the distance between the dipoles.

• Magnetoelastic coupling: the interaction between the elastic and magnetic degrees
of freedom gives a free energy contribution that can be expressed as [7]

FMEC =
B1

M2
s

∑
i

M2
iiϵii +

B2

M2
s

∑
i

∑
j ̸=i

MiMjϵij (1.7)

where B1 and B2 are the magnetoelastic constants, Mi is the i-th magnetization
vector component, and ϵij are the (time dependent) strain tensor components.

This is just a partial list of the primary interactions likely to be present in the samples
discussed in the following chapters. Depending on the type and complexity of the sam-
ple, other interactions may also need to be considered to describe the magnetization
dynamics accurately.

The second term of Eq. 1.1 is the damping torque and describes the magnetization
damping. The phenomenological Gilbert damping α includes all the complex details of
the irreversible processes that do not conserve the angular momentum - such as eddy
currents, electron, magnon, and phonon scatterings, spin currents, thermal fluctuations,
strains, and crystal defects - that causes the magnetization eventually to align along Heff.

Strictly speaking, Eq. 1.1 applies to a single magnetic moment or to a group of mo-
ments that move together coherently, known as the macrospin limit. However, this equa-
tion can also be used for non-uniform magnetic systems, as long as the magnetic volume
is divided into sufficiently small regions (domains) where the dynamics remain coher-
ent. Moreover, Eq. 1.1 fails in describing the magnetization dynamics on the typical
timescales of exchange interactions. However, on the ps timescale, each spin site has
enough time to sense changes in its neighboring spins and adjust its direction accord-
ingly. In this regime, the dynamics are effectively captured by the macrospin approxi-
mation.
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Figure 1.2: (a) The magnetization vector M (red arrow) rotates around the external magnetic field
Hext (blue arrow) due to the influence of the Larmor torque (∝ M × Hext, fuchsia arrow). As a
result of dissipation, a frictional torque [∝ M × (M ×Hext), orange arrow] causes M to follow a
spiraling path until it eventually aligns with the external field. (b) The dynamics of magnetization
change when a rf oscillating term Hrf (green arrow) is added perpendicular to the static field. The
resulting additional torque (∝ M ×Hrf, light blue arrow) counteracts the frictional torque. After
an initial adjustment period, M precesses along a stable orbit.

1.2 Ferromagnetic resonance

In the case of a static external field Hext, the LLG equation describes well the damped
precession of the magnetization around the Hext that causes the magnetization collapse
onto Hext [6]. If the external field is strong enough so that the Zeeman interaction dom-
inates among the other energy contributions to the effective field, the frequency of the
precession - the so-called Larmor frequency - can be written as ωL = γHext [8–10]. Typ-
ically, for ferromagnetic systems the Larmor precession falls in the radio-frequency (rf)
range.
Ferromagnetic resonance (FMR) can be observed when the external static field Hext is su-
perimposed to a time-dependent rf field Hrf oscillating at ωL and orthogonally to Hext.
The reason why can be easily understood in terms of torques exerted on the magnetiza-
tion, as depicted in Fig 1.2: if the direction and frequency of Hrf meet the requirements
above, the torque exerted by Hrf on M balances the damping torque - i.e. second term of
the LLG equation - enabling the magnetization to precess along a stable orbit character-
ized by a fixed precession angle.
FMR is a powerful technique that allows to measure many important properties of mag-
netic media, from bulk to nanoscale magnetic thin films. For example, it has been used to
measure the Curie temperature [11], total magnetic moment [12] and the magnetization
damping mechanism [13]. Furthermore, FMR can also be used to investigate complex
phenomena such as spin pumping, the spin hall effect, and the inverse spin hall effect
[14–16]. Typically, FMR studies involve the use of a microwave cavity [9]; however, more
recently, it has been demonstrated that FMR can also be triggered by fs laser pulses [17]
or by rf fields generated by acoustic waves [18–20]. These excitation mechanisms will be
discussed more in detail throughout this thesis.
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Figure 1.3: Typical spin wave dispersion diagram. In the micrometer wavelength range (left),
dipolar interactions are predominant. The Damon–Eshbach (in red) and Backward Volume (in
blue) mode dispersions are schematically depicted. Additional modes at intermediate orientation
of k with respect to H are confined to the gray shaded area. In the nanometer wavelength range
(right), the dispersion exhibits a cosine-like behavior. In this region, the exchange interaction
dominates and can be approximated by a parabola at low energies. This intersects a broad re-
gion of high-energy SW excitation, where SWs experience significant damping (red shaded area).
Adapted from [21].

1.3 Spin waves

Magnons, are the quanta of magnetic excitations, analogous to phonons being the quanta
of lattice excitation. The single quantum of a spin wave (SW) is a magnon with energy
ε = ℏω(k,H), where ℏ is the reduced Plank constant and ω(k,H) is the SW dispersion,
which can be derived by solving the LLG equation [21]. The spin-spin interaction medi-
ating the SW determines its frequency (energy), wavelength, and the ω(k,H) functional
relation. As schematically depicted in Fig. 1.3, SWs are typically mediated by two main
spin-spin interactions:

• The magnetic dipole-dipole (dd) interaction mediates SWs with frequency in the
GHz range whose wavelength falls in the µm range. Since the dipole interaction
is intrinsically anisotropic, the frequency of dd-mediated SWs depends on the ori-
entation of its wavevector to the orientation of the static magnetization. Note that
the FMR can be considered as a dd-mediated SW of infinite wavelength - and so
with k = 0 - since all spins precess in phase around the equilibrium magnetiza-
tion axis. The modes whose frequency lies above the one of the uniform preces-
sion generally tend to localize at the sample - e.g. a thin film - surface and have
a wave vector pointing perpendicular to the magnetization, namely k||M ⊥ H;
these are the so-called Damon–Eshbach (DE) modes. Conversely, the backward
volume waves (BVW) are excited when k||M||H, and they are characterized at
small k by frequency lower than the FMR one (at k = 0), which leads to group
and phase velocities of opposite sign. A schematic representation of the DE and
BVW modes dispersion is depicted in Fig. 1.4. For intermediate configurations,
there is a manifold of SWs corresponding to the continuous change of angle from
parallel to perpendicular, represented as a gray-shaded region in Fig. 1.3. As the
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Figure 1.4: Schematic representation of the Damon–Eshbach (top) and Backward Volume Waves
(bottom). From [22].

wavelength approaches the sub-micron range, the energy difference between DE
and BVW modes decreases progressively until they eventually degenerate. At this
point, the exchange interaction can no longer be considered negligible. In this
range of wavevectors, the SWs are referred to as dipole-exchange SWs. The de-
tailed description of this kind of modes can be found elsewhere [22].

• The exchange interaction mediates SWs with typical wavelengths of < 100 nm and
frequency in the THz range. The dd-contribution to the energy of the wave can
be neglected, meaning that the dispersion for exchange-mediated SWs does not
depends on the orientation of M, but rather on the next neighbor distance and the
strength of the exchange interaction. The spin dispersion for a chain of precessing
spins coupled to the next neighbors via the exchange interaction is derived in many
physics textbooks (e.g. [23]), and results in a trend ∝ (1 − cos(kr)). For small k,
the dispersion can be approximated to a quadratic form, meaning that the energy
increases quadratically ∝ k2 similar to the ”free electron” behavior. In this region
the SWs are heavily damped due to various scattering processes [21].

To conclude, it is worth mentioning that the overall effect of the applied magnetic field
on the SW dispersion ε = ℏω(k,H) is to shift the SW manifold to higher frequencies,
regardless of the type of interaction involved [22].

In this thesis, we will present results on both dipolar and exchange SWs, demonstrat-
ing how the TG technique can excite SWs at specific wavelengths - from the few-µm to
the sub-100-nm range - exploiting different excitation mechanisms.

1.4 Magnetoelastic coupling and elastically-driven excitations

Magnetic excitations can be pumped by acoustic waves in materials exhibiting magne-
toelastic coupling (MEC). This type of coupling originates from the anisotropy of the
atomic structure in a material, which influences the electronic energy levels, and from
the SOC, which facilitates interaction between the magnetic and lattice degrees of free-
dom. In this section, starting from the definition of magnetostriction, we will go through



Magnetic excitations in solids 9

Figure 1.5: Joule magnetostriction refers to the strain generated when magnetic domains in a
material reorient themselves in response to an applied magnetic field. Conversely, the Villari effect
describes the phenomenon where the magnetization of a material changes when it is subjected to
mechanical stress. From [24].

the main aspects of magnetoelastic coupling, focussing on how acoustic waves can drive
magnetization dynamics.

Ferromagnetic materials change dimensions upon the application of a strong mag-
netic field, a phenomenon known as Joule Magnetostriction [25]; in the same way, via
inverse magnetostriction - the so-called Villari effect - the magnetic state of a ferromag-
netic can be influenced by strain. These two phenomena are depicted in Fig. 1.5. Magne-
tostriction is quantified by the saturation magnetostriction strain coefficient, which for
isotropic materials is defined as λs = ∆l/l, where l is the original length of the material
before magnetization and ∆l the length variation in the M direction when the material
is magnetically saturated; therefore, λs quantifies the strain arising when the saturation
field is applied and is an indicator of the strength of MEC. It is worth pointing out that
λs depends on the crystallographic orientation [26]: in the case of a cubic lattice, λ[100]

and λ[111] exhaustively describe the magnetostriction; however, in the case of a poly-
crystalline thin film with cubic lattice a single parameter λs = 2/5 · λ[100] + 3/5 · λ[111]

is enough. Typically, the λ parameters are of the order of 10−6, but in certain materi-
als can reach 10−3, for example in Terfenol-D (an alloy of Tb, Dy and Fe) [27]. Among
the 3d transition metals, Ni has one of the highest magnetostriction coefficients, with
λs = −38 · 10−6 for a polycrystalline thin film [28]; for reference, Fe has λs = −7 · 10−6

[3].

As already mentioned in Sec. 1.1 MEC contributes to the magnetic energy landscape
with

FMEC =
B1

M2
s

∑
i

M2
iiϵii +

B2

M2
s

∑
i

∑
j ̸=i

MiMjϵij (1.8)

where Bi are the magnetoelastic coefficients and ϵij the strain tensor components. Ex-
perimentally, the coefficients Bi are measured through related parameters. For example
for a cubic lattice:

B1 =
3

2
λ[100](c12 − c11),

B2 = −3λ[111]c44,
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Figure 1.6: (a) Cartesian frame of reference (in black) and auxiliary frame of reference (in red).
The precession of the magnetization is represented as a cone and m1 and m2 represent the dy-
namical components of the magnetization. (b-d) Polar plot of the MEC driving field’s magnitude
|µ0heff, MEC| in case of the magnetization IP (θ0 = π/2). The distance from the origin indicates the
magnitude of the driving field. Adapted from [18].

where cij are the components of the stiffness tensor. Details on how to experimentally
determine Bi can be found in Ref. [26].

Before addressing the case of dynamic strain, let’s introduce how at the Heff, MEC looks
like in the case of a thin film with cubic lattice. In Ref. [18] there is the full derivation of
the expression for Heff, MEC in the most general case, here we limit the discussion to the
main results and to the case of interest in the framework of this thesis. To derive the com-
ponents of the MEC effective field acting on the magnetization, it is useful to introduce
a new reference frame - shown in red in Fig. 1.6.a - where the dynamic components of
the magnetization are confined to a plane without losing generality; m1 = M1/Ms and
m2 = M2/Ms in Fig. 1.6.a are therefore the dynamical components of the magnetization,
subjected to the strain generated by Surface Acoustic Wave (SAW) with kSAW||x. The
MEC effective fields components heff, MEC1

and heff, MEC2
in the new reference system at a

fixed time can be written as [18]:

µ0heff, MEC1
= −2b1 sin θ0 cos θ0[ϵxx cos

2 ϕ0 + ϵyy sin
2 ϕ0 − ϵzz]− 2b2[(ϵxz cosϕ0+

ϵyz sinϕ0) cos(2θ0) + 2ϵxy sin θ0 cos θ0 sinϕ0 cosϕ0]
(1.9)

µ0heff, MEC2
= +2b1 sin θ0 sinϕ0 cosϕ0[ϵxx − ϵyy]

− 2b2[cos θ0(ϵyz cosϕ0 − ϵxz sinϕ0) + ϵxy sin θ0 cos(2ϕ0)]
(1.10)

where bi = Bi/M
2
s and θ0 (ϕ0) is the polar (azimuthal) equilibrium angle, as depicted in

Fig. 1.6.a.
The polar plots in Fig.1.6.b-d report the modulus of heff, MEC in the case of in-plane

(IP) magnetization (θ0 = π/2). It is immediately apparent that heff, MEC vanishes when
is either collinear or orthogonal to M, while it is maximum for ϕ0 = 45◦(nπ/2) [18,
29, 30]. Furthermore, ϕ0 (and also θ0 when ̸= 0) is defined by the equilibrium mag-
netization, meaning that heff, MEC is defined by M in both direction and strength. Here
we derived the effective field for a static generic strain but in the more general case of
ϵij = ϵij(r, t) means that the MEC contribution to the magnetization dynamics depen-
dent on the M(r, t) itself, and MEC coupling can be considered as a self-interaction of the
magnetic system. It follows that a back-action of the magnetization on the strain should
also be taken into account when calculating heff, MEC; however, this aspect is particularly
relevant whenever the amplitude of the resulting magnetization dynamics is greater or



Magnetic excitations in solids 11

F
re

q
u
e
n
c
y
 (

G
H

z
)

Wavevector (rad/µm)

Larger 𝐇ext

Smaller 𝐇ext

Figure 1.7: Scheme of a generic SAW (in blue) and SW dispersion (in green). At fixed wavevector,
the intensity of the external field Heff can be tuned to shift vertically the SW dispersion and make
it degenerate with the SAW one.

comparable to that of the lattice. The above derivation does not include this aspect,
which is not relevant in the context of this thesis; the interested reader can find more
details in [18, 31]. It is intuitive that if the strain ϵij(r, t) is harmonic in space and time,
as the one generated by a SAW, the resulting heff, MEC can drive SWs with the same kSAW,
as it has also been observed experimentally [32]. In general, as in the case of any kind
of excitations, to enhance MEC it is convenient - but not necessary [33] - that the SAW
and SW dispersion are degenerate. Typically, this naturally occurs for SAW and SW in
the GHz range. However, in experiments, the SAW is usually generated with a specific
wavevector kSAW which is generally not degenerate with the normal SW modes present
in the system. Nonetheless, since the effect of an external magnetic field on SW disper-
sion is to shift it vertically along the frequency axis, it is possible to adjust Hext to achieve
degeneracy. Fig. 1.7 schematically illustrates this process, which is also utilized in Ch. 4.
Note that, in principle, the same effect can also be achieved by varying the direction of
Hext; however, it can be more challenging from the point of view of experiments. When
degeneracy is reached, the SW resonate with the RSAW, and large precessional magnetic
dynamics is observed [34]. This phenomenon is the so-called SW resonance. However,
if the SW dispersion is relatively flat at low wavevectors - meaning that the frequency of
SW in that range of k does not significantly differ from that of FMR - the SW resonance
can be effectively considered as acoustically driven FMR (from now on SAW-FMR), even
if the SAW imposes a finite wavevector via inverse magnetostriction. Fig. 1.8 schemat-
ically depicts the concept of SAW-FMR, where the rf field that allows precession of M
at a constant θres is not provided by an electromagnetic (EM) field but rather by the rf
acoustic field generated by the SAW.
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Figure 1.8: (a) Larmor precession. When no time-dependent field is applied the magnetization M
tends to align along the static external field Hext due to damping. (b) Photon-mediated FMR. M
precesses at a constant angle θres when an appropriate rf EM field is applied (c) Phonon-mediated
FMR. The rf field is the acoustic field generated by the SAW. Adapted from [35].

1.4.1 Elastically-driven magnetization dynamics in the case of dominant longitudi-
nal strain

With reference to the previous section, we examine here the specific case of mainly lon-
gitudinal SAW. In practice, this means ϵxx ≫ ϵij ; therefore, Eq. 1.9 and 1.10 can be
rewritten as

µ0heff, MEC1
= −2b1ϵxx sin θ0 cos θ0 cos

2 ϕ0 (1.11)

µ0heff, MEC1
= 2b1ϵxx sin θ0 sinϕ0 cosϕ0 (1.12)

Furthermore, if M lies IP the only non-vanishing effective field is

µ0heff, MEC1
= 2b1ϵxx sinϕ0 cosϕ0 (1.13)

The torque acting on M is calculated by transforming back to the original Cartesian
coordinate system [18, 36], where in the (x, y) plane we have:

m =

(
cosϕ0

sinϕ0

)
(1.14)

µ0heff, MEC1
= 2b1ϵxx sin(2ϕ0)

(
− sinϕ0

cosϕ0

)
, (1.15)

Therefore, the resulting MEC torque is:

τMEC = m× µ0heff, MEC = ẑb1ϵxx sin(2ϕ0), (1.16)

which points out-of-plane (OOP) and is in phase to the strain.
This experimental setup is quite common in the literature, as most studies on MEC

coupling involve generating SAWs using interdigitated transducers (IDTs) [18, 29, 37] on
piezoelectric substrates. These transducers are designed to produce primarily longitu-
dinal waves, such as Rayleigh Surface Acoustic Waves (RSAWs) and Skimming Surface
Longitudinal Waves (SSLWs). While the SSLW is purely longitudinal, the RSAW also
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has other non-zero components; however, the ϵxx component is dominant. The same
acoustic dynamics can be optically induced via TG spectroscopy [20, 38], as it will be
extensively discussed below.





CHAPTER 2

Time-resolved all-optical methods

This chapter introduces the all-optical pump-probe techniques employed in this thesis
focusing on their application to investigate acoustic and magnetic excitations.

The pump-probe approach is illustrated schematically in Fig. 2.1. In a pump-probe
experiment, an optical pump pulse excites the sample into a non-equilibrium state. The
initial excitation process is typically much faster than the phenomena under study and
can be considered to occur suddenly at an instant referred to as time zero whose time
duration corresponds to the excitation pulse duration, generally in the 10-300 fs range.
The effective pumping configuration can be more complex than a single pulse, as in the
case of TG spectroscopy. The non-equilibrium state created by the pump pulse involves
a non-thermal distribution of particles and quasi-particles, which typically depends on
the pulse duration and wavelength of the pump beam. The sample then relaxes towards
the free energy minimum, through a series of out-of-equilibrium states along the de-
excitation path that ultimately convert the incident pump energy into thermal energy.
The probe beam samples, via increasingly delayed snapshots, the relaxation process,
delivering a sequence of signals that provides insight into the sample’s transient states
crossed on the way to thermalization.
To observe slow dynamics (e.g acoustic or thermal), a continuous wave (CW) laser can
be used as the probe beam, with changes in its interaction with the sample (such as in-
tensity and polarization) being continuously monitored using fast detection methods,
that set the time resolution (typically > ns). For faster dynamics (down to the tens of
fs), a stroboscopic approach with pulsed probe beams must be employed. In this case,
the time resolution is set by the pump pulse duration. The probe pulse is mechanically
delayed with respect to the pump pulse, typically using retroreflector mirrors on a me-
chanically adjusted delay line. The signal at each fixed delay is acquired by averaging
hundreds of thousands of pump-probe events to improve statistical accuracy. Therefore,
the repetition rate of the pulsed laser source plays a critical role in this kind of measure-
ment.

2.1 Magneto-optical effects

It is well known that light in a vacuum is unaffected by a static magnetic field. However,
when light passes through or reflects off materials, because of light-matter interaction,
its polarization is influenced by the presence of an external magnetic field or by the ma-
terial’s magnetization state. These interactions are called magneto-optical (MO) effects.
MO effects have found applications not only in optoelectronic devices [40] but also as

15
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Figure 2.1: Scheme of an optical pump-probe experiment. The pump pulse excites the sample;
the probe pulse, at variable time-delay, probes the instantaneous excited state of the system. The
transient signal, acquired in transmission or reflection geometry, gives information about the re-
laxation path towards equilibrium. Adapted from [39].

methods for probing the physical properties and electronic structures of materials, par-
ticularly through MO spectroscopy, which is widely used for the investigation of static
and dynamic magnetic properties.

A general derivation of the physical origin of MO effects is provided in Ref. [41]. The
main result is that the MO are due to the off-diagonal components of the dielectric tensor
[41, 42]

ϵ = ϵ

 1 iQz −iQy

−iQz 1 iQx

iQy −iQx 1

 (2.1)

where ϵ is the isotropic part of the dielectric constant and Qx, Qy , Qz are the com-
ponents of the Voigt vector Q. In particular, off-diagonal components are assumed
to preserve time-reversal symmetry when the magnetization is reversed, specifically
ϵij(M) = ϵji(−M). Furthermore, when expanded to linear terms in M, the components
for i ̸= j are found to be proportional to the corresponding components of M.

Faraday Effect and Magneto Optical Kerr Effect (MOKE)

In this section, following Refs.[41–43], we provide a phenomenological description of
the Faraday and MOKE effects.

The fundamental microscopic mechanism is rooted in the magnetization of the sam-
ple, which breaks the symmetry of its interaction with light. This occurs through a com-
bination of several factors. The Zeeman splitting causes the energy levels of electrons
with different spin states to be renormalized in the presence of a magnetic field or in-
ternal magnetization. The SOC links the spin of electrons to their orbital motion, which
alters the optical properties of the material based on the spin state and the polarization
of light. The circular birefringence arises from the difference in refractive indices for left-
(LCP) and right-circularly polarized light (RCP), leading to rotation or ellipticity in the
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(a) (b) (c)

Polar MOKE Longitudinal MOKE Transverse MOKE

Figure 2.2: Scheme of the possible geometries for MOKE, defined by the orientation of the mag-
netization (in blue) to the sample surface and to the reflection plane. Adapted from [3].

polarization of the transmitted or reflected light. Furthermore, the different absorption
coefficients for LCP and RCP light lead to a mismatch of the amplitudes of the emergent
electric fields, resulting in a certain degree of ellipticity of the transmitted or reflected
light. It can be demonstrated [43] that the complex refractive index experienced by the
LCP and RCP light components can be expressed as

ñLCP, RCP ≈ ñ

(
1± 1

2
Q · uk

)
(2.2)

where k is the wavevector of the incident light. ûk = k/k its versor and Q is the Voigt
vector, proportional to the magnetization.

The polarization state is thus affected by

θ̃ =
πLN

λ
(ñLCP − ñRCP) =

πLN

λ
Q · uk = θk + iϵk (2.3)

where L represents the thickness of the magnetic material, N is the number of dipoles in-
duced by the incident beam, and λ denotes the wavelength of the radiation. In particular,
θk is the rotation angle of the polarization ϵk the ellipticity of the transmitted/reflected
beam. Eq.2.3 clearly shows that the product Q · ûk determines both the rotation and the
ellipticity of the reflected - or transmitted - light beam, and the maximum polarization
variation is observed when k||M. This is the reason why Faraday polarimetry1, being in
transmission, is mostly sensible to the OOP magnetization. On the other hand, MOKE
polarimetry can be used to probe both OOP and IP magnetization, combining the three
experimental schemes depicted in Fig. 2.2.

2.1.1 Time-resolved light polarimetry

From the above discussion, light polarimetry can also be used to probe magnetic ex-
citations. Typically, the transient magnetic dynamics is investigated by measuring the
variations in the polarization state of the transmitted or reflected probe beam as a func-
tion of the time delay ∆t with respect to the pump pulse. The experimental setup usually
includes an electromagnet to both magnetically saturate the sample and to investigate
the magnetic-field dependence. Short (pump) laser pulses can trigger magnetic dynam-
ics via thermal [17] and nonthermal effects [44, 45]. Thermal effects arise as the pump

1Polarimetry is the measurement and interpretation of the polarization of electromagnetic waves.
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Figure 2.3: Sketch of the TG working principle. Two degenerate pump beams impinge on the
sample at an angle θex relative to the sample surface normal. Upon interference, they create an
optical grating with a spatial period Λ. The spatially periodic modulation of the optical constants
results in the probe being diffracted at the phase-matching angle, whose properties (e.g. intensity
and polarization state) are measured as a function of the time delay ∆t.

light is absorbed, leading to local heating. The thermal energy impulsively released
by the pump, leads to a quenching of the magnetization and softening of the magnetic
anisotropy, impulsively altering the energy landscape. The consequent non-equilibrium
transient states can lead for example to excitation of SWs [17] or switching of the mag-
netization [46]. This excitation mechanism will be extensively discussed in Ch. 5. Non-
thermal effects are triggered by the pump electric field, rather than by its intensity. For
example, in [45] it is shown that ultrafast magnetization can be driven exploiting the
magnetic field associated to the pump pulse itself via Inverse Faraday Effect (IFE). This
is a non-thermal mechanism in the sense that occurs on timescales before the input en-
ergy has degraded.

The pump-induced magnetization dynamics can then be probed by tr-Faraday or
tr-MOKE polarimetry, depending on the experimental setup and sample opacity.

2.2 Transient Grating Spectroscopy

TG is a Four-Wave-Mixing (FWM) spectroscopy involving three laser beams with non-
collinear k that is specifically designed for the time-resolved investigation of finite wave
vector excitations. In a typical TG experiment, two spatially and temporally overlapped
coherent pulsed laser beams impinge on the sample at angles ±θex from the sample sur-
face normal, as shown in Fig. 2.3. The interference of the two beams on the sample
generates a periodic modulation of the optical field perturbing the sample, with the cor-
responding wavevector depending on both the experimental geometry and the wave-
length of the pump beams. Upon light-matter interaction, the optical pattern populates
some excited states with the same spatial periodicity at the corresponding wavevector.
The consequent time-dependent spatial modulation of the dielectric tensor (the so-called
transient grating) causes the probe beam to be diffracted, just as it happens from a phys-
ical grating. The diffraction efficiency is directly related to the extent of deviation of
the optical properties from equilibrium; therefore, the time-dependent properties of the
diffracted beam (e.g. intensity, polarization) directly related to the TG-induced excita-
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tions. Diffraction ends once the sample reaches its equilibrium state. The time scales of
these induced transients vary significantly, ranging from tens of femtoseconds (for elec-
tronic [47] and magnetic [48, 49] transients) to picoseconds (involving optical phonons
[50], spin diffusion [51], exciton dynamics [52] and high-energy (exchange) magnons
[53]), to nanoseconds (associated with acoustic phonons [54] and low-energy (dd- or
MEC-mediated) magnons [19, 20]), and extending further in times (encompassing ther-
mal diffusion [55]). Overall, the entire process can be viewed as a single-step convolu-
tion of the three input beams with an appropriate sample response function, leading to
dielectric polarization that generates the emitted beam.

This section is organized as follows: after a brief introduction to the TG as a FWM
process, I will proceed with a more practical description, treating the TG as a three-step
process. Finally, we will discuss two examples of TG-induced dynamics that are relevant
to the focus of this thesis.

2.2.1 Transient grating as a FWM process

In the field of non-linear optics, frequency mixing is a well-known phenomenon [56,
57]. In these processes, a beam of monochromatic light interacting with atoms can be
partially converted into light, whose frequencies are harmonics of the fundamental fre-
quency. Similarly, beams of two or more different frequencies can combine to produce
light beams at one or more number of various frequencies. In a more rigorous picture
this effect can be explained taking into account the different components of the nonlinear
polarization, which generate electromagnetic waves having frequencies different from
those of the incident waves [57, 58]. In such processes, energy and momentum must be
conserved, imposing certain conditions on the energies and wavevectors of the emitted
photons. These conditions are governed by what is known as the phase-matching condi-
tion [59, 60]. FWM is a particular case of nonlinear frequency mixing, which arises from
the interaction of three coherent optical fields that the third-order nonlinear susceptibil-
ity tensor χ(3) generate a fourth beam [61, 62]. In the specific case of a TG experiment,
the three incoming beams interact with the medium, generating a nonlinear polarization
P

(3)
i (r, t), which acts as the source of the diffracted field. The TG signal is produced in

a well-defined direction, determined by the phase-matching condition; specifically, the
wavevector of the TG signal ks can be written as

ks = kp1 + kp2 − kpr (2.4)

where kpr is the wave vector of the probe beam, kp1 and kp2 are the wavevectors of the
two pump beams. As shown in Fig. 2.4, the phase matching condition can be satisfied
in both transmission and reflection.

In this FWM picture, the whole process can be described as the convolution of the
incoming electric field and an appropriate response function. The component of the
third order polarization can be then written as [62]:

P
(3)
i (r, t) =

∫
dr1dr2dr3

∫
dt1dt2dt3 Ej(r1, t1)Ek(r2, t2)El(r3, t3)

· R(3)
ijkl(r− r1, r− r2, r− r3, t− t1, t− t2, t− t3),

(2.5)

where Ei (i = x, y, z) is the i-th component of an input electric field, the space and
time indexes 1 to 3 refer to the three input beams, and R(3)

ijkl is the third-order response
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Figure 2.4: The phase-matching condition in a TG experiment is shown for both (a) transmission
and (b) reflection geometries. The TG-induced wavevector is given by: q = kp1 − kp2 = kpr − ks

where 2θex is the angle between the two pump pulses, and θp is both the incidence angle of the
probe relative to the sample normal and the scattering angle of the diffracted beam.

function; repeated indices are summed. Eq. 2.5 is very general and accounts for space
and time non-locality, and sets the definition for the response function R(3)

ijkl [55, 62]. It
can be demonstrated [63], that the dielectric constant modulation variation induced by
the pumps in the sample is

δε(q, t) ∝ χ(3)(q, t)
[
Ep,1+2(q, t)

]2
(2.6)

where Ep,1+2(q, t) is the sum of the fields of the two excitation pulses. The measured
signal can be expressed in terms of χ(3)(q, t)

I(q, t) ∝ |E2
p1Eprχ

(3)(q, t)|2 (2.7)

where Ep1 = Ep2 and Epr are respectively the magnitude of the pump and probe fields.
Since χ(3) contains information on how the pump fields interact with the sample, the
measured TG signal gives a direct insight into the excited modes and their evolution
over time. This description is very effective from a formal point of view, but it is not
really of practical intuition. In the following, we will discuss a TG experiment in a three-
step process, which holds in the case where the pumping and probing mechanisms can
be considered separately.

2.2.2 Transient grating as a three-step model

Following Ref.[64] the whole TG-FWM process can be described as a three-step model
- as schematically depicted in Fig. 2.5 - involving i) formation of the optical grating ii)
transient spatial modulation of the optical constants upon light-matter interaction iii)
diffraction of the probe beam. Each step is described below.

Formation of the optical grating

The initial step of the model involves the two pump beams, which are identified with
the subscripts i = 1, 2. Let’s consider a reference frame where the sample lies in the (x,y)
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Figure 2.5: Diagram describing the three main steps of TG Spectroscopy. The process begins with
the creation of an impulsive optical grating (Step 1), which initiates an excitation within the sample
via light-matter interaction (Step 2). This excitation interacts with the optical properties, leading
to a spatial-and-time-dependent modulation of the optical constants that causes the probe beam
to be diffracted (Step 3).

plane and the optical axis is along the z-direction. The two pumps are considered as
coherent pump pulses generated by the same source, of equal complex amplitude Ep,i,
having wavelength λex, optical frequency ωp, time duration τp, and s-polarization. In the
chosen reference frame, they impinge on the sample at an angle ±θex with the sample
normal; by geometry kx = ±|k| sin θex and kz = |k| cos θex. Their interference on the
sample produces an intensity profile [64]

I ∝
|Ep|2

2
[1 + cos(2kxx− ϕ)] , (2.8)

where ϕ is the general phase between the optical fields. Therefore, the effect of the phase
difference between the two optical fields is just to laterally translate the grating along x
and the intensity is spatially modulated with a periodicity

q =
2π

Λ
= 2kx =

4π sin θex

λex
. (2.9)

Note that the q is IP due to geometry and depends on the experimental geometry trough
θex and λex. Typically in the optical range the TG pitch Λ is of the order of µms, but can
be reduced down to the few-tens-of nm by pumping in EUV/x-ray range [65].

Here, we have derived the main feature of two s-polarized pump pulses interfering
on the sample. However, different types of gratings can be obtained by playing with
the polarization of the pump beams, as depicted in Fig. 2.6. This thesis will focus on
the results obtained using intensity gratings only. However, the possibility of gener-
ating pure polarization gratings represents an alternative approach to investigate spin
diffusion [51], excitonic dynamics [66] or magnetization dynamics [48] via nonthermal
effects.

2.2.3 Interaction with the sample

The optical grating is transferred to the sample via a light-matter interaction - such as,
for example, absorption - which results in a spatial modulation of the optical properties,
depending on the material. This can be understood in terms of the population of cer-
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(a)

(b)

(c)

(d)

Figure 2.6: Different kinds of interference gratings depending on the polarization of the imping-
ing pump beams. V, H, and C indicate s-polarized, p-polarized, and circularly polarized beams,
respectively. Field intensity is represented as a grayscale, while the arrows represent the polar-
ization. (a) Pure intensity grating resulting from interference of two s-polarized beams (VV). (b)
Pure polarization grating generated by an s-polarized beam and p-polarized beam (VH). (c) Mixed
intensity and polarization grating originating from two p-polarized beams (HH). (d) Mixed inten-
sity and polarization grating produced by two circularly polarized beams (CC). Adapted from
Ref.[67].

tain states, e.g. electronic, phononic or magnonic; in this sense, the optical grating upon
light-matter interaction translates into a population grating. The description in terms of
excited-state populations is necessary if locally the population density is out of equilib-
rium, namely if the energies of the excited states are ≫ than the thermal energy kBT .
However, in most cases, this condition is verified on the sub-ps timescale, due to the
short hot-phonons lifetime. Once thermalization is locally reached, thermodynamical
properties such as temperature, concentration etc., describe well the resulting grating,
even if the sample in its entirety is not at equilibrium due to the spatial modulation
imposed by the excitation. A wide class of light-induced gratings is quasi-stationary
(e.g. temperature gratings), meaning that the grating amplitude undergoes an exponen-
tial decay over time (e.g. thermal diffusion). However, other mechanisms can cause
grating amplitude oscillations related to wave propagation. For example, a temperature
grating can induce local density (magnetization) gradients leading to standing acous-
tic waves (spin waves). As a result, in such cases, the TG signal reflects contributions
from both phenomena: damped oscillations related to coherent dynamics, superim-
posed on a slowly decaying exponential background associated with incoherent dynam-
ics. Throughout all phases - i) excitation, (ii) thermalization, and (iii) diffusion/coherent
dynamics - the optical constants are spatially and temporally modulated. The interested
reader can consult Ref. [64] for the formalism that allows for the link between the am-
plitude of the pump fields and the variation of the susceptibility tensor.
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2.2.4 Diffraction from transient gratings

Upon interaction with the sample, the probe beam is diffracted (as in the case of static
grating) by the time and spatially dependent optical variation of the susceptibility ten-
sor; the modulation entity, the so-called grating depth, determines the amplitude of
the diffracted beam intensity. When the grating depth d is bigger than the TG pitch Λ,
diffraction angle of the scattered beam is completely determined by the Bragg condition
[64]:

ks = kpr +mq, m = ±1,±2 . . . (2.10)

meaning that the TG-induced dynamics can be probe efficiently only when the phase
matching condition is met (see. Fig. 2.4). Considering m = 1, it follows that |ks| = |kpr|,
or equivalentl,y that θpr = θs. Therefore, the probe is scattered at a well-defined - and
predictable - angle.

General details on the efficiency of the scattered probe depending on the grating
thickness can be found in Ref. [64]. Here, we focus on the phenomenology discussed
in the following chapters, which is the case of a quasi-static grating coexisting with an-
other grating leading to coherent dynamics. This is, for example, the case of a tempera-
ture grating superimposed on a density grating, which gives rise to standing SAWs. In
this picture, the vertical surface displacement amplitude due to the thermal grating and
counter-propagating SAWs is given by [68]

u(t) = Sth(t) +Ae−t/τ cosωt, (2.11)

where Sth(t) describes the (exponential) decaying amplitude of the thermal grating, A/2
is the amplitude of each of the counter-propagating SAWs, τ is the SAW decay time, and
ω is the SAWfirst angular frequency. The efficiency for the first order of diffraction can
be expressed as [64]

ID
IC

= η =

∣∣∣∣π∆ñd

λp

∣∣∣∣2 (2.12)

where ∆ñ(t) is the TG-induced variation of the complex refractive index. By assuming
∆ñ(t) ∝ u(t) the η in this case can be written as

η(t) ∝|Sth(t) +Ae−t/τ cosωt|2 =

= S2
th(t) + 2ASth(t)e

−t/τ cosωt+
1

2
A2e−2t/τ (1 + cos 2ωt) (2.13)

Eq. 2.13 shows that depending on the relaxation time of the incoherent thermal grat-
ing, the time-dependent signal can assume different features. If the acoustic attenua-
tion decays faster compared to the thermal background, the signal is dominated by an
exponential decay with oscillations at the frequency ω; on the contrary, if the thermal
contribution decays faster signal at 2ω appears, as also observed experimentally in Ref.
[68, 69]. The same approach can also be generalized in the case of multiple coexisting
gratings (see Ch. 5).

2.2.5 TG detection

The TG technique is background-free, a feature that arises from the phase matching con-
dition, which causes the probe beam to be diffracted in a direction where no other beams
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are present. This can be considered a practical advantage to some other techniques such
as time-resolved reflectivity, Faraday, or MOKE, where the signal is a small modulation
over a strong background, that needs to be properly isolated. The diffracted intensity
is typically 10−6 that of the incident probe beam, and does not require complex instru-
mentation to be detected. For phenomena evolving on timescales shorter than the ns,
a stroboscopic approach is usually necessary. On the contrary, for longer timescales the
probe beam can also be a CW beam. The two detection methods will be better described
in the next chapter, along with the setup description.

2.2.6 TG-induced thermal and acoustic dynamics

In this section, we will discuss the thermal and acoustic dynamics that can be triggered
by an intensity grating, specifically in the TG configuration with both pump beams s-
polarized.

If the primary electronic grating undergoes rapid de-excitation, the consequent tem-
perature grating can lead to variations in optical constants through thermo-optical cou-
pling. Additionally, the spatially-periodic high-temperature areas cause the material to
expand, creating an equally-periodic density grating and a surface displacement grating
[54, 70–72]. These effects are quasi-stationary and dissipate over time due to heat diffu-
sion, occurring on timescales longer than nanoseconds. In this context, they represent
the incoherent contribution to the signal. Associated with the thermal grating, the impul-
sive thermo-elastic expansion generates counterpropagating acoustic fronts; the thermal
trigger’s periodicity filters the broadband acoustic fronts, allowing only modes match-
ing the TG wavevector q to interfere constructively and form standing acoustic waves
at the very same wavevector q. Generally, depending on the sample, different waves at
the same TG wavevector can be excited; however, they typically have different frequen-
cies depending on their dispersion relation within the material [19, 54, 73]. Therefore,
time-dependent variations in stress, density, and temperature generate time-dependent
changes in the dielectric tensor, that are directly monitored trough the diffracted probe
beam.

TG-induced magnetic textures and coherent magnons

The application of TG spectroscopy to the investigation of magnetization dynamics is
rapidly gaining interest [20, 49, 74, 75], also thanks to the recent development of setups
and methodologies for optical [76], extreme ultraviolet (EUV) [77–79] and hard x-rays
[80] TG spectroscopy dedicated to magnetization-sensitive TGs. Up to now, the main
results are obtained on 3d ferromagnetic materials where the magnetic dynamics is trig-
gered by absorption of the intensity grating, namely two s-polarized beams impinging
on the sample. Since the magnetization affects the off-diagonal components of the dielec-
tric tensor, this dynamics is observable in polarization-analyzed TG. Within the tens of
ps after the pump pulse, the magnetization partially recovers, and correspondingly the
diffracted intensity fades away. This dynamics has been explored in thin films of ferri-
magnetic alloys with perpendicular magnetic anisotropy employing EUV light gratings
[49]. The quenching of magnetization and the thermal softening of magnetic anisotropy
enables the excitation of coherent magnon precession on a sub-nanosecond timescale
[17]. To observe this process a specific arrangement of the external field to the magnetic
anisotropy axis is required, as it will be discussed in detail in Ch. 5. This, together with
the periodic nature of the TG excitation, has been proven to be a valid method to trig-



ger magnons at the very same TG wavevector. The pioneering experiment showcasing
this method has been implemented in a transmission electron microscope (TEM), ex-
ploiting the self-interference of a single pump to obtain the TG excitation scheme and
Lorentz microscopy for detection[74]. This approach is thoroughly described in Ch. 5,
where original experimental results are presented demonstrating the applicability of this
method in both optical and EUV TG.

In the case of magnetic materials, polarization gratings represent another exciting
option to manipulate the magnetization coherently. Although this excitation mechanism
is well consolidated for the investigation of spin-length diffusion in magnetic semicon-
ductor quantum wells [51], there is still no clear evidence that this approach can drive
coherent magnons through nonthermal excitation; however, there have been first at-
tempts reported with TG pumping in the EUV range [48]. A possible further direction is
to employ this approach on magnetic oxides exhibiting IFE, such as DyFeO3 [45] or NiO
[81], where the spatial modulation of the polarization should be able to locally induce
an impulsive nonthermal modification of the spin state that at later times could result in
a coherent magnon, similarly to what happens in the thermally mediated case.
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CHAPTER 3

TG Spectroscopy@ the NFFA-SPRINT lab

TG spectroscopy has been extensively used to investigate thermal and acoustic dynamics
on various timescales. In magnetostrictive materials, the triggered acoustic dynamics
can also induce magnetization dynamics through magnetoelastic coupling. Here, we
present the experimental setup developed at the NFFA-SPRINT (Nanoscale Foundries
and Fine Analysis - Spin Polarization Resolved Instruments in the Nanoscale and Time
domain) lab in Trieste during the first part of my Ph.D. project, in collaboration with Dr.
P. Carrara, (Ph.D. student at the time) and Dr. R. Cucini (CNR-IOM). Currently, the setup
is also open to external users upon successful proposal evaluation by the NFFA research
infrastructure (www.trieste.nffa.eu). Our goal was to create an all-optical setup capable
of performing TG spectroscopy to study acoustic dynamics on the relevant time scales
for magnetodynamic studies using either a pulsed or a CW probe, also in combination
with tr-polarimetry. In particular, the ability to investigate short timescales (< ns) has
proven to be necessary for studying TG-induced magnetic dynamics. This will be further
discussed in Ch. 5, where we will examine the excitation of coherent magnons directly
initiated by the spatially periodic temperature profile generated by TG, eliminating the
need to rely on magnetoelastic coupling to excite magnons.

The experimental setup offers great versatility, enabling the easy additional imple-
mentation of time-resolved polarimetry, both in transmission and reflection geometry.
This can be used in combination with the TG pumping mechanism [20] or within the
standard single-pump scheme (see e.g. Ch. 6 or Ref. [82]).

Furthermore, the combination of different techniques in the same setup allows the
characterization of various low-energy excitations (such as phonons and magnons) in
the very same sample environment, minimizing the need to transfer samples to other
experimental stations. Integrating multiple techniques provides unique opportunities
to acquire data for consistent analysis, reducing uncertainties about the actual sample
conditions in different setups. Although this approach has already been implemented
in large-scale facilities, such as the NFFA suite connected with synchrotron radiation
beamlines at Elettra [83], it is not yet common in tabletop experiments.
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3.1 Operational mode 1 : TG spectroscopy with pulsed probe

The light source is a mode-locked amplified pulsed laser based on Yb:KGW gain medium
(PHAROS, by Light Conversion); details on the PHAROS source and on the other avail-
able sources (High Harmonics Generation source and Optical Parametric Amplifiers)
are reported elsewhere [84, 85]. One advantage of the PHAROS source is its adjustable
repetition rate, which can be set anywhere from a single burst up to 1 MHz. This flex-
ibility aids in optical alignment and allows precise tuning of experimental conditions
to achieve the optimal compromise between signal quality (statistics) and unwanted
pump-induced sample heating. Fig. 3.1 shows the setup to perform TG spectroscopy
with pulsed probe. The setup is designed to work with the fundamental emission line of
the PHAROS (1030 nm, 300 fs). The pump pulse duration sets the time resolution for this
operational mode. Given the average power of 20 W, only 10% of its output is typically
sufficient to run our experiments. This allows for parasitic operation when the PHAROS
is simultaneously used as a laser source in other setups [84] of the NFFA-SPRINT suite.
The fundamental beam is split by a 30/70 beamsplitter: 70% is used for the pump, 30%
for the probe. The time delay between the two beam portions is managed using a corner
cube retroreflector placed on a 50-cm-long mechanical delay stage, providing a maxi-
mum time delay of ∼ 3.3 ns. Following the delay stage, the second harmonic of the fun-
damental frequency is produced in a 2-mm-thick BBO crystal and is used as the probe
beam (515 nm, 250 fs). On both pump and probe branches, a half-wave waveplate fol-
lowed by a polarizer (W1, P1, W2, P2) is inserted in the beam path. The polarizers are
set to transmit only s-polarized light. By rotating half-wave plate, the polarization of the
light beam changes accordingly, and a tunable portion of the beam passes through the
polarizer. This configuration defines the polarization state of the beams incident on the
sample, and ensures fine control of the fluence.

The pump and probe beams are combined using a dichroic mirror and focused with
lenses (L1 and L2, focal length f = 20 cm) onto a diffractive phase mask (details pro-
vided below). The phase mask generates several diffraction orders: the ±1 orders at
1030 nm are used as the pump, while the 515 nm orders are used as the probe beams,
depending on the desired operational mode. To perform TG spectroscopy, either the
m = 1 or m = −1 orders of the 515 nm beam can be used as the probe beam; in the
sketch, the m = 1 order is considered as the probe beam. Note that the m = ±2 orders
of the probe are collinear with the m = ±1 orders of the pump. This does not represent
a problem as long as the probe intensity remains significantly lower, typically by a fac-
tor of 10-100 with respect to the pump. Furthermore, the TG generated by the m = ±2
orders of the 515 nm would cause the probe beam to scatter in a different direction than
that determined by the phase matching condition for the TG generated by the m = ±1
diffraction orders of the fundamental. We can therefore conclude that they do not affect
the measured TG signal.

The beams are then collimated and focused on the sample by a pair of custom-made
achromatic doublets (D1 and D2, f = 10 cm, 3 inches in diameter) in a 4f confocal con-
figuration; the advantages of this configuration are reported below. Typically, the pump
and probe spot size on the sample is 50 µm (FWHM1) and 30 µm (FWHM), respectively;
however, the footprint on sample can sligtly vary depending on the overall alignment.

To ensure the correct overall alignment, a Third Harmonic Generation (THG) crystal
can be placed at the sample position, namely the focal point where the second dou-

1With FWHM is meant the Full Width at Half Maximum of the spatial gaussian profile of the beam.
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Figure 3.1: Sketch of the optical table for TG spectroscopy with pulsed probe at the NFFA-SPRINT
lab. Components of the setup associated with other operational modes are displayed transparently
in the background.

blet recombines the three beams of interest in its focal plane. THG occurs only if the
pump and probe pulses are both spatially and temporally overlapped and if the crystal
is properly oriented to meet the phase-matching condition. Therefore, generating the
third harmonic from a THG crystal placed at the sample position ensures good overall
alignment, which is crucial for observing the TG signal.

The diffracted beams, in both reflection and transmission geometry, are then col-
lected by the detection branch and focused in a femtowatt photoreceiver (2151 Newport),
whose output is fed into a lock-in amplifier (SR860 from Stanford Research Systems); the
data are acquired through a homemade LabVIEW software. In reflection geometry, the
sample is tilted downwards, to separate the probe and the TG signal: due to the phase
matching condition, the two beams have the same propagation axis- The diffracted beam
in reflection geometry is drawn in Fig. 3.1 at a different angle only for illustrative pur-
poses. When working in transmission geometry, the two beams do not overlap and the
sample surface plane can be set orthogonal to the scattering plane, thus ensuring more
efficient spatial overlap and a smaller spot size on the sample. When dealing with acous-
tic dynamics, no polarization analysis is required, because the diffracted beam preserves
the polarization of the incoming probe beam; the information about the TG-induced dy-
namics is encoded in the time-dependent fluctuation in intensity of the diffracted beam.
However, for the TG-driven magnetic excitation reported in Ch. 5, a polarizer must be in-
serted in the detection branch to isolate the time-and-magnetization-dependent change
of the diffracted probe beam, in the same way as in standard tr-Faraday or tr-MOKE.
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On the advantages of using phase masks

A phase mask is a diffraction grating typically made of a transparent material with a
negligible extinction coefficient. The grooves are mechanically etched into its surface:
the optical phase accumulation is due to the varying amounts of material the light rays
pass through. With proper design, a phase mask can maximize the intensity diffracted
into specific orders, which is useful when only certain diffraction orders are of interest,
as in our case the m = ±1 orders of diffraction of the pump and probe.

Phase masks have been used in TG setups for the past couple of decades [86], quickly
becoming a popular and practical method to achieve overlap of short pulses [75, 87, 88].
Figure 3.2a-b illustrates the advantages of using a phase mask in combination with a
pair of doublets. When the two pump beams are obtained from a 50/50 beamsplitter,
they do not exhibit any pulse-front tilt resulting in a spatially limited interference area
Fig. 3.2a. Conversely, the pulse-front tilt introduced to a Gaussian beam when diffracted
by the phase mask results in the propagation direction being at an angle relative to the
pulse wavefront. While this can reduce time resolution by stretching the pulse duration,
it also increases the overlapping area, thereby enhancing the signal-to-noise ratio. The
experimental arrangement of the combination of phase mask and doublets is depicted
in Fig. 3.2.b; the two doublets are set in confocal geometry, which means that if the two
doublets have equal focal length f , the total distance from the front focus of D1 to the
back focus of D2 is 4f , with the doublets spaced 2f apart. This configuration eliminates
the need for an additional delay stage to optimize the time overlap between the two
pump beams, as they follow the same optical path. It also minimizes aberrations during
the propagation of the Gaussian beams and reproduces a 1:1 image of the optical field
present on the phase mask on the sample. Separate control over the polarization state
of each pump beam can be easily achieved thanks to the space in between the doublets.
Furthermore, if the probe beam is also one of the diffraction orders generated by the
phase mask, e.g. m = 1, the scattered beam propagates exactly superimposed to the
m = −1 order after the sample position. This is extremely useful to both finely align the
detection branch - the scattered probe beam is typically not visible by eye - and in the
case of heterodyne detection.

The phase masks employed in our setup are fabricated in the CNR-IOM lithography
facility [89]. The groove depth h, duty cycle D and phase mask material, affect the effi-
ciency of the diffraction orders for both pump and probe beams and have been taken into
account for a successful fabrication process. Fig 3.2.d-e show the calculated efficiency for
the 0th and 1st diffraction orders for the two relevant wavelengths and as a function of
the groove depth. We choose a grooving depth of 750 nm to favour the diffraction of the
m ± 1 orders of the pump. Calculations were performed according to Ref. [90]. Given
that the TG pitch on sample is related to the incident angles, to vary this quantity, we
fabricated a set of phase masks with a nominal periodicity of 5.05, 6.01, ad 8.00 µm. Ta-
ble 3.1 reports for each mask periodicity d, the corresponding pump angle of incidence
θp, TG pitch Λ on sample and TG-wavevector q. Fig.3.2.d shows the Atomic Force Mi-
croscopy (AFM) characterization of the phase mask with a 5.05 µm periodicity. AFM
scans are obtained in standard air conditions with a Solver Pro (NT-MDT) instrument,
in semicontact mode using commercial cantilevers (NT-MDT, NSG30, nominal spring
constant k = 40 Nm−1, nominal radius of curvature 10 nm).

It should be highlighted that the confocal configuration of the doublets reproduces
the optical field at the back focal plane of D2 exactly as it is at the front focal plane.
When the pump beams are both s-polarized, the resulting TG intensity grating from
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their interference has a spatial frequency that is doubled. Consequently, the pitch of the
optical grating on the sample is half the pitch of the phase mask used.

Table 3.1: Experimental quantities depending on the phase mask periodicity d: incident angle
of the pump with respect to the sample surface normal θex, TG pitch Λ and TG wavevector q on
sample.

d θex (°) Λ (µm) q (rad/µm)
5.05 11.6 2.54 2.47
6.01 10.0 3.07 2.05
8.00 7.5 4.00 1.57

Figure 3.2: (a-b) If the pump pulses are obtained via a beamsplitter, no pulse-front tilt is intro-
duced, resulting in reduced interference area. A diffractive phase mask in combination with a pair
of doublets in confocal configuration introduces a pulse-front tilt in the propagating pulses, result-
ing in a larger overlap area. Adapted from [86]. (c) AFM measurement performed on the phase
mask with a periodicity of 2.54 µm. (d-e) Computed diffraction efficiency for the zeroth and first
orders as a function of the groove depth; the calculation, based on Ref. [90], considers α-quartz
masks and rectangular cross-section of the grooves. The vertical dashed lines indicate the depth
chosen for the fabrication.
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Figure 3.3: Sketch of the optical table for TG spectroscopy with CW at the NFFA-SPRINT lab.
Components of the setup associated with other operational modes are displayed transparently.

3.2 Operational mode 2: TG spectroscopy with CW probe

Fig. 3.3 shows the setup used for TG spectroscopy with a CW probe and phase-stabilized
heterodyne detection. This type of detection, commonly used in TG experiments, offers
several advantages, such as signal amplification and the ability to detect the electric field
of the TG signal rather than just its intensity[54, 55]. The upstream part of the setup is
the same as the one described for operational Mode 1; the removable mirror (RM) allows
to switch easily from Mode 1 to Mode 2. The source of the probe beam is an LS Azulight
CW laser that emits at 515 nm, right at the same wavelength of the PHAROS second
harmonic; this matching wavelength ensures reliable performance of the transmission
optics, which is crucial especially to guarantee the correct spatial pump-probe overlap
on the sample. In heterodyne detection, a local field (LF) is overlapped to the diffracted
probe beam; the total measured intensity after sample can be therefore written as:

Itot = |Es + ELFe
iϕ|2 = Is + IL + 2EsELF cosϕ (3.1)

where ϕ is the phase difference between the scattered and local field and Es (Is) and ELF
(ILF) are the amplitude (intensity) of the scattered and local field, respectively. Typically
ILF ≫ Is. The third term in Eq. 3.1 is the signal of interest: the second term is con-
stant and the first term is negligibly small. Furthermore, the information carried by Es is
proportional to ELF, which in principle can be arbitrarily increased, within the practical
limits imposed by the operational constraints of the CW laser. Eq. 3.1 shows that hetero-
dyne detection preserves information about the phase of the diffracted probe beam and
provides a linear response to the signal amplitude, which are normally lost in the con-
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Figure 3.4: Phase control system of the reference field. By fabrication d1 = 28µm and d3 = 4
cm. The slabs are placed at a distance of approximately 5 mm; in these conditions, we estimate
a value of d2 ≃ 2µm, which can be considered negligible compared to the laser footprint of 40
µm. The optical path of the reference beam, and consequently its phase, is controlled by vertically
translating one of the two slabs.

ventional acquisition scheme. In addition to this, this procedure can help to overcome
noise due to the detection electronics and, more importantly, to parasitically scattered
light. The use of a phase mask in combination with a pair of doublets in confocal config-
uration is a convenient experimental arrangement that simplifies many practical issues
[91]: i) the diffracted probe beam is automatically collinear with the LF assuring the co-
incidence of their phase fronts; this is implemented by design by using the m = 1 and
m = −1 diffraction order of the second harmonic (515 nm) as probe beam and LF, respec-
tively (see Fig. 3.3) ii) the relative phase stability between the diffracted and reference
beams is automatically guaranteed by their generation from the same phase mask pat-
tern. Furthermore, the phase difference can be controlled by adjusting the optical path
length of the reference beam. Fine control of the phase is also necessary to isolate the last
term of Eq. 3.1: by recording two signals with a relative phase difference of π the second
term can be removed and further amplification of term containing the information about
the diffracted field is finally achieved:

IHD = Iϕ0

tot − Iϕ0+π
tot = 4EsELF (3.2)

To be noted that signal is still proportional to Es rather than to its intensity.
In our setup we do not have control over the absolute phase values, but we can finely

tune the relative phase difference ϕ by introducing tiny variations in the optical path of
the local field through a pair of movable glass slabs placed in between the doublets. Fig.
3.4 shows a sketch of the custom-made glass slabs, specifically fabricated to minimize
the vertical displacement of the local field. The filter is used to attenuate the local field
to prevent detector saturation.

The signal superimposed to the local field is then focused into an optical fiber and it
is measured by a high-speed detector (1544-B from Newport, 12 GHz bandwidth) con-
nected to a digital oscilloscope (Lecroy, 4 GHz bandwidth). The acquisition chain limits
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the fastest accessible dynamics to a fraction of ns. However, this detection scheme is suit-
able for investigating longer dynamics (up to microseconds), given that the time-delay
window is set by the oscilloscope.

3.3 Operational mode 3: TG pumping with tr-polarimetry

This operational mode is a variant of Mode 1: the TG pumping is combined with tr-
polarimetry, as sketched in Fig. 3.5. This is a suitable detection solution to study e.g. TG-
mediated magnetoelastic coupling in the time domain. Here, we use the m = 0 and the
m = 1 diffraction order of the 515-nm beam as probes for the tr-Faraday and tr-MOKE
polarimetry, respectively. A color filter on m = 0 removes the fundamental at 1030
nm, which might induce additional dynamics on the sample and/or unwanted heating.
Upon interaction with the sample magnetization, the probe changes its polarization state
as a consequence of magneto-optical interaction, which is detected setting a polarizer -
P3 and P4 in Fig. 3.5 for MOKE and Faraday effect, respectively - close to extinction. The
signal acquisition chain (photoreceiver and lock-in amplifier) is the same as described in
Sec. 3.1. When dealing with magnetoelastic coupling, a magnetic field is applied in the
plane of the sample surface at an angle φ with respect to the TG-wavevector. Our home-
built electromagnet can generate a maximum magnetic field of 100 mT at the sample
position. The mounting of the electromagnet allows full in-plane azimuthal rotation and
out-of-plane tilting and up to 20◦ off-normal.

It is worth mentioning that the setup can be employed for pump-probe experiments
with a single pump by simply blocking one of the pump beams between the doublets.
In this way, tr-transmittivity, tr-reflectivity, and tr-polarimetry can be performed at the
same experimental TG endstation. The tr-MOKE experiments discussed in Ch. 6 have
been performed in this configuration.



TG Spectroscopy@ the NFFA-SPRINT lab 37

3.4 On the sample environment

Temperature and magnetic field are the two primary parameters that should be varied
when studying the static and dynamic properties of magnetic samples. This applies to
simple samples, such as ferromagnetic thin films, but especially to complex compounds
that exhibit multiple magnetic phase transitions.

Fig. 3.6 shows a CAD drawing of the recently commissioned sample cooling setup,
which consists of an ultra-high vacuum (UHV) vacuum chamber with a cryostat. The
relative position of the chamber with respect to the laser beams can be adjusted by me-
chanical stages. The closed-cycle cryostat allows the sample to reach temperatures nom-
inally down to 40 K. Higher temperature plateaus are achievable using a heater placed
close to the sample. The sample is mounted on a cold finger in thermal contact with the
cryostat, and its position within the chamber can be controlled by a hexapod located on
top of the chamber. The sample temperature is monitored by a thermocouple placed on
the sample holder near the sample.

The sample holder is specifically designed to fit in the air gap of a magnet that can
produce magnetic fields up to 100 mT. However, the usual operating condition is limited
to approximately 50 mT due to the lack of a cooling system for the magnet. The magnetic
field can be applied both in the plane of the sample and with an out-of-plane angle of
approximately 35◦ within the scattering plane.
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Figure 3.6: Image of the cooling system with numbered pins to highlight the key components:
(1) the closed-circuit cryostat for cooling the sample, (2) the electrical feedthrough with 6 pins
mounted on a DN16CF flange for heater power supply and temperature reading (3) a bellows on
a DN40CF flange with 6 manually controllable degrees of freedom for sample manipulation (4) a
flange for pumping (5) a vacuum chamber for housing the sample and the electromagnet (6) the
electromagnet, (7) a sample holder, and (8) a mechanical base with five axes of movement (X, Y,
Z, chi, and theta) for positioning the entire setup relative to the laser beam. Image courtesy of A.
Fondacaro.



CHAPTER 4

Acoustics and magnetoacustics

Achieving full control over the spin degree of freedom for memory storage and logic
computation is a key objective in the fields of spintronics and magnonics [92, 93]. The-
oretical and experimental investigation of the potential of SWs for their integration into
next-generation devices operating at higher frequencies is a very active research field,
particularly in the THz range [94]. SWs are attractive because of their potential for
energy-efficient devices, as they avoid Joule dissipation. However, efficiently generat-
ing magnons in magnetic materials and controlling their properties remain a significant
challenge. One promising strategy involves relying on MEC. SAWs in the gigahertz
frequency range and micron-scale wavelengths are particularly suitable because the dis-
persion of SWs can easily be tuned to be degenerate with that of SAWs, allowing for en-
hanced magnetoelastic coupling. Experimentally, SAW-driven SW have been observed
to be more efficiently generated and have longer lifetimes, offering a viable pathway to
energy-efficient magnonic devices [7]. Furthermore, starting from simple systems, an
infinite number of possibilities arise considering the huge progress made in the last few
decades in engineering materials with promising properties and functionalities.

IDTs on piezoelectric substrates have proven to provide an efficient approach to
acoustically generate SWs via inverse magnetostriction in magnetic thin films [18]: the
elastic deformation caused by the rf SAWs effectively replaces the traditionally em-
ployed rf EM field, allowing for the realization of SAW-FMR. However, this method
has certain limitations, such as restricted flexibility in the range of accessible frequencies
due to the fixed design of the transducers and the requirement for contact-based oper-
ation, which necessitates advanced lithography facilities. About a decade ago, a novel
all-optical approach based on the TG technique was proposed and tested [19]. Those
groundbreaking experiments paved the way for a wide range of new applications and
opportunities in the use of TG spectroscopy for studying magnetic excitations without
the limitations implied by nanofabrication.

In this chapter, we discuss our experimental results obtained on polycrystalline Ni
films. We report a complete set of measurements using all the operational modes of the
experimental setup discussed in Ch. 3 to investigate both acoustic and magnetic dynam-
ics. In particular, TG pumping in combination with tr-polarimetry is used to investigate
acoustically driven magnetic dynamics, following the approach of Ref. [19] and confirm-
ing their observations. Furthermore, we provide additional insights into the acoustically
driven dynamics by comparing results obtained from SAW-driven SW resonance with
standard broadband FMR, which allowed us to quantify fundamental magnetic proper-
ties of our samples, such as effective magnetization and Gilbert damping.
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4.1 Sample details

We investigate polycrystalline Ni thin films grown on amorphous and crystalline sub-
strates. Firstly, we will discuss the measurements carried out on a SiO2(10nm)/Ni(40nm)
/SiO2 sample for each of the operational modes described in Ch. 3, providing an acous-
tic characterization and analyzing the observed acoustically driven magnetic dynamics
phenomena. Secondly, we will discuss the comparison between SAW-driven SW res-
onance and Broadband FMR (B-FMR) on a similar sample grown on a (001)-oriented
crystalline CaF2 substrate, namely SiO2(10nm)/Ni(14nm)/CaF2(001). In both cases, the
10-nm-thick capping overlayer of SiO2 is to prevent oxidation and still guarantee a good
optical transmission of the laser beams.

The samples were fabricated by e-beam evaporation at the CNR-IOM clean room
facility in Trieste, Italy. Details on the growth are omitted here for brevity and pre-
sented in App. A. The decision to fabricate Ni, rather than another ferromagnetic ma-
terial, is based on two considerations: i) Ni is frequently the material of choice for
studying magnetoelastic dynamics due to its high saturation magnetostriction coeffi-
cient (λs = −38 · 10−6 for a polycrystalline thin film [28]); ii) the Curie temperature of
Ni (Tc = 628 K [3]) is low enough to provide good magneto-optical contrast (see Sec.
4.3). As for the substrates, we choose the amorphous SiO2 for direct comparison with
Ref. [19]; however, the low structural quality induced by the growth process prevented
us from comparing the results obtained on this sample with the B-FMR measurements.
Therefore, for the second sample, we choose crystalline CaF2(001) for two main reasons:
(i) to improve the structural quality of the film, thereby enhancing the B-FMR signal -
which can be affected by the substrate [95] - and (ii) to ensure good thermo-elastic effi-
ciency combined with low thermal conductivity, allowing for a long-lasting TG-induced
spatial temperature profile T (x) and providing improved magneto-optical contrast with
respect to the Ni film grown on amorphous SiO2, as it will be discussed in Sec. 4.3. The
simple model developed to evaluate this second aspect is described in App. A. The influ-
ence of the substrates on the growth process is evaluated by comparing structural data
obtained by Grazing Incidence X-Ray Diffraction (GIXRD) and X-Ray Reflectivity (XRR)
in collaboration with CNR-IMM and Università degli Studi di Milano-Bicocca. These
measurements were performed on both a SiO2(10nm)/Ni(14nm)/CaF2(001) sample and
a SiO2(10nm)/Ni(14nm)/SiO2 sample. The results, presented in App. A, indicate an
overall lower structural quality for the film grown on amorphous SiO2. The absence
of a clear B-FMR signal in samples grown on amorphous SiO2 suggests that this result
is related to the crystallinity of the substrate rather than to the film thickness, which
suggests that we can extend the results obtained on SiO2(10nm)/Ni(14nm)/SiO2 to the
SiO2(10nm)/Ni(40nm)/SiO2 case.

We characterized magnetically all samples by longitudinal MOKE measurements
performed at the NFFA-APE beamline at the Elettra Synchrotron facility [83]. The hys-
teresis loops are reported in App. A. Both samples show low coercive (< 2 mT) and
saturation fields (< 3 mT); since all the magnetic measurements presented in this chap-
ter were performed at much higher fields, the samples can be considered magnetically
saturated. This point will be further discussed in Sec. 4.3.
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Figure 4.1: (a) Schematic representation of strain and particle displacement for a RSAW, adapted
from [97]. (b) Displacement and (c) strain in soda-lime glass as functions of the depth into the
bulk. All quantities are normalized by dividing by the RSAW wavelength Λ. Adapted from [38].

4.2 Experimental results: acoustics

As already mentioned in Sec. 2.2.6, standing acoustic waves are excited upon the inter-
ference of the two pump beams via impulsive thermoelastic expansion. Before present-
ing the experimental results, we provide an overview of the expected active modes for
the case of interest, based on phenomenological considerations and existing literature
[18, 19, 54, 96, 97].

4.2.1 What is expected?

The first expected mode is the RSAW. It is a surface acoustic mode that arises as a mathe-
matical solution for the normal modes propagating in a semi-infinite medium, and orig-
inates from the boundary conditions imposed on the free surface. If we consider the
plane (x, y) as the free surface of our sample, it follows that the (x, z) is the so-called
sagittal plane. The elastic energy is confined to the surface, implying that the displace-
ment u is restricted to the surface: its amplitude decreases exponentially along z, namely
ux(z) ∝ e−γu|z|. The decay length is approximately equal to the wavelength: 1/γu ≈ Λ.
Furthermore, ux and uz oscillate simultaneously, leading to a mixed polarization state,
partially longitudinal and partially transverse along z. The two components are π/2 out
of phase: the resulting motion is elliptical and limited to the sagittal plane, as shown in
Fig. 4.1.a-b. In terms of strain, the only non-zero components are ϵxx, ϵzz , and ϵzx. The
main component is ϵxx, at least close to the surface (see Fig. 4.1.c); this is of relevance for
the modeling of magneto-elastic coupling involving RSAW, as discussed in Sec. 1.4.1.
Finally, it can be demonstrated that the velocity of RSAW is lower than that of any other
bulk waves [97, 98].

When considering thin films on a substrate, the active acoustic modes become more
numerous and complex, influenced by the film thickness, the wavelength of the acoustic
wave, and the degree to which the film is ”bound” to the substrate [54]. Typically, the
film acts as a waveguide being able to support a new zoo of surface acoustic waves - e.g.
such as Sezawa modes, Love modes, Lamb modes - whose properties depend mainly on
the product hk, where h is the film thickness and k the wavevector of the acoustic waves.
It follows that in our experimental case of Λ = 2π/k ≫ h, the elastic energy is mainly
concentrated in the substrate, which dominates the dynamics: the thin film on top acts
as a negligible perturbation on the overall dynamics. Therefore, the expected RSAW is
that of the substrate. More detailed calculations bring to the same conclusion, showing
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that for hk → 0 the lowest-energy mode supported by the film is indeed the RSAW of
the substrate [54].

The second expected mode is the SSLW. This type of surface wave is also widely
observed in devices where acoustic waves are excited using IDTs on a piezoelectric sub-
strate[37, 99–101] and references therein. Intuitively, the SSLW can be understood as a
(longitudinal) bulk wave generated by a longitudinal perturbation of the surface, which
then quickly propagates deeper into the substrate (i.e., leaking) at a small angle relative
to the substrate surface. More rigorously, it has been shown [54] that as hk → 0 the
other normal modes of the film become leaky, rapidly radiating away from the surface
by coupling with bulk modes that share similar characteristics (polarization, frequency,
dispersion, etc.), making them practically indistinguishable.

Therefore, the role of the film in the acoustic dynamics is merely to ensure better ab-
sorption of the incident pump beams, as also verified by power measurements of the
transmitted and reflected probe which confirmed a ≃ 34% (few percentages) absorption
with (without) the film on top. To sum up, the Ni thin film strongly absorbs the pump
energy building up a surface temperature grating that over time diffuses into the sub-
strate, heating a considerable portion of the substrate. The resulting acoustic dynamics
are then completely determined by the properties of the substrate: the same acoustic
modes could have been observed by replacing the Ni with any other thin film strongly
absorbing at 1030 nm (see also Ch. 5). However, Ni is a good option to investigate
magnetoelastic dynamics.

4.2.2 What is observed?

The acoustic characterization of the sample is performed via TG spectroscopy with pulsed
and CW probes, in both transmission and reflection geometries. This approach is used
mainly to demonstrate the functionality and potential of operational modes 1 and 2, as
the observed phenomenology is consistent across both. All the measurements presented
in this section are performed in air and at room temperature on the SiO2(10nm)/Ni(40nm)
/SiO2 sample.

The TG signals in both reflection and transmission geometries is shown in Fig. 4.2.a-
b (Fig. 4.3.a-b) for the pulsed (CW) probe configuration. Regardless of the type of
probe, the reflection channel shows low-frequency oscillations with minimal attenua-
tion. In contrast, the transmission channel shows high-frequency, low-amplitude oscilla-
tions with significant attenuation at time delays > ns. These differences are understood
to arise from the differing sensitivities of the two detection channels. In the reflection
diffraction case, light is diffracted due to periodic variations imposed by surface defor-
mation, making it less sensitive to the photoelastic effect.1

Furthermore, RSAW typically have large surface displacements, resulting in large
diffraction efficiency. Conversely, the transmission geometry is more sensitive to varia-
tions arising from photoelastic effects generated in the substrate, which is why we ob-
serve the bulky SSLW in this configuration. Furthermore, the probe beam travels through
the Ni/SiO2 heterostructure significantly longer than the probe wavelength, and it gets
attenuated significantly more than in reflection geometry. This is also theoretically pre-
dicted by scattering efficiency calculations [102, 103]. The different sensitivity to the
acoustic dynamics of the reflection and transmission channels is also visible in the Fast

1The photoelastic effect is defined as the change of refractive index caused by SAW-induced stress.
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Figure 4.2: TG signal with the pulsed probe (a) in transmission geometry and (b) in reflection
geometry, with the corresponding FFT magnitudes shown in (c) and (d), respectively. FFT is com-
puted with zero-filling and apodization with a Hamming window. Solid lines in panels (a)-(b)
are the best fit using Eq. 4.1. For all measurements: i) the pitch of the TG is Λ = 2.54 µm ii) the
incident pump and probe fluence are set at 10 and 0.2 mJ/cm2, respectively. In panels (c)-(d) The
gray reference lines at 1.3 and 2.3 GHz indicate the positions of the FFT peaks, corresponding to
the RSAW and SSLW, respectively. The dash-dot lines are the best fit using a Gaussian lineshape
to the RSAW (in red) and SSLW peaks (in green).
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Figure 4.3: TG signal acquired with hetereodyne detection (a) in transmission and (b) in reflection
geometry. The signals in green and red are acquired with a relative phase difference of π, as it
can also be seen by the opposite phase of the signal, which is proportional to the scattered field.
The blue trace represents the difference between the two, which is amplified in amplitude. The
insets show the heterodyne signals in the first 40 ns. (c)-(d) FFT magnitude of the tr-traces in
transmission and reflection, respectively, fitted by Lorentzian lineshapes. The SSLW is not visible
in reflection. For all measurements: i) the TG pitch is Λ =4.00 µm ii) the pump fluence is set at 10
mJ/cm2 and the incident probe power at 190 mW.
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Fourier Transform (FFT) magnitude of the signals reported in Fig. 4.2.c-d and Fig. 4.3.c-
d, which give the spectral density of the time-resolved traces.

The frequency values can be determined from the FFT peaks, and the correspond-
ing errors can be estimated from their Half Width Half Maximum (HWHM) obtained
by fitting the peaks with either a Gaussian or Lorentzian lineshape, depending on the
sampled time-delay window. For a damped oscillating signal, if sampled properly over
a time interval that captures its entire evolution, the FFT mathematically produces a
Lorentzian lineshape. The HWHM of this Lorentzian is directly related to the damping
of the oscillations. This Lorentzian profile is typically observed in heterodyne detection,
where the acquisition window spans hundreds of ns. However, when the sampling win-
dow is reduced to just a few ns, as in the case of a pulsed probe, the FFT peaks of the
observed frequencies exhibit broadening, necessitating the use of a Gaussian lineshape
fitting rather than a Lorentzian one. In such cases, the broadening of the lineshape is no
longer a reliable measure of damping, and using the HWHM as an error estimate for the
frequencies can lead to overestimation. The HWHM of the peaks reported in Fig. 4.2.c-d
is ≃ 0.3 GHz, meaning an error of ≃ 20% for the observed frequencies. To get a better
estimation of the errorbar for the pulsed probe configuration, it is possible to fit the TG
signal at positive time delays with [50]

S(t > 0) =
[
a0e

− t
τ +

∑
i

aie
− t

τi sin(2πfi + ϕi)
]2

+ C (4.1)

which describes well the intensity of the diffracted probe beam in the case of cohex-
istence of a quasi-stationary temperature grating with a TG-induced coherent acoustic
dynamics, as discussed in Sec. 2.2. Here, the first exponential term describes the thermal
relaxation, the second one the excited SAWs modes and the C constant accounts for the
background signal due to parasitically scattered light.

Since the time-domain data in Fig. 4.2.a-b do not show significant damping, atten-
uation of the acoustic modes is omitted in the fitting function. The best fit to the data
are reported as solid lines; the obtained errors on mode frequencies are reduced to a
few %. Conversely, for the CW probe case, we get from the Lorentzian fit an HWHM of
≃ 0.01, corresponding already to an error of the order of 1%; for this reason, fitting in the
time domain is omitted for this operational mode. Tab. 4.1 lists the frequencies of each
mode/geometry and operational mode, along with their corresponding errors. The cor-
responding sound velocities are also reported, with the errors obtained by propagating
the frequency errors while assuming zero error in the TG pitch Λ, or equivalently, the
wavelength of the acoustic wave. The obtained values are reasonably compatible with
the calculated errors. It is worth mentioning that the frequencies for the data acquired
with CW are significantly lower because performed at a larger TG pitch on the sample.

In summary, the pulsed and CW operational modes are complementary, and when
combined, they allow for a comprehensive study of acoustic dynamics over a broad time
window. In this specific case, the TG-induced acoustic dynamics can be effectively mea-
sured on both timescales. However, in some instances, the acoustic dynamics evolve
on a sub-nanosecond timescale necessitating a stroboscopic approach, as can for exam-
ple happen for multilayered samples [104]. When using the pulsed probe configuration
to investigate other TG-induced phenomena - such as magnetic excitations - acoustic
characterization on short timescales can be valuable in confirming the absence of mag-
netoelastic coupling with the magnetization dynamics - as it will be discussed in Ch.
5 - or spurious effect coming from a non-perfect polarization analysis. In contrast, the
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Table 4.1: Frequency and sound velocity of the RSAW and SSLW. The error reported on the fre-
quencies are extracted from the time-domain fit in the pulsed case, and from the FFT HWHM fit
for the CW configuration. Sound velocities are calculated as c = Λf , and the corresponding errors
are obtained via error propagation.

fRSAW (GHz) fSSLW (GHz) cRSAW (km/s) cSSLW (km/s)
Pulsed, Trans. 1.29± 0.1 2.30± 0.04 3.2± 0.3 5.7± 0.1
Pulsed, Refl. 1.31± 0.05 2.25± 0.08 3.20± 0.1 5.6± 0.2
Continuous, Trans. 0.85± 0.01 1.52± 0.02 3.40± 0.04 6.1± 0.1
Continuous, Refl. 0.84± 0.01 — 3.36± 0.04 —

CW probe, with its extended time windows, is particularly well suited to investigate
phenomena such as thermal diffusion [105]. Here, the discussion is limited to the fre-
quency of the acoustic modes, which is the key parameter for the discussion concerning
magnetoelastic coupling in our samples.

4.3 Experimental results: magnetoacoustics

In a magnetostrictive medium, SAWs can drive, via inverse magnetostriction, SWs with
matching wavelength and frequency [32, 106]. The measurements presented in this sec-
tion are acquired by exploiting TG-pumping to excite SAWs and tr-Faraday polarime-
try to probe the SWs (see Sec. Fig.3.5). Firstly we will examine the main magnetoe-
lastic features on the SiO2(10nm)/Ni(40nm)/SiO2 sample, while we will refer to the
SiO2(10nm)/Ni(14nm)/CaF2 one for the comparison with B-FMR.

4.3.1 Experimental considerations on magneto-optical sensitivity

As mentioned above, the laser footprint (FWHM) on sample is approximately 40 µm
for the pump and about 25 µm for the probe. Therefore the probe footprint is much
larger than the TG pitch Λ. This is desirable in the case of acoustic measurements, where
diffraction efficiently takes place if a considerable number of fringes fit in the probe foot-
print. However, this is not the case for magnetic measurements. For magneto-optical
measurements, this is in general a problem. At any given time t at positive delays, the
dynamic component of the spin wave can be written as Mz(x, t) = A cos(qx + ϕ)e−iωt,
where A is the wave amplitude, ϕ is the appropriate spatial phase, and ω is the angular
frequency. The spatial average of this expression is expected to be exactly zero, resulting
in no Faraday rotation being observed at any time. However, when the TG pumping
scheme is applied, the amplitude distribution of the SWs becomes linked to the periodic
TG temperature profile T (x). Consequently, the local saturation magnetization Ms(x) is
not uniform along the wavevector q and decreases at the T (x) peaks. To a first approxi-
mation, this relationship can be described by Ms(T (x)), meaning that locally Ms follows
the M(T ) equilibrium curve, as schematically shown in 4.4.a. It follows that amplitude
of the SW is affected by the local temperature at position x, so Mz(x) = Ã cos(qx+ ϕ) is
a good approximation, where Ã = AMs(T (x))

Ms(0)
. Considering this thermal modulation, the
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Figure 4.4: (a) Trend of the Ms for Ni as a function of normalized temperature T/Tc (Tc = 628
K). Regions where the pumps interfere destructively are at lower temperature (shaded in orange),
while where they interfere constructively are warmer (shaded in light blue); therefore, they exhibit
a difference in Ms values. Adapted from Ref. [107]. (b-c) Spatial distribution of dynamic magneti-
zation Mz across an entire SW wavelength at a specific time is shown. The color shading indicates
regions contributing positively (orange) or negatively (light blue) to Eq. 4.2. In the absence of
temperature modulation [panel (b)], the positive and negative contributions balance each other;
with finite temperature modulation [panel (c)], the contribution from the warmer regions (which
give a negative contribution to Eq.4.2) is partially reduced. Adapted from Ref. [19]. (d-e) Spatial
distribution of the local temperature T (x) [panel (d)] and magnetization [panel (e)] along a full
SW wavelength, derived from finite-element COMSOL simulations under varying pump fluence
conditions. Adapted from Ref. [19].

spatial integral along one TG period can be written as

⟨Mz(t)⟩Λ = e−iωt

∫ Λ

0

dxA
Ms(T (x))

Ms(0)
cos(qx+ ϕ) ̸= 0, (4.2)

which is not zero-averaged. Therefore, the Faraday rotation of the transmitted beam is
proportional to this integral. Detailed investigations and modeling of this phenomenon
are discussed in Ref. [19]. With the use of finite-element calculations (COMSOL Mul-
tiphysics), the authors simulated different pump fluences, taking into account the local
temperature T (x) and the local magnetization Ms(T (x))

Ms(0)
; the main results are depicted in

Fig.4.4.d-e. It becomes evident why the Tc of the magnetic thin film is a crucial parameter
for magneto-optical sensitivity. A low Tc leads to complete demagnetization of the film,
reducing the magneto-optical contrast, whereas a high Tc results in insufficient modula-
tion of Ms(T ), also lowering the magneto-optical contrast. It’s important to note that the
spatial modulation of Ms depends on the time elapsed after the pump trigger, due to the
thermal relaxation in the film: as time progresses, Eq. 4.2 approaches zero, making the
magnetic dynamics undetectable.



48 4.3 Experimental results: magnetoacoustics

0 . 0

0 . 5

1 . 0

0 1 2 3
0 . 0

0 . 5

1 . 0

0 1 2 3 4 5 6
0 . 0

0 . 3

0 . 6

0 . 9
0 . 0
0 . 3
0 . 5
0 . 8
1 . 0

tr-F
ara

da
y (

arb
. u

nit
s) ( a )

( b )

tr-F
ara

da
y (

arb
. u

nit
s)

F r e q u e n c y  ( G H z )T i m e  d e l a y  ( n s )
FF

T m
ag

nit
ud

e 
(ar

b. 
un

its 
)

( c )

( d )

FF
T m

ag
nit

ud
e 

(ar
b. 

un
its 

)

Figure 4.5: (a-b) Raw tr-Faraday signals at (a) 12.3 mT and (b) 25.8 mT. The solid lines are best
fit to the data using Eq. 4.3. (c-d) FFT of the time domain traces after exponential background
subtraction.

4.3.2 SAW-pumped dynamics

In Sec. 1.4.1 we have derived the expression for the MEC torque in the case of dominant
longitudinal strain ϵxx as τMEC ∝ sin(2ϕ0), where ϕ0 is the angle at equilibrium of the
magnetization with respect to the TG wavevector q. Therefore, to maximize MEC and
consequently the SAW-driven dynamics, an IP magnetic field is needed to align M at an
angle ϕ0 with respect to q [18]. However, it has been shown [36] that in a sample with
modulated magnetostatic properties - such as the thin film heated by the stripe - the MEC
reaches a peak around 20◦ and is suppressed at 45◦. For the following measurements,
we set the external magnet at an angle of approximately ϕ0 ≃ 15◦. All measurements
discussed in this chapter were conducted in air at room temperature, with the incident
pump and probe fluences set at 10 mJ/cm2 and 0.4 mJ/cm2, respectively.

The TG-pumped tr-Faraday traces are presented in Fig. 4.5, with the TG pitch on the
sample fixed at Λ = 2.54µm. The raw data are shown for two values of the external
applied magnetic field Bext = µ0Hext, specifically Bext = 12.3 mT and Bext = 25.8 mT. As
it will be further discussed below, at these values of Bext, the magnetic dynamics resonate
with RSAW and SSLW, respectively, resulting in the observation of large precessional
dynamics.

The solid line represents the best fit to data obtained by fitting with an exponential
combined with two sine functions, namely

S(t > 0) = a0e
−t/τ +

∑
i

aie
− t

τi sin(2πfi + ϕi) + C (4.3)

to account for both coherent - SAW-puped magnons - and incoherent contribution -
slow remagnetization caused by thermal diffusion of the deposited energy into the non-
magnetic layers and the substrate.
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Figure 4.6: (a-b) Raw tr-MOKE signals at (a) 16.2 mT and (b) 25.8 mT. The solid lines are best
fit to the data using Eq. 4.3. (c-d) FFT of the time domain traces after exponential background
subtraction.

Table 4.2: Frequency of the two magnetic modes observed via tr-Faraday and tr-MOKE polarime-
try at different magnetic fields.

Bext (mT) f1 (GHz) f2 (GHz)
tr-Faraday 12.3 1.31± 0.06 2.36± 0.01
tr-Faraday 25.8 1.39± 0.04 2.33± 0.02
tr-MOKE 16.25 1.31± 0.02 2.32± 0.01
tr-MOKE 25.8 1.35± 0.04 2.33± 0.02

Fig. 4.6 shows the same type of measurements but in reflection geometry for Bext =
16.2 mT and Bext = 25.8 mT. The lower signal level with respect to tr-Faraday can be
attributed to off-normal incidence of the probe beam (≃ 6◦). The frequencies of the
tr-Faraday and tr-MOKE signals are summarized in Tab. 4.2, and their values provide
evidence of the acoustic pumping: in all configurations of geometry or magnetic field,
the frequencies of the modes match either the RSAW or SSLW frequency found in the
acoustic characterization. Fig.4.5.c-d and Fig.4.6.c-d present the FFT of the data after
exponential background removal. Once again, they offer a great graphical insight into
the contribution of each surface acoustic wave to the overall magnetic dynamics. At low
magnetic fields - e.g. 12.3 mT - the magnetic dynamics is primarily driven by the RSAW,
while at higher fields - e.g. 25.8 mT - the dynamics is predominantly influenced by the
SSLW.

The frequency dependence of the tr-Faraday traces on Bext is systematically exam-
ined to have a more complete picture of this phenomenology. Fig. 4.7.a, shows a two-
dimensional map of the tr-Faraday signal after exponential background subtraction,
plotted against the pump-probe time delay ∆t and the external magnetic field Bext. The
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Figure 4.7: (a) Time-domain and (b) frequency-domain maps of tr-Faraday obtained on
SiO2(10nm)/Ni(40nm)/SiO2 for a TG pitch of Λ = 2.54 µm. The magnetic field is swept from
positive to negative values. In panel (b) the horizontal dashed lines highlight the frequency of the
TG-pumped RSAW and SSLW.

magnetic field is swept from positive to negative values in ≃ 2 mT steps. It is note-
worthy that these field steps are similar to the coercivity of the sample; therefore, due
to coarse sampling, magnetization reversal phenomena are not visible in our measure-
ments. An FFT is performed for each trace after exponential background subtraction,
to emphasize the presence of resonance behavior; the resulting two-dimensional map is
shown in Fig. 4.7.b. The spectral weight is concentrated in specific regions of frequency
and magnetic field. By overlaying the frequencies of the TG-pumped SAWs onto the
map, a clear correlation is observed. According to previous studies [19, 33], the inter-
pretation is that the enhancement of spectral weight indicates large SAW-driven preces-
sional dynamics, which occur when the spin wave dispersion matches either fRSAW or
fSSLW. It is important to note that for any given value of Bext, both SAWs are involved in
the acoustically-driven magnetization dynamics via inverse magnetostriction; however,
outside resonance the signal is too low to be detected. Fig. 4.8 shows similar maps are
obtained using TG pitches of Λ = 3.07 µm and Λ = 4.00 µm; the one obtained with the
TG pitch of Λ = 2.54 µm is reported again for easier comparison. Changing Λ leads to
a corresponding shift in the RSAW and SSLW frequencies, following the linear disper-
sion relation of acoustic modes. It follows that, by choosing an appropriate TG pitch, the
SAW-FMR resonances can to be tuned to the desired frequency and/or magnetic field.
In Fig. 4.8.b-c some additional peaks are observed at frequencies RSAW+SSLW; these
effects are due to excitation of higher-order resonances due to parametric pumping. The
appearance of parametric resonances testifies that large-amplitude magnetization pre-
cession is excited by the proposed TG-pumping scheme. The interested reader can find
additional information about parametric resonance in TG-pumped magnetization dy-
namics in Ref. [20, 108].
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Figure 4.8: Frequency-domain maps of tr-Faraday obtained on SiO2(10nm)/Ni(40nm)/SiO2 for
TG pitches of (a) Λ = 2.54 µm (b) Λ = 3.07 µm and c) Λ = 4.00 µm. Reference lines mark
the frequencies of RSAW and SSLW found in the acoustic characterization; reference lines at
SSLW+RSAW are guide to eye for parametric resonances.

4.3.3 Comparison with broadband FMR

By using optical pumping in the TG excitation mechanism, it is possible to access wavevec-
tors in the µm−1 range. If the SW dispersion of the sample being studied is relatively flat
within this wavevector range, the acoustically-driven SW resonance - though theoreti-
cally distinct - can effectively be treated as acoustically-driven FMR (SAW-FMR). Since
this holds true for Ni, we quantitatively compare TG-driven SAW-FMR with ”standard”
broadband FMR (B-FMR). The sketches in Fig. 4.9 provides insights into the technical
similarities and distinctions between B-FMR and TG-pumped SAW-FMR. In both meth-
ods, the static magnetic field Bext is assumed to be uniform and, in combination with
the magnetic shape anisotropy, defines the equilibrium direction of the magnetization.
In B-FMR, the oscillating magnetic field is generated by an rf current within a metal-
lic waveguide. This setup ensures that the oscillating field Brf is perpendicular to Bext,
thereby maximizing the torque on the magnetic dipoles. The magnetic moments precess
in-phase throughout the entire sample. In contrast, in SAW-FMR, the rf field is gener-
ated by the effective MEC field, which arises from the SAW strain. A significant torque
requires a non-zero angle between Bext and the wavevector q (see Sec. 1.4.1). The finite
wavelength of the rf field results in magnetization precession with a spatially modulated
phase, namely a SW, and large precessional dynamics is observed when the intensity of
Bext causes the SW dispersion to be generate with that of the SAWs.

The B-FMR measurements were performed using a custom-built setup available at
the Università degli Studi di Milano-Bicocca. The sample is placed between the poles of
a Bruker ER-200 electromagnet, with its surface oriented parallel to the external magnetic
field Bext in what is known as a flip-chip configuration for IP measurements. To induce
precession of the magnetization M, the samples were mounted on a grounded coplanar
waveguide, which is connected to an rf source (Anritsu). The FMR signal at a fixed
frequency is obtained by measuring the derivative of the absorbed power downstream
of the electrical transmission line as a function of Bext, using a lock-in amplifier. For
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Figure 4.9: Illustration of the working principles behind B-FMR and SAW-FMR. (a) The IP static
magnetic field Hext determines the direction of the equilibrium axis for the magnetization M; the
RF excitation field Hrf is perpendicular to Hext and induces precession in M. Consequently, the
magnetization precession is uniform throughout the entire sample. (b) In SAW-FMR, an acoustic
wave (represented by the red stripes as wavefronts) with wavelength Λ drives magnetization pre-
cession via the effective MEC field. The magnitude of the magnetoelastic torque is influenced by
the angle φ between Hext (H0) and the wavevector q. In this case, the magnetization precession
is not uniform: it follows the spatial modulation of the acoustic driving wave, resulting in a spin
wave SW. Adapted from Ref. [20].

additional details on the FMR setup, refer to Ref. [109].
The relationship between the FMR frequency f and the resonance field Hres

eff is heav-
ily influenced by the magnetic anisotropies present in the sample. For a thin, isotropic
ferromagnetic film with an IP external field Heff, Kittel’s equation applies [8, 110]:

f =
µ0γ

2π

√
Hres

eff

(
Hres

eff + µ0Meff
)
. (4.4)

The quantity Meff is called effective magnetization [111, 112], and for a ferromagnet in
saturation holds:

Meff = Ms −
2Ks

µ0Mst
, (4.5)

where Ks is the surface anisotropy constant and t is the thickness of the film.
The idea here was originally to compare results obtained on the very same sample

from B-FMR and SAW-FMR. However, the sample SiO2(10nm)/Ni(40nm)/SiO2 did not
show an acceptable B-FMR signal. The reason why can be explained in terms of growth-
induced structural disorder induced by the amorphous substrate, which can hugely af-
fect the B-FMR signal [95]. On the contrary, the SAW-FMR signal is very clear, a likely
consequence of the locality of the measurements: in the B-FMR the signal is collected
from the whole sample volume, while in SAW-FMR the probe footprint on the sample
determines the portion of volume contributing to the signal.

The SiO2(10nm)/Ni(14nm)/CaF2(100) sample was specifically fabricated to facilitate
a comparison between SAW-FMR and B-FMR, exhibiting improved structural properties
due to the crystalline substrate. We apply to the investigation of SiO2(10nm)/Ni(14)/
CaF2(100) the same approach used for SiO2(10nm)/Ni(40)/SiO2; in particular, we obtain
maps at the three different TG pitches of Λ = 2.54, 3.07 and 4.00 µm, similarly to the ones
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Figure 4.10: (a) To determine the field strength, frequency, and linewidth of the SAW-FMR res-
onances, the FFT magnitude maps have been symmetrically folded around the Bext = 0 axis.
(b) The resonance frequency is obtained by performing a Gaussian fit on the spectrum, which is
integrated over a 10-mT range around the resonance. (c) Similarly, the resonance field strength
and linewidth are extracted through Gaussian fitting of the lineshape, integrated over a 500-MHz
range across the resonance. The white lines (a) mark the selected regions used for frequency and
field integration. The presented map corresponds to the case of Λ = 2.54 µm; the same proce-
dure has been applied for the other resonance at 1.26 GHz, and for the other pitch values. (d) The
resonance frequencies observed from SAW-FMR at different TG pitches are plotted as a function
of the resonance field strength (blue circles), alongside the results from B-FMR (black diamonds).
The error bars represent the 95% confidence interval of the Gaussian fit and are not visible in the
B-FMR data. Only a single fit of the Kittel model is shown (red solid line), as the best-fit curves for
both datasets are indistinguishable at this scale. The inset zooms in on the low-frequency region;
the arrows in pink, orange, and green indicate at which TG pitch the resonances have been ob-
served, respectively Λ = 2.54, 3.07 and 4.00 µm. (e) The resonance linewidth is plotted against the
resonance field for SAW-FMR data (blue circles) and B-FMR data (black diamonds). The colored
arrows indicate the corresponding TG pitch as in the inset of panel (d). The linear fit of Eq. 4.6 is
shown as a red line, solid for SAW-FMR, and dashed for B-FMR. Adapted from Ref.[20].

shown in Fig. 4.8 for the SiO2(10nm)/Ni(40)/SiO2 sample. For the sake of brevity, we
show here only the one acquired with Λ = 2.54 µm. Fig. 4.10.a shows the 2D-FFT map
obtained for the SiO2(10nm)/Ni(14) CaF2(100) sample with a TG pitch of Λ = 2.54 µm.
As in the previous case, resonances are observed at the RSAW and SSLW frequencies,
which for this sample are found to be fRSAW = 1.26± 0.06 GHz and fSSLW = 2.79± 0.02
GHz [20]. The first step in comparing SAW-FMR to B-FMR results involves extracting
the resonance frequency and the corresponding field strength for each peak in the FFT
magnitude maps. Additionally, the FWHM of each peak along the field axis is deter-
mined, as it provides valuable information about the damping. This procedure has been
applied for the three available TG pitches. Fig. 4.10.a illustrates the process for Λ = 2.54
µm. To enhance contrast, the symmetry Bext → −Bext is utilized by folding the FFT map
around the Bext = 0 axis. From the folded map, the SAW-FMR resonance frequency is
obtained by integrating over a suitable range of magnetic field values (around 10 mT,
but checked to be not strictly relevant) across the center of the FFT peak; the obtained
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curve shown in Fig. 4.10.b is then fit by using a Gaussian lineshape. Following the same
approach, and integrating over a reasonable range of frequencies (approximately 500
MHz), the resonance magnetic field and its FWHM linewidth were determined in the
same way by fitting with a Gaussian. Varying the TG pitch Λ allows to obtain six points
for SAW-FMR to compare with B-FMR.

Fig. 4.10.d-e present a comparison between these results and those obtained us-
ing B-FMR. The resonance frequencies acquired through both techniques as a function
of Bext are shown in Fig. 4.10.d. Visually, the two datasets align well. To provide
a quantitative analysis, the Kittel model (Eq. 4.4) is applied with both γ and Meff as
free parameters in the B-FMR data fitting. The best fit yields γ = (2.10 ± 0.06) × 1011

rad/s·T and Meff = (199 ± 18) kA/m; in more conventional units, this corresponds to
γ/2π = (32.0 ± 0.9) GHz/T and µ0Meff = (0.25 ± 0.02) T. For the SAW-FMR data, γ
is fixed at γ = 2.10 × 1011 rad/s·T, given the limited dataset. The model provided a
fit for Meff = (195 ± 16) kA/m, equivalent to µ0Meff = (0.25 ± 0.02) T, with excellent
agreement observed between the two methods. It is worth noting the relatively low
Meff values, particularly when compared to the saturation magnetization of Ni at room
temperature (Ms = 490 kA/m [3]). Generally, a reduction in Ms is anticipated, partic-
ularly in thin films and systems with significant surface anisotropy (see Ref. [109] and
the Supplemental Material therein). According to Eq.4.5, the surface anisotropy can be
calculated as:

Ks = (Ms −Meff)µ0Mst/2,

resulting in Ks = (1.26 ± 0.07) mJ/m2, which is in close agreement with the values
reported in the literature for rough thin films [113].

It is essential to highlight that the magnetostatic parameters obtained from SAW-
FMR and B-FMR measurements are consistent. Since both methods produce the same
Meff value, we can deduce that the effect of the pump laser heating is negligible and
locally the sample can be considered at room temperature, as it has also been observed
in similar pump-probe experiments [17]. The FWHM linewidth ∆B of the resonances is
shown in Fig. 4.10.e. For B-FMR, the linewidth corresponds to the FWHM in a sweep of
Bext. In the case of SAW-FMR, the FWHM is measured for the resonance peak along the
field strength axis. To properly compare these values, the FWHM for SAW-FMR must
be divided by

√
3. This adjustment is necessary, because the SAW-FMR maps display

the FFT magnitude rather than the imaginary part, as in the B-FMR case; details based
on Ref. [106] explaining the origin of the

√
3 factor can be found in App. A. Following

standard FMR analysis [111], the Gilbert damping parameter α is determined by fitting
the linear relationship between linewidth and resonance frequency:

∆B =
4πα

γ
f +∆Binh, (4.6)

where ∆Binh represents the inhomogeneous broadening term, leading to frequency-
independent resonance broadening that creates an offset. This broadening is gener-
ally attributed to magneto-structural disorder [111]. The best-fit parameters are α =
(47± 5)× 10−3 and ∆Binh = (1.8± 0.5) mT for SAW-FMR, and α = (52± 2)× 10−3 and
∆Binh = (3.9 ± 0.4) mT for B-FMR. The close agreement between these two techniques
suggests that they probe the same underlying physics. The Gilbert damping values
are consistent within the error bars, although the inhomogeneous broadening is slightly
more pronounced in B-FMR. This difference can be attributed to larger-scale sample in-
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homogeneities that contribute more to B-FMR, which is an area-integrated technique.
The 25µm diameter of the SAW-FMR probe footprint sets the spatial resolution of this
technique: due to locality the influence of such inhomogeneities is greatly reduced.

It is important to note that the possibility to compare SAW-FMR with B-FMR is fun-
damentally determined by the SW dispersion at low q. As discussed in Sec. 1.3, the spin
wave dispersion can exhibit non-monotonic behavior at low q due to dipolar interac-
tions. However, in the specific case under consideration, the band dispersion is essen-
tially flat within the relevant wavevector range; the calculation of the dipole-exchange
spin wave dispersion for a polycristalline 14-nm-thick Ni thin film is reported in the sup-
plementary of Ref [20]. Even though the TG excitation mechanism introduces a non-zero
wavevector, if the band dispersion is flat in this range, no significant deviation from the
FMR in frequency is observed. This is why Eq. 4.4 accurately describes the SAW-driven
SW resonance as well.

4.4 Conclusions

In this chapter, we have explored the TG approach for investigating acoustically-driven
dynamics in polycrystalline Ni thin films. We have demonstrated the importance of
characterizing both acoustic and magnetic dynamics in a complementary manner for
effective magnetoelastic studies. Additionally, the TG method enabled us to perform
SAW-driven SW resonance efficiently without the need to fabricate additional devices
for our samples. Furthermore, by comparing with B-FMR results, SAW-FMR is vali-
dated as an effective method for magnetic and magneto-elastic characterization. The
spatial resolution is primarily limited by the probe laser footprint and the SAW wave-
length, enabling potential sub-micron investigations with tight focusing and small Λ.
This provides sensitivity to local magnetization dynamics, which is not possible with
area-integrated techniques like B-FMR, as in the case of the SiO2(10)/Ni(40nm)/SiO2.

To conclude, Fig. 4.11 shows the phase space of an SAW-FMR - or SAW-SW res-
onance - experiment. Our SAW-FMR resonance data (black spheres) obtained for the
SiO2(10)/Ni(14nm)/SiO2 sample are represented as a function of resonance frequency
f , resonance magnetic field Bres, and SAW wavevector q. The resonance frequency f
and resonance field Bres = µ0Hres are extracted from our data as described in Fig. 4.10.a-
c. The three wavevectors (q = 1.57, 2.05, and 2.47 rad/µm) are represented by vertical
planes (orange, light blue, and purple, respectively). Two acoustic modes, RSAW and
SSLW, are involved. At a fixed q, the phase velocity of each mode determines two fre-
quencies, with the projection onto the (f, q) plane (green dots) resulting in linear acoustic
dispersion (pink linear fit). Due to the flat SW dispersion in the relevant range, the pro-
jection onto the (f,Bres) plane (blue dots) follows the nonlinear Kittel model trend (red
fit). In this experiment, q is fixed by the TG, and tuning the magnetic field moves the
SW manifold in phase space, while the SAW dispersions remain unchanged. Resonance
occurs when a SW frequency matches that of a driving SAW. The projection onto the
(f,Bres) follows the trend of the Kittel formula only because in this specific case the band
dispersion is flat in the range of the investigated wavevectors. If not, the projected curve
would be distorted, each point corresponding to a different SW wavevector, requiring
more advanced models beyond the Kittel model. This challenge also presents an oppor-
tunity: SAW-FMR - or better SAW-SW resonance - could be valuable for wavevector-
selective studies of low-energy excitations, where refined models would be necessary.

Momentum-dependent time-resolved scattering techniques are essential for probing
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Figure 4.11: Phase space of SAW-FMR. Resonance frequencies are extracted from the 2D tr-Faraday
maps with TG pitch of Λ = 2.54, 3.07, and 4.00 µm for SiO2(10)/Ni(14nm)/SiO2, plotted as a
function of the observed resonance field Bres = µ0Hres and the TG-wavevector q (black spheres).
Their wavevector dependency (projection on the green panel) gives the dispersions of the two
SAWs (since they are acoustically driven ); the magnetic field dependency (projection on the light
blue panel) follows the Kittel model for FMR. From Ref. [20].

complex quantum systems, particularly in understanding the damping mechanisms of
low-energy excitations. In SWs, a significant decay mechanism is two-magnon scat-
tering, where a magnon at zero wavevector is annihilated, and a magnon with finite
wavevector but the same energy is created. This process can only occur if the SW disper-
sion is non-monotonic. The presence of magnetostatic modulations at the wavevector of
the resulting magnon enhances the TMS cross-section. Therefore, TG-based techniques
could be advantageous in investigating this damping process, with potential indications
of TMS manifesting as anomalies in Gilbert damping, as suggested by existing literature
[114].

As a final note, it is important to mention that finer details of the SAW-SW dispersion
crossing could be revealed through accurate time-domain analysis. While our current
approach involved examining the FFT of the tr-Faraday 2D maps, a time-domain anal-
ysis might provide deeper insights into the phonon-magnon coupling mechanisms, re-
vealing details not directly accessible from the coarse FFT structure (currently ongoing).
This approach has proven effective in the investigation of magnetoelastic coupling in a
ferromagnetic nanowire array, where the time-domain analysis allowed us to quantify
the strength and the type of coupling involved in the phonon-magnon coupling [82].



CHAPTER 5

Magnonics

Time-resolved (tr) magneto-optical spectroscopy is a well-established technique for in-
vestigating magnetization dynamics across various time scales. In 2002, van Kampen
et al. [17] demonstrated that FMR can be triggered and probed using tr-MOKE spec-
troscopy. Since this pioneering work, the approach has been widely adopted to study
ultrafast demagnetization, relaxation, precession, and damping in various magnetic sys-
tems. These include thin films [115, 116], heterostructures [117], and nanostructured
samples [82, 118]. The widespread application of this approach underscores the versatil-
ity and utility of tr-magneto-optical spectroscopy in exploring magnetization dynamics.
More recently, Hascimoto et al. [119] developed a method based on the tr-Faraday tech-
nique to reconstruct the magnon dispersion in the µm−1 wavevector range, an approach
that is highly valuable for investigating phenomena mediated by dipolar interactions.
The diversity of the works cited so far highlights the broad applicability and potential of
all-optical pump-probe spectroscopy for investigating spin waves in the ever-expanding
zoo of functional materials. However, this conventional pump-probe scheme is limited
to excitation of the normal modes of the sample [17, 120, 121], not allowing any control
over the properties of the excited spin waves. The excitation of spin waves with specific
properties and the investigation of the subsequent relaxation of the sample have been
key research goals for decades, driven by both fundamental and technological interest.
Numerous approaches have been explored and developed for this purpose.

As discussed in Sec. 2.2, the TG technique has been used since the 1970s to selectively
excite acoustic and thermal dynamics in solids, soft materials, and liquids. Over the last
decade, TG Spectroscopy has also become an effective tool for investigating spin exci-
tations in solids. For instance, in magnetostrictive samples, acoustic waves with a tun-
able wavevector - excited by the TG pumping mechanism - can drive magnons of equal
wavelength and acoustically trigger spin-wave resonance, as discussed in Ch. 4. How-
ever, this method is efficient only in samples with significant magnetoelastic coupling;
furthermore, to efficiently drive magnetoelastic dynamics, the acoustic waves must res-
onate with the magnons, requiring the crossing of the acoustic and magnon dispersions
curves. Cao et al. [74] addressed these limitations by directly exploiting the temperature
profile generated by TG to excite magnons, without relying on magnetoelastic coupling.
In their case, the TG pumping mechanism is implemented in a TEM, and the TG-driven
standing magnons are probed via Lorentz microscopy. Here, we report on the possibility
of implementing the very same approach in an all-optical table-top setup and at FELs,
to achieve selectivity on a wide range of wavevectors, and consequently on the type of
magnon.

This chapter is organized as follows: firstly, we will discuss how the TG excitation
mechanism can be employed to excite coherent magnons at a tunable wavevector and
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Figure 5.1: (a) Schematic pump-probe setup. The magnetization dynamics is measured via tr-
MOKE. (b) Typical measurement on a 7 nm Ni film displaying the variation of the OOP compo-
nent of the magnetization (∆Mz) as a function of delay time ∆t. Regions I, II and III represent
the different stages of the dynamics. (c) Stages of the dynamics: I) Equilibrium IIa) Ultrafast de-
magnetization and softening of the anisotropy IIb) Precession around a non-equilibrium axis III)
Precession around the equilibrium axis (FMR). Adapted from [17].

without relying on the magnetoelastic coupling; since we test this approach on a fer-
rimagnetic alloy with perpendicular magnetic anisotropy (PMA), this class of material
will be introduced before diving into our experimental results.

5.1 Excitation and probing mechanism

In this section, we will discuss the pumping and probing mechanism of standing coher-
ent magnons via TG spectroscopy.

Pumping

The key to understanding the excitation of standing magnons via the TG mechanism
lies in the experiment conducted by Van Kampen et al. in 2002 [17] and illustrated in
Fig. 5.1. In this study, tr-MOKE spectroscopy was employed to demonstrate that FMR
can be driven in a 7-nm Ni thin film upon excitation with 100-fs long laser pulses. Fig.
5.1.a show a scheme of the pump-probe setup and Fig 5.1.b a measurement on a 7 nm
thick polycrystalline Ni film on Si with IP anisotropy. Fig. 5.1.c provides a schematic
representation of the laser-driven excitation mechanism for FMR. By applying an appro-
priate external OOP field H - along the hard axis of the Ni thin film - the magnetiza-
tion is canted OOP. The canting angle θc is determined by the vectorial sum of external
field and anisotropy fields. Upon impulsive heating by the pump pulse, two primary
effects occur: (i) ultrafast demagnetization, which reduces the magnitude of the mag-
netization vector, and (ii) ultrafast softening of the magnetic anisotropy. This softening
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Figure 5.2: Sketch of the effect of the pump on the magnetization and the anisotropy EA at four
different times to ∆t = 0. Bext, EA M, and r (r’) are the external field, the easy axis/plane due
to the anisotropy, the magnetization and the (non) equilibrium axis of the magnetization. (a) For
non-collinear Bext and EA a transient precessing dynamical state is excited. (b) For collinear Bext

and EA only magnetization quenching and recovery is observed.

arises from a weakening of the SOC and lattice distortion, which alters the energy land-
scape and reorients the magnetization’s preferred directional axis. The redistribution of
energy among the electron, spin, and lattice subsystems leads the quenched magneti-
zation to gradually return to its equilibrium state. Typically, the time scale associated
with electron-phonon interactions, referred to as fast remagnetization, occurs on the or-
der of ps. In addition to this, the impulsive variation of the effective field causes the
magnetization to precess around a non-equilibrium axis, which relaxes toward the equi-
librium magnetization axis typically after tens of ps. At later times, the dynamics is
essentially the one observed by FMR, with the magnetization precessing around the ini-
tial equilibrium axis on a timescale ranging from 100 picoseconds to nanoseconds. On
this timescales, the coherent dynamics is superimposed to a slower remagnetization pro-
cess, attributable to the energy dissipation from the lattice bath of the magnetic layer to
the nonmagnetic layers and substrate. To drive magnetization precession (FMR), the
magnetization must be displaced from its easy axis/plane. This means that a key con-
dition for triggering precession is having a magnetic field component strong enough to
combine with the anisotropy field and reorient the magnetization away from the easy
axis/plane. In the case of an external field applied along the easy axis, the reduction of
anisotropy field strength induced by the pump does not affect the direction of the equi-
librium magnetic axis, so the only effect observed is thermal quenching and subsequent
recovery. Fig. 5.2 schematically depicts the different dynamics depending on the orien-
tation of the external magnetic field. It follows that in our case of a sample with PMA,
the applied field to drive magnetization precession must have an IP component.

Let’s now consider a TG excitation. The quasi-stationary temperature profile T (x)
arising from the pump interference, gives rise two main phenomena: a density grating
that leads to the generation of surface acoustic waves via impulsive thermoelastic ex-
pansion [19, 54] and a transient magnetization grating arising from the local thermal



60 5.1 Excitation and probing mechanism

Figure 5.3: Simplified schematic of the excitation mechanism for standing spin waves via TG spec-
troscopy. The colormap illustrates the spatially periodic transient temperature profile created by
the interference of pump pulses. In the high-temperature regions, the spins undergo demagneti-
zation and anisotropy softening, which eventually leads to precession around the magnetization
equilibrium axis. In contrast, the spins in the low-temperature regions of the sample remain unaf-
fected. As this initial transient dynamic relaxes towards equilibrium, standing magnons form with
a wavelength equal to the TG pitch Λ. Surface acoustic waves (wavy substrate) are also excited by
impulsive thermoelastic expansion; however, they do not influence the magnetization dynamics.

demagnetization of the sample. The first case has been discussed in Ch. 4, so here we
will focus on the latter one. The transient magnetization grating induces a periodic time-
dependent variation of the optical constants, causing the probe to be diffracted. Fig. 5.3
depicts the effects of an intensity grating in a magnetic sample at a ∆t ≃ 10 ps. The color
map represents the spatially periodic transient temperature profile arising from the in-
terference of pump pulses. As a result, in the ”high T” region of the sample - where the
two pump beams interfere constructively - the impulsive temperature rise locally trig-
gers the precession of the magnetization as depicted in Fig. 5.1.c, while spins remain
unaffected in the ”low T” regions - where destructive interference of the pump beams
takes place. Fig. 5.3 schematically represents this initial transient dynamics. Finally, the
locally induced FMR dynamics combined with the spatial periodicity characteristic of
the TG excitation results in standing spin waves at the TG wavevector. However, the
precise visualization and time evolution of such spin waves is pretty complicated since,
after the ≃ 10 ps transient, the initial precessional angle of the magnetization θ (ampli-
tude of the precessional cone) is directly related to the spatial and temporal profile of the
TG temperature grating. To better understand this, in Fig. 5.4 is reported the correlation
of some key parameters and their dependence along the TG spatial profile at a fixed time
delay. Depending on the incident pump fluence the variation of the angle θ can go up
to ≃ 20◦ in the high-T regions, while remains essentially zero in the low-T areas. This
holds for every ∆t > 0, giving rise to a complex and spatially-and-temporally periodic
collective precessional dynamic: by definition, a standing spin wave.
As discussed above, the SW wavevector selectivity is intrinsic to the excitation mecha-
nism. This selectivity is especially desirable for investigating how spin wave properties
- such as frequency, amplitude, and damping - vary as a function of the wavevector.
Additionally, the tunability of the wavevector allows for the excitation of spin waves
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Figure 5.4: (a) Correlation of local laser fluence and local temperature. (b) Temperature depen-
dence of the saturation magnetization of a permalloy. (c) Initial precession angle (θ), as a function
of saturation magnetization. Spatial distributions for a TG pitch of Λ ≃ 750 nm (d) laser fluence,
(e) sample temperature, (f) magnetization, and (g) precession angle across the transient grating
after the initial magnetic transient photoexcitation. Adapted from [74].

mediated by different interactions. For instance, excitation in the near-infrared (near-IR)
or visible range - where the TG pitch is on the order of micrometers - results in the excita-
tion of dipolar waves. The same approach implemented at photon energies in the EUV
or X-ray range, as available at FELs, allows the excitation of exchange-mediated spin
waves [53, 122]. By combining results obtained from both the visible and EUV ranges,
it is then possible to gain a comprehensive understanding of the system’s response to
”forced” magnetic excitations, spanning from the nanoscale sensitive to short ranged
interactions to the mesoscale where only dipolar terms survive.

Probing

Typically, in all-optical spectroscopy, the spin wave are detected by isolating the rotated
component of the polarization of the incoming probe beam, as done in standard tr-
MOKE or tr-Faraday. Here, we implement a similar polarization analysis, but on the
diffracted probe beam. Adopting the convention of designating s-polarized beams as
”vertically” polarized (V) and p-polarized beams as ”horizontally” polarized (H), we la-
bel the experimental configuration for typical acoustic measurements as VVVV. In this
notation, the first two ”V”s refer to the polarization state of the pump beams, the third
denotes the polarization of the probe beam, and the final one specifies the measured
component of the TG diffracted probe beam. In the case of a non-birefringent isotropic
sample, all information about the acoustic dynamics is collected from the V component
of the diffracted probe beam. In contrast, the magnetic dynamics arising from the tran-
sient magnetic texture induces an H-polarized component in the diffracted probe beam,
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Figure 5.5: Rear view of the experimental scheme. Pump beams (in red) are vertically polarized
(V) and impinging on the sample with an angle of 2θex. Probe beam (in green) is also vertically
polarized. Acoustic or magnetic dynamics is efficiently isolated via polarization analysis.

requiring polarization analysis. If the experimental conditions allow for the excitation
of standing spin waves via TG pumping, the H-component of the magnetization is ex-
pected to exhibit oscillations related to the coherent magnetization dynamics. The VVVH
signal SV V V H(t) - at ∆t ≳ 10 ps - can then be treated as any other signal generating from
the superposition of a quasi-static grating with a dynamical one, therefore it can be phe-
nomenologically expressed as [53]

SV V V H(t) =
[
a0e

− t
τ + a1e

− t
τ1 sin(2πf + ϕ)

]2
+ C, (5.1)

which describes the slow remagnetization of the sample via thermal transport (first term)
and the damped spin wave oscillations (second term) on a background (C). Therefore,
τ is the thermal relaxation time of the magnetization grating, while f , τ1 and ϕ are the
frequencies, decay time and phase of the standing spin wave, respectively.

In our specific case, we isolate the time-dependent H-polarized component and record
its intensity with a photoreceiver fed into a lock-in amplifier.

5.2 Sample details

Ferrimagnets are a class of magnetic materials exhibiting properties that fall between
those of antiferromagnets and ferromagnets, as schematically depicted in Fig. 5.6. They
consist of two or more magnetic sublattices where the magnetic moments have different
magnitudes and orientations. Within each sublattice, the magnetic moments align on av-
erage in the same direction, but between sublattices, the directions are opposite, creating
the antiparallel alignment typical of antiferromagnets. This provides ferrimagnets with
several properties associated with antiferromagnets that are desirable for technological
applications, including benefits, such as reduced stray magnetic field, rapid dynamic
responses, and weak dependence on external magnetic fields. However, unlike anti-
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Figure 5.6: Simplified scheme of the magnetic order for ferromagnets, antiferromagnets and ferri-
magnets. Ferrimagnets have intermediate properties between ferromagnets and antiferromagnets,
due to the antiferromagnetic coupling between sublattices having magnetic moments of different
magnitude.

ferromagnets, the difference in the magnitude of the magnetic moments between the
sublattices ensures a small net magnetization. Such ferromagnetic-like behaviour makes
ferrimagnets suitable to be investigated with the same - well established - experimental
techniques and methods used for ferromagnets. This is a major practical advantage over
antiferromagnets, whose properties are typically difficult to measure. Several materials
display ferromagnetic order. We adopt as a case of study a rare-earth (RE) transition-
metal (TM) binary compound. The stoichiometry is of the type RExTM1-x; among the
many possible combinations RE-TM combinations, Tb and Gd are the most common RE
elements, and Fe or Co the most common TM metal ones. These alloys are particularly
interesting from both a fundamental and a technological point of view because by tuning
the stoichiometry, the magnetic properties can be finely controlled. The most interesting
magnetic behaviors are typically restricted at 20 < x < 35, where compensation of mag-
netic and angular momentum of the sublattices can be achieved [123]. It follows that this
class of materials displays intriguing phenomena, that will be addressed in the following
section by analyzing both the equilibrium magnetic properties and the dynamics on the
fs-ps timescale.

5.2.1 Static magnetic properties

The magnetic interaction between inter and intra-sublattice spins in a ferrimagnet can
be described with three interaction parameters: JTM-TM, JTM-RE and JRE-RE [124, 125].
JTM-TM (JRE-RE) quantifies the ferromagnetic coupling of the TM (RE) spins forming the
TM (RE) sublattice. Typically, JRE-RE ≪ JTM-TM because of the small spatial extent of
the 4f orbitals: in pure RE elements, ferromagnetism, is determined by the 6s and 5d
valence electrons mediated through the Ruderman-Kittel-Kasuya-Yosida (RKKY) inter-
action, involves spin polarization induced by 4f ions that oscillates and weakens with
distance. This leads to parallel or antiparallel coupling and remains weakly ferromag-
netic even when RE atoms are alloyed with TMs, but the JRE-RE its two orders of mag-
nitude smaller than JTM-TM. JTM-RE < 0 describes the antiferromagnetic coupling be-
tween the TM and RE spin belonging to different sublattices; typically, it holds that
JTM-TM > JTM-RE > JRE-RE.

Magnetization compensation point

The intra-sublattice ferromagnetic-like and inter-sublattice antiferromagnetic-like cou-
pling, at given composition x and temperature T determines the net magnetic moment
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Figure 5.7: Magnetization compensation point of RE-TM ferrimagnets. (a) Calculated temperature
dependence of the RE = Gd (red) and TM = FeCo (blue) magnetizations according to a Bloch-like
law. The red and blue arrows represent the magnitude of the sublattice magnetizations. Their
different temperature dependence causes the net magnetization MTM − MRE (right vertical axis)
vanish at the magnetization compensation temperature TM (190 K in this specific case). Above
the Curie temperature Tc = 440 K, the entire system becomes paramagnetic. (b) Dependence of
the coercive field on the Gd concentration measured via the Anomalous Hall Effect in sputtered
Gdx(FeCo)1-x films. The divergence at xGd = xM ≃ 32% identifies the magnetization compensation
point. Adapted from [123].

µnet and average equilibrium magnetization Ms:

µnet(x, T ) = |(1− x)µTM − xµRE|, (5.2)

Ms(x, T ) = |MTM −MRE| (5.3)

From Equation 5.2 it is clear that it is possible to obtain a nearly-perfect antiferromag-
netic behaviour by tuning the composition. A similar result can also be obtained by
adjusting the temperature, since the curve MRE(T ) decays more rapidly with the temper-
ature relative to MTM(T ). The compensation composition and temperature at which the
ferrimagnets have a nearly zero average magnetization are called magnetization com-
pensation composition xM and temperature TM . Fig. 5.7.a illustrates the temperature
dependence of RE and TM magnetizations calculated using a mean-field model [123].
The RE magnetization is dominant at low temperatures but decreases more rapidly than
the TM magnetization. Thus, the total magnetization is RE-like at low temperatures and
TM-like at high temperatures, with the compensation temperature Tc = 190 K marking
the switchover. Above the Curie temperature, Tc the material becomes paramagnetic
[126]. The dominant sublattice at a fixed temperature depends on the concentration.
Likewise, the coercive field peak in 5.7.b identifies xM and the transition point, caused
by the disappearance of net magnetization and reduced magnetic susceptibility. Mea-
suring xM or TM helps determine the magnetic configuration of the given alloy, which
can vary with growth conditions, substrates, thicknesses, and capping layers [127].

Magnetic anisotropy

RE-TM ferrimagnets, despite their amorphous structure which suggests isotropic prop-
erties [128, 129], exhibit uniaxial anisotropy (E = k1 sin

2 θ + k2 sin
4 θ), with k1 often

positive, favoring OOP orientation. The exact cause of this anisotropy is still unclear
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and is connected to several factors such as sample growth conditions, large single-ion
anisotropy of RE atoms due to electrostatic interactions [130], structural inhomogeneities
from phase separation, magnetostriction and anisotropic stress. These factors indicate
that the anisotropy can be influenced by various parameters such as stoichiometry, el-
ement type, growth conditions, and thickness in the case of thin film samples. The
anisotropy is an intrinsic bulk property, enhanced in thick films, and does not require
interface engineering for OOP orientation. This anisotropy is most significant near the
magnetization compensation point, minimizing demagnetizing field effects, which makes
ferrimagnets ideal for data storage applications due to their stability against thermal
fluctuations.

5.2.2 Dynamical properties

Effective LLG equation

The dynamics of ferrimagnetic alloys can be described by the same LLG equation em-
ployed for ferromagnets, by replacing the Gilbert damping α and the gyromagnetic ratio
γ with effective parameters. Let’s consider the case of two sublattices. If we define the
net unitary magnetization m = M1/M1 +M2/M2 in terms of the magnetization of the
two sublattices M1 and M2, it can be demonstrated that the LLG equation can be written
as

dm

dt
= −γeffm×Heff + αeffm× dm

dt
(5.4)

γeff =
M1 −M2

M1

γ1
− M2

γ2

=
M

A
(5.5)

αeff =

α1M1

γ1
+ α2M2

γ2

M1

γ1
− M2

γ2

=
α1A1 + α2A2

A
(5.6)

where α1(2), γ1(2) and A1(2) are the damping parameter, gyromagnetic ratio and angular
momentum of the sublattice 1 (2); therefore, it follows that M = M1 − M2 and A =
A1 −A2 are the net magnetization and the net angular momentum, respectively.
From equations 5.4-5.6, few consideration can be made:

• At the magnetization compensation point, where the ferrimagnet behaves stati-
cally as a an antiferromagnet (M → 0), γeff → 0 and the effective field Heff practia-
cally does not play a role anymore in the dynamics equation

• Since A1(2) =
M1(2)

γ1(2)
and M1(2) = M1(2)(T ), it follows that A1(2) = A1(2)(T ) and A =

A(T ) = A1(T ) − A2(T ). This suggests that there is a temperature TA - commonly
defined as the angular momentum compensation temperature - at which the net
angular momentum vanishes A → 0 and any variation of m becomes infinitely
fast, as experimentally observed also in antiferromagnets.

• Given that gRE < gTM, TA is expected to be higher than TM .

Similarly to magnetization compensation, angular momentum compensation can be at-
tained by not only adjusting the temperature but also by modifying the composition x
of the ferrimagnetic alloy, as demonstrated in various experiments (see e.g. Ref. [131]).
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Physical quantity TM , xM TA, xA

Total magnetization 0 finite
Total angular momentum finite 0
Resonance frequency finite ∞
Damping finite ∞
Gyromagnetic ratio 0 ∞
Coercive field ∞ finite
Anisotropy finite finite

Table 5.1: Relevant physical quantities at magnetization (TM , xM ) and angular momentum com-
pensation point (TA, xA). Adapted from [123]

It is of crucial importance to stress the differences of the magnetization and angular mo-
mentum compensation phenomena. At the magnetization compensation point, the net
equilibrium magnetization M → 0 and the magnetic ordering can be considered anti-
ferromagnetic; however, it is at the angular momentum compensation point that the dy-
namic behavior of ferrimagnets switches from ferromagnetic-like to antiferromagnetic-
like even if there a finite magnetization remains. This is a direct consequence of the
quantum-mechanical behavior of the magnetization that is related to the total angular
momentum commutator.
Tab. 5.1 summarizes the expected behavior of the main relevant physical quantities at
the magnetization and angular momentum compensation points. However, it must be
underlined that the divergences at the compensation points are not physical but arise
from treating ferrimagnets similarly to ferromagnets. This approach can be reasonable
near the magnetization compensation point because the transition there only reverses
the quantization axis without any other physical effects. However, the divergence as-
sociated with the coercive field Hc is not physically meaningful, since Hc is not defined
in a system without net magnetization. In contrast, the dynamics of antiferromagnets is
fundamentally different from those of ferromagnets, causing the standard LLG equation
to fail near TA. Furthermore, this oversimplified model, as good as it is to understand
the complexity of ferrimagnetic dynamics, fails in predicting the normal modes of the
system observed experimentally [121] since it does not take into account the antiferro-
magnetic coupling between sublattices.

LLG equation for two coupled sublattices

A more accurate picture can be obtained describing the equation of motion of a two-
sublattice ferrimagnetic system can be written in the form of two coupled LLG equations
[4, 121, 132]:

dMi

dt
= γi(Mi ×Heff

i ) +
αi

|Mi|
(Mi ×

dMi

dt
), (5.7)

where αi is the phenomenological Gilbert damping parameter, γi is the gyromagnetic
ratio, and |Mi| is the saturation magnetization of the ith sublattice (i = 1, 2). Heff

i rep-
resents the total effective field, including the external field, the anisotropy field, and the
inter-sublattice exchange coupling field that acts on the magnetic moments of the ith
sublattice.
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Figure 5.8: (a) Schematics showing the expected modes in an CoGd ferrimagnetic alloy. Precession
of the magnetization around the effective field Heff results in the ferromagnetic resonance mode;
the exchange fields HCo, Gd

exc give rise to the exchange mode. (b) tr-Faraday signals as a function of
pump fluence for a 20-nm-thick CO78Gd22 amorphous thin film. Pumping with 100-fs pulses at 805
nm and a fluence of 3.6 mJ/cm2 brings the sample to the angular momentum compensation point.
In the neighborhood of this fluence, an increase in the FMR mode frequency by approximately 40
GHz is observed, along with a softening of the exchange mode. Adapted from [121]

The effective fields experienced by the first and second sublattices can be written as:

Heff
1 = Hext +HA

1 + λ2→1M2, (5.8)

and
Heff

2 = Hext +HA
2 + λ1→2M1, (5.9)

where Hext is the externally applied magnetic field, λ2→1 is the inter-sublattice exchange
coupling coefficient between the two sublattices, HA

1 and HA
2 are the magnetic anisotropy

fields of the first and second sublattices, and λ2→1M2 and λ1→2M1 are the exchange
fields created by the second and first sublattices, respectively.

The approximate solution of Eq. 5.7 provides two homogeneous modes of spin reso-
nance, schematically depicted in Fig. 5.8. The first one is the FMR mode, the frequency
of which is proportional to the effective magnetic field [133]:

fFMR = γeffHeff, (5.10)

where γeff is express as in Eq. 5.10. In addition to the well-known ferromagnetic reso-
nance mode, ferrimagnets can also exhibit an additional high-frequency exchange mode.
This mode arises due to the inter-sublattice exchange coupling, which is similar to the
behavior observed in antiferromagnetic modes. The frequency of this exchange mode is
given by [133, 134] :

fexch = λ2γ1γ2[M1/γ1 −M2/γ2]. (5.11)

The frequencies of both modes thus depend on the relative concentrations of TM
and RE ions in the alloy as well as on temperature. Because of the large value of the
exchange fields, the frequency of the exchange mode, fexch, usually falls in the infrared
(THz) region. It is evident from Eq. 5.10 and Eq. 5.11 that, at the angular momentum
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compensation point, fFMR is expected to sharply increase, while fexch is expected to ex-
hibit the opposite behavior. This has been experimentally observed, for example, in Ref.
[121], where the authors employ tr-Faraday polarimetry to demonstrate the possibility
of impulsively bringing the sample - an amorphous Co78Gd22 alloy thin film - to angular
momentum compensation by tuning the pump laser fluence, as shown in Fig. 5.8.b.

A complete picture for ferrimagnetic dynamics

Considering two coupled sublattices allows to obtain a better picture of the active modes
but still does not overcome the problem connected to the divergent physical quantities at
the angular momentum compensation point. A more rigorous approach for describing
the ferrimagnetic dynamics is based on considering the Néel vector rather than the net
magnetization, as described in detail in Ref. [135]. Furthermore, the issues related to the
divergent physical quantities at the angular momentum compensation point (see Tab.
5.1) can be solved by considering the ferrimagnetic system as a whole rather than two
coupled subsystems; this is generally implemented by introducing a Rayleigh function.
The interested reader can find more details in the following references [4, 136, 137]. In
the framework of this thesis, the models described above are adequate to analyze the
data and propose an interpretation of the observed phenomena.

5.3 Experimental results

In this section, we will discuss measurements performed in the framework of an inter-
national collaboration, aimed at demonstrating how the TG excitation mechanism can
be used to selectively excite magnons over a broad range of wavevectors by pumping
in both the optical and EUV ranges. Most of this chapter will present and interpret
the laser-based measurements. In the final section, the main results obtained through
the collaborative beamtime access at the TIMER@FERMI beamline in Trieste will be dis-
cussed. We show the complementarity and potential of both optical and EUV TG ap-
proaches for investigating coherent magnons over a broad range of selected wavevec-
tors.

5.3.1 Results on Co78Gd22 via TG optical spectroscopy

The experimental results presented in this section are obtained at the NFFA-SPRINT lab
using the setup operational mode described in Sec. 3.1.

The sample consists of a CoGd ferrimagnetic alloy with PMA. The detailed sam-
ple structure and composition is Pt(3nm)/Co78Gd22(15nm)/Pt(1.5nm)/Ta(1.5nm) de-
posited on float glass by magnetron spattering. The static magnetic characterization
performed via polar MOKE shows a clear OOP uniaxial magnetic anisotropy and coer-
cive and saturation field of µ0Hc ≃ µ0Hs ≃ 176 mT. The hysteresis is omitted here for
the sake of brevity but can be found in App. B, along with further details on the growth
of the sample.

The pump footprint (FWHM) on the sample is measured as 38 x 35 µm2, while the
probe one is 20 x 19 µm2. The pump fluences reported below account for the presence
of two pump beams on the sample and the inhomogeneity of the TG excitation, which
results in an effective area that is half the size of the actual spot footprint on the sample;
this latter aspect is also taken into account in the probe fluence calculation. The effec-
tive laser repetition rate was kept fixed at 100 KHz. All measurements were performed
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Figure 5.9: Experimental scheme. The applied field is at an angle θH = 72◦ (unless differently
specified) from the OOP the easy axis (surface sample normal). The equilibrium magnetization is
at an angle θM determined by the vectorial sum of external field and anisotropy.

in air and with a TG pitch of 2.54 µm. The magnetic field was generated by a pair of
permanent magnets; to regulate its intensity, we mechanically fine-adjust the distance
between the poles. Due to the OOP easy axis, the magnet was positioned coplanar with
the scattering plane and oriented at θH = 72◦ relative to the sample normal to have an IP
component to excite magnons as described in Sec. 5.1. A sketch of the described geome-
try is shown in Fig. 5.9. The orientation of the equilibrium magnetization is determined
by the vector sum of the external magnetic field and the OOP uniaxial anisotropy. Since
the magnetic fields applied during the measurements of Bext =260 mT and Bext =180
mT are not intense enough to saturate the sample along the Bext = µ0Hext direction, we
use Ubermag [138] - a Python package for conducting micromagnetic simulations - to ob-
tain a complete understanding of the equilibrium state and extract this information. The
simulations based on energy minimization are reported in App. B, and predict θM ≃ 21◦

and θM ≃ 5◦ for Bext = 260 mT and Bext = 180 mT, respectively.
The detection branch is precisely aligned to capture the scattered probe at the phase-

matching angle using the m = −1 order of 515 nm as a reference. Switching from
the VVVV to VVVH configuration is easily done by bringing the polarizer in the de-
tection branch close to extinction. The acoustic characterization (VVVV configuration)
conducted during this measurement campaign is primarily aimed at verifying the dis-
tinct timescales of magnons and acoustic waves, as well as confirming that the magnons
are excited independently of the thermoelastic TG-induced dynamics, therefore without
relying on the magnetoelastic coupling. The acquired data are reported in App. B.

Observation of coherent magnons

Fig. 5.10. shows the VVVH signals measured with the external magnetic field at an an-
gle θH = 72◦ and two different magnetic field intensities (180 and 260 mT). Fitting the
signal with Eq. 5.1 accurately reproduces the data, allowing the extraction of parameters
describing the magnon with acceptable accuracy. As expected, we observe an increase
in frequency from 7.07± 0.03 to 9.58± 0.03 GHz: at a fixed wave vector (q = 2.47 µm−1),
an increase in the magnetic field intensity results in a shift of the magnonic band dis-
persion ω = ω(k,H) towards higher frequencies [22]. This key observation allows us to
attribute the observed oscillatory behavior to magnons, rather than to other polarization-
dependent but magnetic-field-independent phenomena (e.g. birefringence). In addition
to this, since the detection branch of the experimental setup has been finely aligned to
collect only the probe beam scattered at the angle imposed by the phase matching con-
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Figure 5.10: Magnetic signals acquired with applied magnetic fields of 180 mT and 260 mT. For
both signals, the pump and probe incident fluence on sample is set at 18.8 mJ/cm2 and 0.26
mJ/cm2, respectively. Solid lines are the best fit to the data using Eq. 5.1.

dition (see Ch. 2.2), we can also confidently claim that the excited magnon has been the
very same wavevector imposed by the TG. Indeed, if the magnon wavevector were dif-
ferent, the probe beam would be diffracted at a different angle determined by the phase-
matching condition and consequently would not be collected by the detection branch.
The frequency we extract at Bext =260 mT is compatible with the FMR one measured in
[131] by performing tr-MOKE on a similar sample and in an equivalent magnetic field
configuration. This indicates that although we excite magnons at the finite TG wavevec-
tor of q = 2.47µm−1 - similarly to what was observed in Ch. 4 - the magnon band in
Co78Gd22 does not disperse significantly in the low-q range. As a result, it is difficult to
distinguish a consistent difference from the precessional FMR frequency, as also demon-
strated in Ref. [139] on a similar sample.

On the excitation mechanism

Fig. 5.11 shows the diffracted VVVH signals under similar conditions of pump fluence
and external field intensity, but at different θH. Specifically, at θH = 72◦, magnons are
excited, as discussed in the previous section. However, when the external field is aligned
along the easy axis (θH = 0◦), no coherent dynamics is observed due to the absence
of an IP Bext component. We still observe a VVVH signal in this configuration, as the
TG excitation thermally induces a transient magnetic texture that causes the probe to
be diffracted, consistent with experimental observations using TG EUV-range pumping
[49].

In addition to the lack of oscillations related to coherent magnetization dynamics, the
trace acquired with θH = 0◦ shows a slower rise and a decay. A systematic investiga-
tion of the signal behavior as a function of θH is necessary to better understand these
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Figure 5.11: VVVH signals acquired at different magnetic field angles. The blue trace is acquired
with pump fluence of 18.8 mJ/cm2, Bext = 260 mT and θH = 72◦. The red trace is acquired under
similar conditions (pump fluence of 19.0 mJ/cm2 and Bext = 220 mT) but with θH = 0◦, i.e. with
the external field oriented along the easy axis.

differences. At the fluence values used, the situation may be further complicated by ad-
ditional phenomena, such as all-optical switching [140]. Therefore, these aspects require
a dedicated measurement campaign for accurate interpretation.

Fluence dependence

Having demonstrated TG spectroscopy as an effective technique to drive and detect co-
herent magnons, we investigate the dependence on the laser fluence. Fig. 5.12 shows
the experimental data in the 2.7-19.2 mJ/cm2 range and the best fit (solid line) using
equation 5.1. A smoothing of the data (in pink) has been done for the two lowest fluence
values; this procedure allowed us to reduce noise and better extract the best-fit parame-
ters. The measured dynamics is clearly dependent on the pump fluence. At low pump
fluences (2.7 and 3.1 mJ/cm2), there is a single overdamped mode (mode A). However, at
a fluence value of 3.5 mJ/cm2, a second mode, initially very small in amplitude, appears
(mode B), becoming more prominent as the fluence increases; to accurately fit this trace,
an additional damped sine term was added to Eq. 5.1. However, for pump fluences
greater than 6.4 mJ/cm2, adding a second damped sinusoidal mode to the fitting func-
tion leads to the fit failing due to over parameterization; therefore, these traces are fitted
using Eq. 5.1. However, the fit does not accurately reproduce the data for ∆t < 30 ps.
We interpret this as mode A still being excited also at high fluence and affecting the ini-
tial part of the dynamics, which prevents the fit using a single damped sine - describing
mode B - from accurately matching the data at short time delays.

Discussion and comparison with literature

In this section, we will offer an analysis of the trends in amplitude, frequency, phase,
and effective Gilbert damping as shown in Fig. 5.13. The parameters for mode A are rep-
resented in blue, while those for mode B in red.
Fig. 5.13.a shows the amplitude trend as a function of fluence shows a progressive in-
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Figure 5.12: VVVH signals at different pump laser fluences. Experimental data are reported as
open circles and the best fit as solid lines. In pink the smoothing of the data at low fluence. Data
in the range 2.7-8.2 mJ/cm2 are scaled by the reported factor and all the data are vertically spaced
for graphical purposes.

crease for both mode A and mode B. Specifically, mode B gradually increases with fluence,
experiencing a slight decrease at approximately 10 mJ/cm2; this trend suggests that by
increasing the power mode B gets progressively populated and then attenuated by some
non-linear effects due to too high fluence.

Fig. 5.13.b depicts the trend of the frequency as a function of fluence. Interestingly,
we observe a net increment at ≃ 3.5 mJ/cm2 for the mode A, and a decreasing trend
for mode B; the phase (Fig. 5.13.c) trend shows an opposite sign for the two modes.
This behavior resembles the dynamics around the angular momentum compensation
point in similar samples [121, 126, 131, 141]. In particular, given the similarity between
our sample and experimental conditions - such as magnetic field configuration, pump
wavelength, fluence range, and deposited energy - and those reported in Ref. [121], we
can reference their results, specifically those reported in Fig. 5.8.b, to provide insights
into the observed trends. Here, no exchange mode is observed. However, given the
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Figure 5.13: (a-c) Best fit parameters: (a) amplitude, (b) frequency (c) phase of the modes. Param-
eters related to mode A and mode B are in blue an red, respectively. (d) Calculated effective Gilbert
damping αeff as a function of the fluence.

dependence of the frequency on the magnetic field, the fact that we work at very small
wavevectors (≃ 0), and the excitation mechanism based on precession dynamics, it is
reasonable to compare the frequency trend in Fig. 5.13.b with their results for the FMR
mode. At the angular momentum compensation point reached with a pump laser flu-
ence of 3.6 mJ/cm2 (pumping at 805 nm with a pulse duration of 100 fs), the authors
of Ref. [121] observe an increase in the frequency of ≃ 40 GHz. Our data do not show
such big increase in frequency; however, smaller variations in frequency at the angular
momentum compensation point are also reported in the literature (see e.g. Ref. [131]).
In any case, this might explain the frequency increase we observe at 3.5 mJ/cm2, but
certainly not the presence of two different modes.

The excitation of mode A and mode B can be understood in terms of nonhomogeneous
excitation. Fig. 5.14 shows a simulation of the energy distribution profile on the sample
surface at pump fluences of 3.1, 3.5 and 6.4 mJ/cm2. At low fluence the energy de-
posited at the maxima of the interference pattern on the sample surface is not enough
to drive the sample beyond the compensation point; however, being anyway close to it,
we observe the typical overdamped magnonic behavior experimentally observed also in
Ref. [126] by performing polar tr-MOKE. At 3.5 mJ/cm2, the energy deposited at the TG
maxima is enough to bring the system beyond the angular momentum compensation
point, causing mode B to appear. However, due to the interference pattern on the sample,
there will always be regions where the deposited energy is lower, allowing mode A to
persist. When the pump fluence becomes sufficiently high, causing most of the sample
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Figure 5.14: Simulation of absorbed energy distribution on the sample surface at (a) 3.1 (b) 3.5 and
(c) 6.4 mJ/cm2. The green circle is a guide for the eye for the probe spot footprint.

to be excited beyond the compensation point, mode B dominates over mode A, making
mode A unidentifiable in the traces (and confined at short delays).

The different phase sign shown in Fig. 5.13.c for the two modes support this hypothe-
sis. Crossing the angular momentum compensation point causes the gyromagnetic ratio
to change sign [131, 142], with the dominant sublattice determining the direction of gy-
romagnetic rotation; at the compensation temperature, this dominance shifts from Gd to
Co causing a π phase shift in the sense of rotation of the magnetization.

This interpretation is further reinforced by the trend of the Gilbert damping as a func-
tion of fluence, which is expected to peak in the neighborhood of the angular momentum
compensation point, as also experimentally observed [126, 131]. In a sample with OOP
anisotropy in a strong external magnetic field it can be expressed as αeff = 1/(2πfτ)
[141, 143]. However, since the sample is not in saturation, we are rather in a weak field
regime. It can be shown that in case of OOP uniaxial anisotropy Ku and in the limit of
low-wavevector q≃0, the effective Gilbert damping αeff can be expressed as [144]

αeff =
1

τγµ0

(
Hext sin θH + Ms

2 − Ku
µ0Ms

) (5.12)

where τ is the decay time of the mode, γeff is the effective gyromagnetic ratio, Heff sin(θH)
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is the IP projction of the external field, Ku the OOP anisotropy constant and Ms the
saturation magnetization. The αeff are calculated using the following parameters: the
τ as extracted from the time-domain fit, the effective gyromagnetic ratio is calculated
from γeff =

geffµB
ℏ with geff = 7 as experimentally extracted from FMR measurements in

Ref. [131], Ms = 105 A/m and Ku = 3 · 105 erg/cm3 as reported on Ref. [140]. The
values reported in the literature are for nominally identical samples. Fig. 5.13.d shows
the obtained αeff values: a clear increase is observed for mode A, while for mode B the
values are < 0.05. The values ≃ 0.2 − 0.3 found for the αeff of mode A are consistent
with what is reported in literature for tr-MOKE measurements performed close to the
angular momentum compensation point [126, 131, 141]. We obtain slightly lower values
of αeff < 0.05 for mode B, if compared to the ones reported in the literature for laser-
driven FMR in Ref. [126, 131, 141]. This can be attributed to the different excitation
mechanisms; however, this aspect requires further investigation in future studies.

It should be noted that this interpretation is compatible with our data and with the
literature; to obtain a clearer understanding, more measurements around the critical flu-
ence of 3.5 mJ/cm2 will allow to better understand the differences between homoge-
neous (single pump) and heterogeneous (TG pumping) excitation.

5.3.2 Results on Fe/Gd ferrimagnetic multilayers

In this section, we will discuss the main results obtained during a collaborative beam-
time1 access at TIMER@FERMI-FEL in Trieste [69, 78], where TG spectroscopy can be
performed in a EUV-pumping optical-probe scheme to validate the TG technique for as
a tool coherent magnon spectroscopy also at high wavevectors. Additional details can
be found in Ref. [53].

The samples are Fe/Gd multilayers having the structure Ta(2)/[Fe(x)Gd(0.8-x)]×25
/AlOx(2.5), where the values in parentheses denote thickness in nm. The samples were
fabricated via sequential sputtering on SiN membranes and both exhibiting Gd-dominated
magnetization; however, depending on the Fe layer thickness show different magnetic
properties. For a Fe layer thickness of 0.36 nm, the sample exhibits compensated mag-
netic anisotropy (CMA); namely, the IP anisotropy caused by the demagnetization field
is counterbalanced by the PMA at the interface, resulting in a coercive field of 0 mT
in both the IP and OOP directions, and a magnetization of approximately M ≃ 1.8 ×
105 A/m. Note that CMA is different from compensated magnetization. On the other
hand, the sample with a 0.38 nm thick Fe layer is closer to the magnetic compensa-
tion point and therefore exhibits a lower magnetization. Due to its reduced demag-
netizing field, this sample exhibits PMA, with an IP coercive field of approximately
µ0HIP ≃ 300mT, an OOP coercive field of µ0HOOP ≃ 1.5mT, and a magnetization of
around M ≃ 105 A/m. Since the Fe and Gd layers are less than 1 nm thick, interlayer
diffusion prevents the formation of distinct layers. Although we will continue to use the
term “multilayers” to describe the samples, they can be more accurately described as
concentration-modulated alloys.

The experimental setup is depicted in Fig. 5.15.a. The two coincident EUV pump
pulses with a wavelength of λex are crossed at an angle 2θex = 27.6◦, creating a sinu-

1Collaborators: A.A. Maznev (PI), N. Bernd, P. Miedaner, J. Deschamps, K.A. Nelson (MIT Chemistry) -
F. Bencivenga, L. Foglia, R. Mincigrucci, D. Fainozzi (FERMI-Elettra) - N. Khatu, S. Bonetti (U. Stockholm,
U. Venice) - R. Cucini (CNR-IOM, Trieste) - M. Brioschi, P. Carrara, G. Rossi (UniMi, CNR-IOM Trieste) - S.
Wittrock, D. Engel, D. Schick (MBI Berlin) - D. Ksenzov, C. Gutt (U. Siegen) - S. Urazhdin (Emory U.) - R.
Comin (MIT Physics)
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Figure 5.15: Experimental overview. (a) Experimental configuration. Two intersecting EUV pulses
(blue) generate counter-propagating spin waves with wave vectors ±k. A time-delayed EUV
probe (pink) is diffracted by the spatially periodic modulation of the magnetization, producing
a signal on the CCD camera. An external DC magnetic field is applied to tilt the magnetiza-
tion direction. (b) A Schematic of the Fe/Gd multilayer sample. (c) Examples of CCD images of
the diffracted probe intensity at different time delays for the CMA sample at Λ = 52.5 nm and
θH = 15◦. (d) Integrated signal versus pump-probe delay. Circled points are extracted from the
images shown in (c). The solid curve is the best fit obtained with Eq. 5.1. The initial dynamics
measured with a 50 fs time step is shown in the inset. Adapted from [53].

soidal intensity profile with a period of Λ = λex/(2 sin θex). The pump wavelength is
varied from 8.34 to 41.7 nm, resulting in discrete TMG periods Λ = 17.5, 52.5, 69.9, 87.4
nm. The dynamics of the transient spatially periodic magnetization pattern induced by
the pump pulses are examined through diffraction of a time-delayed probe pulse with a
wavelength λpr = 8.34 nm, resonant with the N4,5-edge of Gd, known for its large MO
coefficients [145]. Hence, the detected magnetic signal is specifically sensitive to the Gd
spin sublattice. The samples subjected to an external magnetic field of 250 mT, coplanar
with the scattering plane, and applied at a variable angle θH relative to the sample sur-
face. Fig. 5.15.c and 5.15.d show the data collected from the CMA sample at Λ = 52.5
nm. The raw data, i.e. CCD images of the diffracted signal, are shown in Fig. 5.15.c,
while Fig. 5.15.d shows the integrated signal intensity as a function of the pump-probe
time delay. The origin of the signal and its phenomenological description have been de-
scribed above; the solid line represents the best fit with Eq. 5.1. In this particular case,
the setup did not allow for polarization analysis after the sample. However, the ther-
moelastic response is assumed to be negligible [53]. To confirm the magnonic origin of
the observed oscillations, in this case we do not vary the intensity of the magnetic field
but rather the θH angle to examine the dependence of the oscillations on the applied
magnetic field. For more information, the interested reader can refer to the full paper
[53].
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Figure 5.16: Time-domain data for (a) CMA and (b) PMA samples at the labeled wave vectors.
Solid curves represent fits. (c) Spin wave dispersions, ω(k)/(2π), for the two samples; dashed
curves represent fits by Eq. 5.13. Adapted from [53].

Some experimental results and considerations

To reconstruct the spin-wave dispersion, we use different pump photon energy to excite
magnons at the wavevectors k = 0.12, 0.09 and 0.07 nm−1, corresponding to TG pitches
of Λ = 17.5, 52.5, 69.9, 87.4 nm. Frequencies of the excited magnons, as extracted from
fitting with Eq. 5.1 the time-domain traces shown in Fig. 5.16.a and Fig. 5.16.b, are
reported in Fig. 5.16.c as a function of the TG wavevector. The frequencies at k = 0 are
extracted from tr-Faraday measurements; TG measurements in the optical range would
yield similar results since optical pump allow to access wavevector k ≃ µm−1, which can
be considered approximately zero on this scale of wavevectors. The typical ω(k) ∝ k2

confirm that the magnons we observe are dominated by the exchange interaction. The
dispersions are fitted by the ferromagnetic dispersion relation [146]:

ω(k)/(2π) = ν(k) = ∆+Dk2 (5.13)

where ∆ and D are the zone-center magnon gap and magnon stiffness, respectively. For
a ferrimagnet, ∆ and D are given by Eq. 119 of [146]. The quadratic behavior at high
k is characteristic for spin waves dominated by the exchange interaction. The magnon
stiffness obtained from the dispersion analysis is D = 1000 GHz nm2 for the CMA sam-
ple and 1700 GHz nm2 for the PMA sample. While there has been extensive research
on FMR in RE-TM alloys [121, 131, 147], data on spin-wave dispersion in the exchange-
dominated region of these materials is lacking: measurements are typically conducted
on thin films, which are not suitable for inelastic neutron scattering. This is just one of
the strengths of EUV TG spectroscopy that is likely to play a big role in the investigation
of magnons with wavelengths down to the 100-nm range (or even below), which are
particularly appealing for spintronics applications.
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Figure 5.17: The typical range of accessible frequencies and wavevectors for FEL-based TG and
various inelastic scattering techniques, all of which are also capable of magnetization-sensitive
detection. The diagram includes: ILS (Inelastic Light Scattering, such as Brillouin and Raman),
IXS (Inelastic X-ray Scattering), and INS (Inelastic Neutron Scattering).

5.4 Conclusions

In this chapter, we have shown complementary results on magnon spectroscopy, which
allow in principle to excite coherent magnon at any possible wavevector within the lim-
itations of the experimental setups. This is per se relevant since the investigation of spin
waves at a selected wavevector typically requires the fabrication of specific nanostruc-
tured samples. In the optical range, we demonstrated that the approach implemented by
Cao et al. [74] in a Lorentz microscope can also be implemented in an all-optical tabletop
setup. We have demonstrated results on a sample exhibiting PMA, but the principle can
be extended to all magnetic samples by appropriately tuning the magnetic field’s direc-
tion and intensity. Furthermore, the interpretation of the fluence scan, although it still
needs to be refined with further measurements, provided a first insight to the application
of TG spectroscopy to the study of the coherent dynamics originating from periodically
pumping the system above critical points - e.g. the angular momentum compensation
point in ferrimagnets - or locally induce phase transitions.

Although EUV transient grating spectroscopy has been extensively used to probe
coherent phonons, the potential of EUV radiation to study nanoscale spin waves has
not yet been fully realized. Here we show how this method allows the study of spin
waves in a range of wave vectors beyond the reach of other available inelastic scattering
techniques, as depicted in Fig. 5.17. Here, we have shown the excitation of coherent
magnons via EUV TG in Fe/Gd multilayers. The possibility of performing measure-
ments over a wide wavevector range allowed the reconstruction of the spin wave disper-
sion and extraction of physical parameters, such as the spin wave stiffness. Overall, the



results demonstrate the potential of EUV radiation for studying magnons and introduce
EUV transient gratings as a tool for high-wavevector coherent magnon spectroscopy,
providing the means to broaden our understanding of ultrafast magnetic dynamics at
the nanoscale and to advance research toward high-speed magnonic devices.
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CHAPTER 6

Magnetization dynamics in Fe5GeTe2

Two-dimensional (2D) magnetic van der Waals (vdW) materials, such as Fe5-xGeTe2
(0 <x< 2), have garnered significant attention due to their promising magnetic prop-
erties, including magnetic anisotropy and Tc approaching room temperature, making
them highly appealing for spintronics applications [148].

In recent years, the static properties of Fe5-xGeTe2 have been extensively studied,
ranging from single-crystal bulk to nanoflakes [148–152]. Promising results on these
compounds have also been achieved on the manipulation of magnetic properties and
phases by applying external stimuli, e.g voltage [153–155], strain[156] or doping [157,
158]. Furthermore, several studies have explored heterostructures involving Fe5-xGeTe2
compounds designed to achieve properties potentially beneficial for device applications
(see e.g. Refs. [159, 160]).

Fe5-xGeTe2 compounds have been extensively studied at equilibrium. However, to
better understand the properties of these materials, it is essential to investigate their dy-
namical behavior, e.g. the recovery of the ground state after sudden excitation using
all-optical methods, which has not yet been thoroughly explored. Ref. [161] presents
a study on demagnetization dynamics using all-optical pump-probe spectroscopy in
Fe3GeTe2 (F3GT). There are no reports in the literature insofar on coherent magnetiza-
tion dynamics using all-optical techniques. Such studies are indeed challenging because
of the strong coercive field and significant magnetic anisotropy of F3GT. In contrast, co-
herent magnetization dynamics in Fe5GeTe2 (F5GT) has been studied using B-FMR, in-
cluding temperature-dependent investigations [162, 163]. We have shown above that to
achieve direct insights into the magnetic dynamics, a stroboscopic approach is required.

This chapter presents the results of our systematic investigation of magnetization dy-
namics in an F5GT thin film as a function of the applied magnetic field (µ0Hext = Bext <
60 mT) across a temperature range of 100 K< T <290 K. To date, no studies reported in
the literature have explored coherent magnetization dynamics in this family of samples
using tr-MOKE: our investigation aims to fill this gap. In particular, we characterize the
Kittel mode at different external magnetic fields and T , and we extract values of effective
Gilbert damping αeff, magnetization Meff and anisotropy Keff at different T .

These results, made possible by the capabilities of the experimental chamber de-
scribed in Sec. 3.4, do provide valuable insight into the magnetization dynamics of
F5GT. Furthermore, they provide evidence that our approach could be effectively ap-
plied to study magnetization dynamics in this class of materials and systems, such as
F3GT and F4GT, or FGT-based heterostructures.

83
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Figure 6.1: (a) A system with spin dimensionality of n= 1 exhibits strong uniaxial anisotropy, with
spins confined to two possible orientations (‘up’ or ‘down’) along a specific axis. This effectively
reduces the system to having only one spin component along the easy axis, and the correspond-
ing spin Hamiltonian for localized spins is described by the Ising model. In the case of n = 2,
the system has easy-plane anisotropy, which favors the spins to align within a particular plane,
although their orientation within that plane is unrestricted. As a result, the spins are considered
to have only two effective components (corresponding to the two in-plane directions), which are
described by the XY model. It is important to note that for T < TKT, the susceptibility χ tends
to infinity. Lastly, in isotropic systems with n = 3, there are no constraints on spin direction, and
the spin Hamiltonian is represented by the isotropic Heisenberg model. (b) Plot shows of critical
temperature Tc (normalized to the bulk T 3D

c of the material) as a function of the number of layers.
Adapted from [164]

6.1 Sample details

2D Van der Waals materials

2D materials are a class of materials composed of stacks of strongly bonded atomic lay-
ers weakly connected by van der Waals (vdW) forces. These materials are typically just
a few atomic layers thick, sometimes reduced to a single layer, which gives them unique
electronic, optical, and mechanical properties. The most well-known example of a 2D
material is graphene, a single layer of carbon atoms arranged in a hexagonal lattice. Since
the discovery of graphene, research has expanded to include a variety of 2D materials
with diverse characteristics, including semiconductors, insulators, and superconductors.
However, the existence of magnetic 2D materials posed an intriguing challenge, particu-
larly due to the Mermin-Wagner theorem [165]. This theorem predicts that in 2D systems
with continuous symmetries, such as isotropic magnetic systems, long-range magnetic
order cannot exist at finite temperatures because thermal fluctuations would destroy it.
For years, this prediction led to the assumption that magnetism could not be sustained
in atomically thin layers. Despite this, certain symmetry reduction mechanisms - such
as magnetic anisotropy or SOC - can break the continuous symmetry and stabilize mag-
netism in 2D materials, overcoming the limitations imposed by the Mermin-Wagner the-
orem. This theoretical possibility paved the way for research into 2D magnetic materials
[164, 166, 167].

Before 2017, the absence of known 2D magnetic materials was surprising, especially
given the well-known existence of layered magnetic crystals held together by vdW forces.
The breakthrough came with the discovery of intrinsic magnetism in a CrI3 monolayer
[168], which built up momentum in the study of 2D magnetic materials, with exciting



Magnetization dynamics in Fe5GeTe2 85

perspectives in fields like spintronics, magnonics, and quantum computing.
2D vdW materials possess several unique properties that make them peculiar com-

pared to bulk three-dimensional (3D) crystals, primarily due to their spin dimensional-
ity effects, as schematically depicted in Fig. 6.1 [164, 166]. One key feature is the ability
to stack few-layer crystals to form vdW heterostructures with tailored functionalities.
These few-layer crystals are highly sensitive to their local environment, and proximity
effects where one layer influences the behavior of an adjacent layer have emerged. For
example, proximity-induced SOC has been observed in graphene on WS2 [169], while
the anomalous Hall effect and Zeeman spin Hall effect have been detected in graphene
on thin films of magnetic insulators such as yttrium iron garnet (YIG) and EuS [170].

Despite significant progress in understanding and exploring potential applications
of 2D magnetic materials, several challenges persist. One major challenge is increasing
the Tc of 2D magnetic materials to or above room temperature, which would be crucial
for applications like spintronics. Further research is needed to discover new materials
with strong exchange interactions and improve the thermal stability of magnetic order.
Additionally, significant improvements are still needed in developing scalable synthesis
methods to produce high-quality atomic layers over large areas. While mechanical ex-
foliation has been effective for small-scale research, it is not scalable; alternatives such
as chemical pulsed laser deposition (PLD) [171], chemical vapor deposition (CVD) [172],
molecular beam epitaxy (MBE) [173] offer promising pathways. Finally, ensuring the
chemical stability in ambient conditions is critical for the long-term reliability of de-
vices. Metallic 2D magnetic materials degrade in the presence of air and moisture (e.g.
VI3), leading to a loss of magnetic properties. Therefore, passivation and encapsulation
techniques are required to protect these materials from environmental exposure. The
interested reader can explore the topic further in Ref. [166].

Fe5-xGeTe2 compounds

The Fe5-xGeTe2 family of compounds, with typical values of 0 < x < 2, has attracted
considerable attention in materials science due to its unique combination of structural,
magnetic, and electronic properties. Recent advances have demonstrated the success-
ful growth of high-quality Fe5-xGeTe2 compounds using MBE [173]. These samples are
generally not very stable in air and require capping to avoid surface oxidation; however,
they remain in the solid state under ambient conditions.

The number and specific arrangement of Fe and Ge atoms, together with the pres-
ence of iron vacancies, greatly influences the magnetic properties of the Fe5-xGeTe2 com-
pounds [174], which ultimately determine their suitability for various technological ap-
plications. They crystallize in a hexagonal structure, where the Fe and Ge atoms are
sandwiched between two layers of Te atoms [173]. This arrangement corresponds to
strong IP bonding and weak OOP vdW interactions. However, F5GT contains addi-
tional Fe atoms, creating a more complex lattice configuration than F3GT, as illustrated
in Fig. 6.2 [149, 173]. A monolayer of Fe5GeTe2 consists of six atomic layers of Fe stacked
together; four of these layers are fully occupied, while the remaining two have only 50%
of occupancy [173]. The termination of the structure with Te atoms contributes to the
system’s ferromagnetism with its strong SOC. Unlike 2D ferromagnets such as CrI3 - or
F3GT [150] - where magnetic atoms are confined to a single plane, F5GT features 3D
network of magnetic atoms. This configuration results in 3D interlayer exchange inter-
actions, which explain the observed 3D magnetic behavior and higher Tc [149, 173].

In F5GT thin films thicker than a few monolayers (ML), the Curie temperature (Tc)
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Figure 6.2: The unit cell is shown in projection along the [100] direction, highlighting the F5GT
layers, which are separated by a vdW gap between adjacent Te sublayers. The panel on the right
depicts the same projection for multiple repetitions of the unit cell. The occupation probability of
certain atomic sites is illustrated using half-filled solid spheres. Adapted from [173].

approaches that of the bulk material, around 300 K. This higher Tc makes F5GT more
suitable for high temperature applications compared to F3GT, which has a lower Tc of
approximately 230 K [149, 173, 175]. F3GT displays strong uniaxial magnetic anisotropy,
with the easy magnetization axis aligned along the c-axis (OOP) [176]. In contrast, F5GT
shows weak OOP anisotropy; however, the stronger IP shape anisotropy leads to an
overall IP effective anisotropy, especially in thin films. [155, 173]. In both F3GT and
F5GT, the magnetic anisotropy and coecitivity increase as the temperature decreases
[173, 176].

6.2 Experimental results

In this section, we present experimental data on an 8.8-nm-thick - or 9 ML-thick - F5GT
sample, based on systematic measurements aimed at investigating its magnetic dynam-
ics as a function of temperature and applied magnetic field.

This sample has a temperature-dependent coercive field Hc, saturation field Hs and
saturation magnetization Ms. Hysteresis loops acquired via longitudinal (static) MOKE
(i. e. with an IP external field) are reported in App. C, along with details on the growth
of the sample. Hysteresis loops show a Tc ≃ 290 K and IP magnetic anisotropy at all
temperatures explored. The F5GT thin films have weak OOP uniaxial anisotropy Ku > 0
and stronger shape anisotropy Kd < 0; therefore, the effective anisotropy Keff = Ku +
Kd < 0 favors IP magnetization [173]. It is important to note that the measured values
of Hc and Hs with an IP field set a lower limit for our system: in our geometry we can
expect higher Hc and Hs due to the OOP component of the applied magnetic field [173].

This section is organized as follows: first, we will introduce the technical experimen-
tal details, followed by considerations on the expected active magnetic modes. Finally,
we will present the experimental results; specifically, we will discuss the data obtained at
a fixed temperature of T =220 K, followed by a systematic analysis of the data acquired
at different temperatures.
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Figure 6.3: (a) Front view end-station of our tr-MOKE setup. The s-polarized pump (probe) beam
impinges on the sample at an angle θpump = 12◦ (θprobe = 6◦) to the sample surface normal; ∆t is
the time-delay between pump and probe. Due to the MOKE effect, the reflected beam exhibits a
rotation of the polarization θMOKE. The sample is positioned in the vertical (x, y) plane, with the
external magnetic field H coplanar with the scattering plane and at an OOP angle θH = 55◦ to the
sample surface normal. (b) Top view of the sample. θM is the equilibrium angle of the magneti-
zation when the external field is applied, determined by the sum applied external magnetic field
and magnetic anisotropy field.

6.2.1 Setup and experimental details

The experimental setup is derived from the TG setup described in Ch. 3, with minor ad-
justments: by blocking one of the pump beams and capturing the reflected probe signal
from the sample, the TG setup is transformed into a tr-MOKE spectro-magnetometer.
The layout of the optical end station and the experimental geometry are shown in Fig.
6.3; the sample environment is implemented within in the UHV chamber described in
Sec. 3.4, enabling measurements also at low temperature. The sample lies in the (x, y)
plane, with its normal along the z-axis. The s-polarized pump and probe beam impinges
on the sample at an angle of θpump = 12◦ and θprobe = 6◦ with respect to the normal to the
sample surface, respectively; since the angle of incidence of the probe beam is slightly
off-normal, the set-up is mostly sensitive to the OOP component of the magnetization
(Mz). The laser spot size (FWHM) on the sample is approximately 65 × 53 µm2 for
the pump and 30 × 26 µm2 for the probe, with the slight ellipticity resulting from the
off-normal incidence of the beams. Unless otherwise stated, the pulse energy is set to
13 nJ/pulse for the pump and 1 nJ/pulse for the probe, corresponding to average flu-
ences of around 0.5 mJ/cm2 and 22 µJ/cm2, respectively. The effective laser repetition
rate was set at 100 kHz for all measurements. Given that the F5GT compounds exhibit
IP anisotropy, the external magnetic field Hext = µ0Bext was applied coplanar to the
scattering plane, at an angle of θH = 55◦ relative to the sample surface normal. This
configuration is chosen to employ the same excitation scheme as described in Sec. 5.1.
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6.2.2 What is expected?

In all-optical pump-probe experiments, the pump pulse drives the magnetization out
of equilibrium within the optical penetration depth δ. Different magnetic precession
modes arise depending on the thickness of the ferromagnetic layer as the combination
of the applied magnetic field, the exchange field, and/or dipole field reorient the mag-
netization axis [17, 120]. Since a direct measurement of the complex refractive index of
FGT is not available in the literature, and Fe is the most abundant element in the F5GT
compound, we approximate the lower limit of the penetration depth at 1030 nm using
the Fe absorption coefficient αFe. Thus, we estimate δF5GT ≃ δFe = 1/αFe ≃ 20 nm; the
value of αFe is sourced from the refractiveindex.info database [177]. However, δF5GT will
be realistically longer. This is further supported by findings in Refs. [178, 179], which
report penetration depths in the range of 40–50 nm for Cr2Ge2Te6, which is another 2D
vdW Germanium Telluride compound. In any case, being the thickness of the sample at
least a factor two smaller than the lower limit of the penetration depth, we can assume
that the whole sample is uniformly excited directly by the pump laser pulse. In this
condition, we expect to observe the Kittel mode only [17, 120]. However, the effective
magnetic field is neither fully IP nor OOP, and this must be considered in the functional
dependence of the frequency on the applied magnetic field. By solving the LLG equa-
tion in spherical coordinates in the case of an applied magnetic field at an angle θH with
respect to the sample normal, it can be shown [120] that the Kittel formula can be written
as

f =
γµ0

2π

√
Hext sin θH (Hext sin θH +Meff). (6.1)

As discussed above, the typical tr-MOKE signal consists of an exponential decay su-
perimposed by coherent damped oscillations. Since we expect to trigger only the Kittel
mode, the tr-signals can be fit with a sinusoidal term superimposed on an experimental
background (see Eq. 6.4) describing coherent and incoherent contributions to the magne-
tization dynamics, respectively. The decay time τ1 of the Kittel mode is a key parameters
to calculate the effective Gilbert damping αeff, which can be quantified as [120, 180]

αeff =
1

τ1γµ0(Hext sin θH +Meff/2)
(6.2)

where Meff is obtained by fitting f(Hext) with Eq. 6.1.
Finally, the effective anisotropy Keff = Ku +Kd < 0 can be calculated from Ms and

Meff as

Keff =
µ0 ·Ms · (Ms −Meff)

2
(6.3)

6.2.3 Magnetization dynamics at 220 K

Fig. 6.4 shows the tr-MOKE traces for the 9ML Fe5GeTe2 sample, acquired by scanning
the applied magnetic field from ≃ 50 mT to ≃ −50 mT, with a step size of ≃ -7 mT. The
negative sign in the external magnetic field step size emphasizes that the applied field is
swept from positive to negative values. The solid lines represent the best fit to the data
using

S(t > 0) = a0 exp
−t/τ +a1 exp

−t/τ1 sin(2πf + ϕ) + c (6.4)
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Figure 6.4: tr-MOKE traces acquired scanning the applied magnetic field from 53 mT to -52 mT
with ≃ −7 mT step. The solid line represents the best fit to the data using Eq. 6.4. The traces are
vertically translated for graphical purposes.
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Figure 6.5: Best fit parameters of the tr-MOKE traces presented in Fig. 6.4. (a) Precessional ampli-
tude (b) precessional frequency (c) phase (d) relaxation time (e) effective Gilbert damping calcu-
lated from Eq. 6.2.

The best-fit parameters are reported in Fig. 6.5 as a function of the external magnetic
field. The coherent dynamics show a clear dependence on the magnetic field; however,
despite following the expected exponential decay, the incoherent contribution does not
depend on the intensity or direction of the applied magnetic field, suggesting a non-
magnetic origin; therefore, it will not be discussed below.

Fig. 6.5.(a-d) shows the trend of the precession amplitude (a1), frequency (f ), phase
(ϕ), decay constant (τ1) and effective Gilbert damping (αeff) as a function of the applied
magnetic field Bext = µ0Hext. As expected, the amplitude of the precession increases
with increasing Bext [181, 182]. For Bext ≲ 20 mT, no oscillation amplitude is observed,
likely due to the presence of magnetic domains limiting the tr-MOKE contrast. By in-
creasing the external field from ≃ 0 to ≃ 50 mT, the frequency of the laser-driven mag-
netization precession frequency ranges from 2.5 to 5 GHz, following the trend described
by the Kittel formula. Furthermore, when the applied magnetic field is reversed, the
phase shifts by approximately π. This shift occurs because the equilibrium axis of the
magnetization flips, resulting in an opposite sense of precession and Mz component, as
schematically illustrated.

The relaxation time increases by ≃ 50%, while αeff has an opposite trend. It should be
specified that the calculation of αeff has been performed by using Eq. 6.2 with γ/(2π) =
2.9 GHz/kOe and Meff = 560±3 kA/m, which is the value found by fitting the frequency
trend with the Kittel formula, as will be shown in the next section. The error on αeff is
obtained propagating the errors of τ1 and Meff. The increase of τ1 can be attributed to
the presence of magnetic domains [182], which, at this temperature and with the applied
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Figure 6.6: tr-MOKE traces at different pump fluence; from bottom to top 0.04, 0.18, 0.36, 0.73, 1.84
and 2.58 mJ/cm2 for all traces. The probe fluence is set at 22 µJ/cm2. The inset shows the trend of
the amplitude of coherent precession, as obtained by the best fit (solid lines).

magnetic field oriented at θH = 55◦, appear to persist until the applied magnetic field
intensity reaches 30mT. This observation aligns with the measured hysteresis loops
reported in App. C and with the results presented in Ref. [173] for similar samples,
which show an increase Hs as θH decreases. Based on the discussion so far, Hc ≃ 20 mT
and Hs ≃ 30 mT appear as consistent values; however, these still need to be confirmed
by additional measurements and/or simulations.

αeff includes both the intrinsic damping α and additional contributions, such as those
arising from magnetostructural disorder and spatial variations of the anisotropy field.
When the applied magnetic field increases, αeff approaches α [182, 183]. In our case,
αeff stabilizes at approximately 0.03 for |Bext| > 30mT, which can be considered close
to α since a similar value is reported in the literature for a single crystal bulk sample
[162] at a similar temperature. The value we obtain is quite big with respect to the one
reported for instance for Fe (10−3, see e.g. Ref. [184]) or YIG (10−5, see Ref. [185]). A
possible explanation for the relatively high value of αeff is the strong SOC resulting from
band hybridization with Te atoms. This is attributed to the high atomic number of Te
ZTe = 52, as SOC scales approximately with Z4.

Finally, at Bext = 35 mT, we investigate the laser fluence dependence behavior of the
tr-MOKE signal. Fig. 6.6 shows different traces acquired at different pump fluences.
No oscillations are observed at 0.04 mJ/cm2; when the pump fluence is set in the range
0.18-0.73 mJ/cm2, the coherent dynamics is clear and the precession amplitude linearly
increases with the fluence. This trend is expected in the ”low-fluence regime”, where
the precession amplitude increases; however, at higher fluence, the decrease in the effec-
tive anisotropy field dominates, leading to a reduction in the amplitude, as for example
observed in Ref. [182]. We do not observe this trend in our dataset, perhaps because of
coarse fluence sampling. In the ”high-fluence regime”, at 1.84 mJ/cm2 and 2.58 mJ/cm2,
a weak oscillatory behavior is observed; however, the best fit with Eq. 6.4 fails. We inter-
pret this as the disappearance of coherent dynamics. Additionally, the smaller increase at
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high fluence in the exponential background suggests that the sample may begin to expe-
rience a non-linear regime as it approaches the damage threshold [186]. This conclusion
is supported by the fact that after measuring at the highest fluence, by reducing the flu-
ence we recovered the signal of the ”low fluence” regime. However, this high-fluence
non-liner regime deserves further investigation.

6.2.4 Magnetization dynamics at different temperatures

We investigated the magnetization dynamics also as a function of temperature.
Fig. 6.7.a shows tr-MOKE traces acquired at an external applied field of Bext = 53

mT in a temperature range of 80-290 K. We observe no detectable dynamics at T = 290
K and T = 80 K. In the first case, this is attributable to the proximity of the nominal
Tc, which implies reduced Ms and consequently lower magnetic contrast. Following
the same procedure adopted above, we fit the time-domain traces with Eq. 6.4, that
approximates the data fairly well; the best-fit parameters are reported in Fig. 6.7.b-e.

In the temperature range of 270–100 K, we observe an increase in frequency of ap-
proximately 3.5 GHz. This trend can be readily explained by the increase in Meff as the
temperature decreases, an interpretation that is consistent with Eq. 6.1 and our findings
shown in Fig. 6.9.c. An explanation for the observed decrease in amplitude reported in
Fig. 6.7.c is provided in the following section. Furthermore, we observe a general de-
crease of αeff, calculated with Eq. 6.2 using the Meff values reported in Fig. 6.9.b. Indeed,
at lower temperatures, the reduction in thermal agitation and scattering processes leads
to less energy dissipation in the spin reservoir, which manifests as lower αeff.

Similarly to what has been shown for T = 220 K, we conducted a scan of the applied
magnetic field at a fixed temperature. Fig. 6.8 summarizes our results, presenting 2D col-
ormaps that illustrate the behavior of the parameters as a function of both temperature
and applied magnetic field. In the ”low-field” and ”low-temperature” regions, where
no precessional dynamics are observed, the parameter values have been set to zero. The
general trends discussed above can be easily recognized.

Finally, we focus on the trend of the precessional frequency as a function of the ap-
plied magnetic field. Fig. 6.9 displays the measured values. The solid lines are the best
fit to the data using Eq. 6.1. In the fitting process, we assume γ/(2π) = 0.0029 GHz/Oe
= 29 GHz/T, as reported in Ref. [187] for a similar experimental setup. Other values
reported in the literature - such as in Ref. [162, 163] - are not significantly different. We
extract a value of Meff at each temperature, as reported in Fig. 6.9.b along with the cor-
responding Keff values. The Keff values have been calculated using Eq. 6.3 and the Ms

values extracted from literature; specifically, we used the Ms values shown in Fig. 6.9.b,
which are extracted from the magnetic characterization of a 12-nm-thick thin film grown
by the same procedure reported in Ref. [173]. Unexpectedly, at T = 250K, we observe
a small OOP anisotropy. In contrast, within the 220 − 120K range, there is a noticeable
increase in IP anisotropy, though it remains an order of magnitude smaller than that
reported in Ref. [173] for the 12-nm-thick Fe5GeTe2 thin film. It is worth mentioning
that the values of Keff are only estimates. We believe a more detailed analysis, including
direct measurements of Keff for this specific sample, is necessary to obtain more reliable
values.
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Figure 6.7: (a) tr-MOKE traces at different temperatures. Solid lines are the best fit to the data.
The traces are vertically shifted for graphical purposes. Trend of (b) frequency, (c) amplitude, (d)
decay time and (e) αeff as a function of temperature.
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Figure 6.8: Temperature and external magnetic field dependence of precessional (a) amplitude (b)
frequency (c) phase (d) decay time (e) αeff.

Figure 6.9: (a) Trend of the precessional frequency as a function of Bext and for different tempera-
tures. Solid lines are the best fit using Eq. 6.1. (b) Table reporting values of temperature, Meff, Ms

and Keff. (c) Trend of Meff as a function of T .
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6.2.5 On the amplitude of the magnetization precession

In this measurement campaign, we observe a reduction in the precessional amplitude,
eventually disappearing entirely at low temperatures and low magnetic fields. Here, we
will provide an interpretation of this observation, drawing on insight from Ref. [181,
182, 188, 189].

The amplitude of the tr-MOKE signal can be expressed as [181, 182]

θMOKE ∝ ∆Mz

Mz
∝ sin(θM − θH) sin(θM) (6.5)

where θH represents the angle of the external field relative to the sample surface normal,
and θM denotes the angle of the equilibrium effective field, or equivalently, the direc-
tion of the magnetization at equilibrium, as shown in Fig. 6.3.b. Thus, the amplitude
of the precession approaches zero both when the magnetization aligns with the applied
field (θM = θH ), eliminating the torque induced by the laser pulse, and when the mag-
netization’s equilibrium axis approaches the sample surface normal (θM → 0). In our
experimental setup, the magnetic field is not aligned with the easy axis, and the first
scenario is expected at ”high” applied magnetic fields, where the external field is strong
enough to overcome the sample’s anisotropy field and align the sample magnetization,
as experimentally observed in Ref. [183]. However, in our measurement campaign Bext
is too low to observe this phenomenology. The ”low” value of Bext, combined with the
sample’s primarily IP orientation (θH = 55◦) and the IP magnetic anisotropy, results
in an expected IP magnetization. Moreover, as the temperature decreases, the effective
anisotropy of IP Keff increasingly favors IP magnetization, which means θM → π/2.
Therefore, Eq. 6.5 predicts an increase in precessional amplitude at lower temperatures.
However, Fig. 6.7 and 6.8 show an opposite trend. This can be explained by the increase
in magnetic anisotropy at lower temperatures. As T decreases, the rise in Keff leads to a
stronger anisotropy field Ha. Consequently, the magnetization becomes more ”pinned”
by Ha, making it harder to initiate magnetization precession. The driving torque respon-
sible for precession is reduced, resulting in a smaller precession cone and, consequently,
a smaller amplitude in the tr-MOKE signal [188, 189]. This explains why no signal is
observed at low temperatures in Fig. 6.8, and why a stronger Bext is needed to induce
magnetization precession at low temperatures.

This explains qualitatively the observed phenomenology. However, additional ef-
forts are required to incorporate into Eq. 6.5 a term accounting for the anisotropy contri-
bution to the dynamics - and consequently to the MOKE contrast - alongside the geomet-
ric terms. In addition to being useful for the quantitative interpretation of the data from
this measurement campaign, it would also aid in predicting the magnetization dynamics
in thinner samples or those with different anisotropy, such as F3GT.

6.3 Conclusions

We investigated the magnetization dynamics of an 8.8 nm Fe5GeTe2 thin film using tr-
MOKE measurements. The study successfully revealed coherent magnetization dynam-
ics, namely the Kittel mode. The magnetization dynamics exhibited a strong dependence
on applied magnetic field and temperature, with the signal weakening at both high tem-
peratures (near Tc) and low temperatures (where the IP anisotropy becomes stronger).
The results are fully consistent with literature and theory, offering a clear understand-



ing of field-dependent and temperature-dependent behavior; however, more extensive
datasets are needed to be able to extract more accurate values of Keff and provide a
quantitative description of the precessional amplitude as a function of θM, Bext and Keff.

Soon, the same approach will be applied to thinner FGT compounds, including sam-
ples down to a few monolayers (or even a single monolayer), as well as FGT-based het-
erostructures like F3GT/F5GT. The aim is to develop a comprehensive and systematic
understanding of FGT magnetization dynamics and to explore interfacial effects and
anisotropies that may emerge in the heterostructures, strengthening our understanding
of the physics that is reflected in the magnetic behavior of these systems.



Conclusions

This thesis focuses on investigating coherent magnetic dynamics in various magnetic
metallic thin films, both at zero and finite wavevectors, exploiting all-optical pump-
probe spectroscopy.

In the polycrystalline Ni thin film samples, we investigated how acoustic waves gen-
erated in the substrate by a TG influence the magnetization dynamics of the overlayer
ultrathin films . In particular, by tuning the intensity of the IP external magnetic field,
we observed resonant magnetization precession. Analysis of the resonance field and
linewidth allowed a comparison with photon-driven B-FMR measurements. The agree-
ment between SAW-FMR and B-FMR confirms the validity of SAW-FMR as a local mag-
netometry technique, with spatial resolution determined by the probe’s footprint on the
sample. In these samples, the SAW-driven dynamics closely reflects uniform precession.
However, the finite wavevector selectivity intrinsic in the TG excitation mechanism of-
fers an additional degree of freedom for magnetization dynamics that turns out very
valuiable to explore more complex material systems.

A preliminary measurement campaign on a ferrimagnetic Co78Gd22 alloy thin film,
conducted at the NFFA-SPRINT lab ahead of the beamtime at FERMI-FEL, demonstrated
that this approach can be successfully implemented in a table-top setup. The results,
analyzed as a function of pump laser fluence, suggest local excitation of the system
near the angular momentum compensation point, highlighting the potential of the TG
non-homogeneous excitation mechanism. This finding indicates a promising future
application of the TG technique for investigating locally confined phase transitions in
solids, such as identifying relevant timescales and low-energy excitations (e.g., magnons,
phonons, excitons) involved in the relaxation process leading to equilibrium. Addition-
ally, the main outcomes from the beamtime access at the TIMER@FERMI beamline on
Fe/Gd ferrimagnetic multilayers confirm TG spectroscopy as an effective method for
probing magnons at wavevectors inaccessible to conventional inelastic techniques, yet
highly relevant for spintronic applications.

Finally, laser-driven ferromagnetic resonance in a 9ML Fe5GeTe2 thin film was sys-
tematically investigated as a function of pump laser fluence, external magnetic field, and
temperature. This measurement campaign complete the commissioning of the cryogenic
system of the NFFA-SPRINT, and in fact demonstrated the possibility of addressing the
gap in the literature regarding laser-driven dynamics in this class of 2D van der Waals
ferromagnets. Although further experimental and theoretical work is necessary to fully
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interpret the data, the results are sound and definitely justify point future efforts in in-
vestigating laser-driven coherent magnetization dynamics as a function of sample prop-
erties as thickness and Fe composition, or in heterostructures based on FGT compounds.

To conclude, addressing cutting-edge challenges in the physics of matter necessitates
the development of specialized instruments and novel methods, as well as a deep under-
standing of prior work in the field using different approaches. It is crucial to determine
which experimental results can be meaningfully compared to theoretical analyses and
to recognize where these analyses fail when confronted with strong experimental evi-
dence. Throughout this thesis, I have successfully integrated these key components, and
I am pleased to have had the opportunity to engage with all critical aspects of research.
This process has provided valuable experience in instrument design and construction,
methodological reasoning, data analysis, phenomenology, and – although to a lesser ex-
tent – theoretical exploration.
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APPENDIX A

Supplementary material on the Ni samples

Details on Sample Growth

The films and capping layers for samples SiO2(10nm)/Ni(40nm)/SiO2 and SiO2(10nm)/
Ni(14nm)/CaF2(001) are deposited using e-beam evaporation at the CNR-IOM FNF clean
room facility in Trieste, Italy. After cleaning with acetone and ethanol, the substrates are
placed in the deposition chamber, where a base pressure of 10−6 mbar is maintained.
The thin films and capping layers were deposited using a Ni rod (99.995%, Alfa Aesar)
and fused silica powder (99.995%, Alfa Aesar). The targets were placed inside a tung-
sten crucible and heated by a 10 keV electron beam. The deposition rates, r, for Ni and
SiO2 were measured before deposition using a calibrated quartz microbalance, resulting
in rNi = 0.1 Å/s and rSiO2 = 0.3 Å/s, respectively. An uncertainty of ±2 nm in the
deposited thickness is estimated considering the uncertainties of the calibration.

Structural quality: amorphous vs crystalline substrate

To prove the lower structural quality of the SiO2(10nm)/Ni(40nm)/SiO2 with respect to
the SiO2(10nm)/Ni(14nm)/CaF2(001), we compare GIXRD and XRR measurements per-
formed in collaboration with CNR-IMM and Università degli Studi di Milano-Bicocca
on the same SiO2(10nm)/Ni(14nm)/CaF2(001) and on a SiO2(10nm)/Ni(14nm)/SiO2,
grown with same protocol as the Ni(40nm)/SiO2. Therefore, we can extend the same
conclusions can be extended to the Ni(40nm)/SiO2 sample. Therefore, we extend the
conclusions drawn from the SiO2(10nm)/Ni(14nm)/SiO2 to SiO2(10nm)/Ni(40nm)/SiO2.
In the following, we refer to SiO2(10nm)/Ni(14nm)/CaF2(001) as ”Sample A”, while to
SiO2(10nm)/Ni(14nm)/SiO2 as ”Sample B”.

GIXRD measurements were performed using a Cu Kα X-ray source and a position-
sensitive gas detector. For all measurements, the take-off angle between the X-ray beam
and the sample was fixed at ω = 0.5◦. Fig. A.1.a displays the GIXRD patterns for sample
A (black solid line) and sample B (red solid line) over a 2θ range of 90◦ − 110◦. By
comparing the raw data to the standard diffraction patterns of Ni powder, the peaks near
93◦ and 103◦ were attributed to the (311) and (222) reflections, respectively. In powder
diffraction analysis, it is common practice to estimate the crystallite size D using the
Scherrer formula [190]:

D =
Kλ

β cos θ
, (A.1)

where K is the Scherrer constant, typically set to 0.94 for spherical crystallites with cubic
symmetry, λ = 1.542 Å represents the X-ray wavelength, β is the FWHM of the peak
expressed in radians, and θ is the peak position. For polycrystalline samples, applying
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Figure A.1: GIXRD patterns for Sample A (black solid line) and Sample B (red solid line) are
shown, along with cumulative Gaussian fits for the two diffraction peaks (green and blue solid
lines, respectively). According to the powder diffraction database, these peaks correspond to the
Ni (311) and Ni (222) reflections. (b) XRR data for both Sample A and Sample B are represented as
black squares, with the corresponding fits displayed as red solid lines.

this method yielded a crystallite size of D = (4.4 ± 0.5) nm for both samples. It should
be noted that, due to the horizontal orientation of the scattering plane in GIXRD geom-
etry, D primarily reflects the IP crystallite size. There is no strong indication to suspect
highly asymmetric grains, such as columnar structures elongated along the OOP axis,
especially in cubic crystals like Ni. The increased intensity of the Ni (222) diffraction
peak in Sample A is likely due to a distinct structural arrangement of the ferromagnetic
film, showing more pronounced grain texturing compared to Sample B. This observa-
tion aligns with sample Sample A being grown on a crystalline substrate, while Sample
B was deposited on an amorphous one. This indicates the chemical stability of the sys-
tems under investigation, as significant Ni oxidation would cause variations in electron
density. The roughness of the Ni film is largely determined by the substrate used: for
Sample B, which was deposited on an amorphous SiO2 substrate, the roughness is more
than three times that of Sample A, which was grown on a crystalline CaF2(001) substrate.
These findings suggest that the Ni layer on the crystalline substrate is more structurally
ordered, consistent with the GIXRD measurements.

Table A.1: Best-fit parameters to the XRR data for Sample A and B.

Sample A Sample B
Layer t (nm) r (nm) ρe (e−/Å3) Layer t (nm) r (nm) ρe (e−/Å3)
SiO2 8.5 1.2 0.67 SiO2 9.6 1.3 0.67
Ni 14.4 0.4 2.30 Ni 14.4 1.3 2.38
CaF2 Inf 0.7 0.95 (fixed) SiO2 Inf 0.9 0.67 (fixed)
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The thickness t, surface roughness r, and electronic density ρe for each layer within
the stack were determined using XRR measurements. The data were simulated using
the Parratt formula [191], with corrections applied via a Croce-Névet factor [192]. In this
model, the substrate was assumed to have infinite thickness and its electron density was
set to the nominal value. Fig. A.1.b presents the XRR spectra for Samples A and B as
black squares, with the red solid lines indicating the model fits to the experimental data.
The best-fit parameters are detailed in Tab. A.1 The measured layer thicknesses agree
with the expected nominal values, and the same applies to ρe, with the anticipated val-
ues being 0.67, 2.29, and 0.95 e−/Å3 for SiO2, Ni, and CaF2, respectively. The roughness
of the Ni film varies significantly depending on the substrate used: for Sample B on an
amorphous SiO2 substrate, the roughness is over three times greater than for Sample A,
which is on a crystalline CaF2(001) substrate. This indicates that the Ni layer is more
morphologically ordered on the crystalline substrate, a conclusion that aligns with the
GIXRD findings. These observations underscore the reliability of the studied systems
from a chemical standpoint, as substantial Ni oxidation would lead to changes in elec-
tron density.

Static magnetic characterization

We performed longitudinal Magneto-Optical Kerr Effect (MOKE) measurements at the
NFFA facility in connection with the APE-HE beamline of IOM at Elettra Synchrotron
[83] to probe the in-plane magnetic anisotropy of the sample. We used a 658 nm CW low-
power WorldStarTech TECBL-10GC laser source. The incident angle was set to be 45◦

with respect to the normal to the sample surface and the intensity on sample was set to
∼ 8 mWcm−2. Fig. A.2 shows the hysteresis loops for SiO2(10nm)Ni(14nm)/CaF2(001)
[panel (a)] and the SiO2(10nm)/Ni(40nm)/SiO2 [panel (b)]. For the SiO2(10nm)/Ni(14nm)
/CaF2(001), 0◦ corresponds to having the external field aligned with the [100] axis of the
substrate; in the case of the SiO2(10nm)/Ni(40nm)/SiO2, 0◦ correspond to having the
external field aligned along an edge of the sample.

SiO2(10nm)/Ni(40nm)/SiO2 shows a good IP anisotropy, as expected for a poly-
crystalline thin film; on the other hand, a small uniaxial anisotropy is observed for
SiO2(10nm) /Ni(14nm)/CaF2(001). A possible explanation is reported in literature [193],
where they report on the possibility for ferromagnetic thin films to exhibit a small uni-
axial anisotropy when grown by sputtering or evaporation; in this case the origin could
be the off-normal axis of the cone. In both cases, the coercive field and saturation field
are very small, being less than 2 mT and 3 mT, respectively. Therefore, the samples are
magnetically saturated in all measurements presented in Ch. 4.3.
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Figure A.2: Magnetic hysteresis loops acquired via longitudinal MOKE of (a)
SiO2(10nm)/Ni(14nm)/CaF2(001) and (b) SiO2(10nm)/Ni(40nm)/SiO2.

A simple model for an efficient TG-pumped magnetoscoustic dynamics

The selection of substrates is informed by a straightforward model based on the analysis
in Ref.[64], where the interaction between thermal and stress-strain gratings is consid-
ered within the context of TG spectroscopy. For isotropic or cubic systems, particularly
when the TG wavevector q is oriented along a ⟨100⟩ crystallographic direction, the lon-
gitudinal strain component ϵxx in the direction of q (taken as the x axis) can be expressed
as

ϵxx = βeff∆T, (A.2)

where ∆T represents the temperature increase in the material, and

βeff = αth

(
1 + 2

C12

C11

)
(A.3)

is the effective thermal expansion coefficient applicable in the context of plane-wave
propagation. In this expression, αth is the thermal expansion coefficient, and Cij are
the elastic stiffness constants (expressed using Voigt notation). The ratio C12/C11 can be
rewritten in terms of Poisson’s ratio ν = C12

C11+C12
. Therefore, Eq. A.3 simplifies to

βeff = αth
1 + ν

1− ν
. (A.4)

Moreover, considering a sample volume V , the energy Q deposited as heat, and the
specific heat capacity cth at constant pressure, the resulting temperature increase can be
described by

∆T =
Q

V cth
. (A.5)
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Table A.2: Thermo-elastic efficiency η and figure of merit F as from Eq.3.6, both normalized to the
CaF2 value, together with relevant parameters for different substrates (mainly transparent). The
substrates employed in the present experiment are highlighted in bold.

Substrate αth ν cth kth ηnorm Fnorm
(10−6 K−1) (J/kg·K) (W/m·K)

CaF2
a 18.85 0.26 854 9.7 1 1

Al2O3
b 5.8 0.21-0.33 753 41.9 0.31-0.41 0.07-0.09

SrTiO3
c 9.4c 0.24d 518d 12c 0.79 0.64

MgOe 9-12 0.35-0.37 880-1030 30-60 0.48-0.79 0.08-0.26
SiO2

f 0.54-0.57 0.15-0.16 700-750 1.0-1.5 0.03 0.17-0.29
Sig 7-8 0.27 668-715 84-100 0.45-0.55 0.04-0.06

a Ref.[194], b Ref.[195], c Ref.[196], d Ref.[197], e Ref.[198], f Ref.[199], g Ref.[200].

For comparative purposes across different substrates, a thermo-elastic efficiency η
can be defined as follows:

η =
ϵxx
Q/V

=
αth

cth

1 + ν

1− ν
. (A.6)

This efficiency η characterizes the extent of acoustic excitation generated for a given ther-
mal stress density input. Beyond thermo-elastic efficiency, the magneto-optical contrast
is influenced by the periodic temperature variations and their effect on magnetization.
Consequently, higher thermal conductivity kth is detrimental for the experiment, as it
brings to faster thermalization.

A cumulative figure of merit F can be expressed using the following equation:

F =
η

kth
=

αth

kthcth

1 + ν

1− ν
. (A.7)

Tab. A.2 presents the values for several commonly used substrates, with those utilized
in this study highlighted in bold. From the extracted F , results that the crystalline CaF2
substrate has a high F , while the amorphous SiO2 is characterized by a lower F (approx-
imately four times smaller). The accuracy of the model that leads to Eq. A.7 relies on the
following three assumptions:

• The dominant stress component is longitudinal and aligned with q. This holds
for TG spectroscopy on metallic systems and for the intensity grating scenario dis-
cussed here.

• The heat deposited Q is independent of the substrate material. In this experiment,
this assumption is valid since the pump laser’s radiant energy is primarily ab-
sorbed by the Ni overlayer, with minimal contribution from the transparent sub-
strate and capping layer. Thus, the thermal input stress can be considered consis-
tent across samples with the same Ni film thickness (though it will be smaller as
the thickness of the film reduces).

• The volume of the substrate involved in expansion is assumed to be independent
of the material under investigation. This assumption may not be entirely valid in
the current scenario, as the volume engaged in SAW oscillation depends on the
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specific acoustic mode and wavevector considered. Additionally, heat diffusion
effects are not accounted for; for instance, the volume of the substrate involved
in thermal expansion depends on thermal conductivity, thermal contact resistance,
and time.

Comparing linewidths in SAW-FMR and B-FMR Measurements

The main hypotesis is that the signal is proportional to the magnetic susceptibility χ. In
SAW-FMR, we acquire a time-domain signal and than we extract 2D maps of the FFT
magnitude, and we extract the resonance linewidth ∆Hmagn as described in Fig. 4.10.
In the B-FMR measurements, the signal is proportional to the imaginary part of the χ;
in this case the linewidth ∆Himag can be directly extracted from the measurement. The
question is: what is the relationship between ∆Hmagn and ∆Himag?
The starting point is Ref. [106], in particular equations (1.74) and (1.75) on page 20.
The resonance condition in this context is expressed in terms of the susceptibility tensor
χ = χ′−iχ′′, where χ′ and χ′′ represent the real and imaginary parts of the susceptibility,
respectively. The lineshape of both χ′ and χ′′ close to resonance is illustrated in Fig. A.3.
For external fields close to the resonant condition, the real and imaginary parts of the
susceptibility can be expressed as [106]:

χ′

χ′′
res

≈ β

1 + β2
, (A.8)

χ′′

χ′′
res

≈ 1

1 + β2
, (A.9)

where β = H0−ω/γ
αω/γ for an experiment where the RF field is fixed and the static magnetic

field is scanned. Here, H0 = ω/γ is the resonance condition.

Figure A.3: General trend of real (χ′) and imaginary (χ′′) parts of the susceptibility in the proxim-
ity of resonance. Adapted from Ref. [106].
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Assuming the magnitude of the FFT maps obtained from the time-domain signal is
proportional to the magnitude of the complex susceptibility, it follows that:

|χ| =
√
(χ′)2 + (χ′′)2 = χ′′

res

√
1

1 + β2
. (A.10)

Thus, the lineshape of the magnitude of the complex susceptibility is similar to the imag-
inary component but is broader, as it is multiplied by the factor under the square root.

The magnetic field at which the magnitude peak is half of its maximum is given by:

|χ|
χ′′

res
=

√
1

1 + β2
=

1

2
. (A.11)

Simplifying:

1

1 + β2
=

1

4
⇒ β2 = 3 ⇒ β = ±

√
3. (A.12)

Substituting β = H−ω/γ
αω/γ , the condition for the half-width at half-maximum (HWHM) is:

H =
ω

γ
±

√
3αω

γ
. (A.13)

The full width at half maximum (FWHM) of the FFT magnitude is then:

∆Hmagn = 2

√
3αω

γ
=

√
3∆Himag. (A.14)

Therefore, the damping parameter α can be extracted using the relation:

α =
∆Hmagnγ√

3 2ω
. (A.15)

It is evident that to compare the resonance linewidth extracted from SAW-FMR (∆Hmagn)
and B-FMR (∆Himag), the results must be divided by the

√
3 factor. Thus, when extract-

ing the α parameter in both cases, the same expression is used:

α =
∆Heffγ

2ω
, (A.16)

where ∆Heff = ∆Himag in the case of B-FMR and ∆Heff = ∆Hmagn/
√
3 for SAW-FMR.
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Supplementary material on the Co78Gd22 sample

Details on sample growth

The Pt(3nm)/Co78Gd22(15nm)/Pt(1.5nm)/Ta(1.5nm) thin film was grown on float glass
by magnetron spattering using the following growth parameters: Ar pressure of 3 · 10−3

mbar and sample rotation 20 rpm. Sputtering rates are 0.157, 0.172, 0.139 and 0.167 for
Ta, Pt, Gd and Co, respectively.

Static magnetic characterization

Magnetic characterization of the sample was performed by polar MOKE measurements
at the NFFA facility in connection with the APE-HE beamline of IOM at Elettra Syn-
chrotron [83] to probe the expected OOP uniaxial magnetic anisotropy of the sample. We
used a 658 nm continuous-wave low-power WorldStarTech TECBL-10GC laser source.
The incident angle was set to 5◦ with respect to the normal to the sample surface; the
incident laser power was set to ∼ 8 mWcm−2. Fig. B.1 shows the hysteresis loop at room
temperature; integration time for each point was set at 10 ms for a loop total acquisition
time of ∼ 20 s. As expected, the hysteresis loop is squared and presents a remanence
close to the saturation magnetization indicating the OOP easy-axis magnetic anisotropy.
The coercive field and saturation field are µ0Hc ≃ µ0Hs ≃ 176 mT.

Figure B.1: Hysteresis loop obtained via static polar MOKE.
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Equilibrium orientation of the magnetization in experimental geometry

To perform the energy minimization we used the following parameters:

• Exchange stiffness A ∼ 10 pA/m as reported for a similar sample on [125]. The an-
tiferromagnetic exchange interaction between Co and Gd is not taken into account
since for the concentration of the case of study as it can be considered negligible
for the concentration of this case of study [125].

• Saturation magnetization Ms ∼ 100 emu/cm3 = 105 A/m, as reported in [140] by
the group who fabricated the sample

• Uniaxial anisotropy energy term Ku ∼ 3 · 104 J/m3 [140]

• External field Bext = 260 mT, oriented with an angle of 72° with respect to the
sample normal

The results are showed in Fig. B.2. We found and OOP magnetization component of
mz = 93288.0 A/m and mx = 36018.6 A/m, giving an equilibrium magnetization angle
of θM ∼ 21◦ with respect to the sample normal. The same calculation for Bext = 180 mT
applied at the same θH = 72◦, gives θM ∼ 15◦ (mz = 96551.7 A/m and mx = 26033.8
A/m).

Figure B.2: Calculation of the static magnetization field in the experimental geometry when ap-
plied an external magnetic field of 260 mT. The plots show the the spin orientation to the different
cross sections of the field and the magnetization values in A/m as colorscale.
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Acoustic characterization of the sample

The acoustic signal is acquired in the VVVV configuration, i.e. by measuring the non-
rotated component of the polarization of the diffracted beam. As discussed in Sec. 4.2,
we expect to observe two active modes: the RSAW and the SSLW of the substrate. The
measured intensity of the diffracted beam in the VVVV configuration is shown in Fig.
B.3. We extracted the frequencies of the active modes by fitting the data with the equa-
tion 4.1, which in the case of two active modes can be written as

SV V V V (t) = [a0e
−t/τ0 + a1e

−t/τ1 sin(2πf1t+ ϕ1) + a2e
−t/τ2 sin(2πf2t+ ϕ2)]

2 +C, (B.1)

where the first term describe the thermal decay, the second and the third one represent
the damped oscillation associated to the RSAW and SSLW. From the best fit we obtain
f1 = 1.15 ± 0.06 GHz and f2 = 2.22 ± 0.03 GHz, which correspond to sound velocities
of 2.8 ± 0.15 and 5.5 ± 0.1 km/s, respectively. It is important to note that the magnetic
dynamics occur on a faster timescale, indicating that the observed magnons are not elas-
tically driven. Additionally, the isolation of the H-component of the diffracted probe
beam is achieved efficiently.
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Figure B.3: Acoustic signal acquired in the VVVV experimental configuration. The solid line is the
best fit using equation B.1.
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Supplementary material on the Fe5GeTe2 sample

Details on sample growth

Al2O3(001) substrates with dimensions of 1 × 1 cm2 were annealed in air at 900°C to get
a smooth surface; the same procedure is then performed again at the same temperature
in UHV. For the fabrication of Fe5GeTe2, high-purity Ge (99.999%) was evaporated at
1060◦C, while high-purity Te (99.999%) was evaporated at 330◦C and cracked at 1000◦C.
Fe (99.99%) was evaporated using standard e-beam techniques. The deposition rates
of Fe and Te were calibrated by AFM on pre-patterned samples. The Ge deposition
rate was calibrated through homoepitaxial Reflection High Energy Electron Diffraction
(RHEED) oscillations on Ge(111). During the deposition, the Fe flux rate was monitored
using a quartz microbalance, and the Ge and Te flux rates were checked before and after
deposition using a UHV pressure gauge.

Static Magnetic characterization

Fig. C.1.a shows the temperature-dependent magnetic characterization of the samples
performed by longitudinal MOKE measurements. Characterizations, ranging from 80 K
up to 310 K, employed a s-polarized red laser (632.9 nm) and a photoelastic modulator
(PEM) operating at 50 kHz coupled to a lock-in setup, with a laser spot diameter of about
500 µm. A phase retardation of 140◦ was used to deconvolute both the Kerr rotation and
helicity, leading however to similar results. The curves shown have been corrected from
linear slopes. The hysteresis loops show robust anisotropy IP, square loops, and small
coercive field, relatable to a high structural quality of the film (few defects). Due to
the hexagonal IP symmetry of the FGT lattices, no strong differences were observed for
various direction of the applied magnetic field in the plane of the samples (not shown
here). The coercive field Hc values are extracted from the hysteresis loops presented in
Fig. C.1.b.
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Figure C.1: (a) Hysteresis loops as a function of temperature. (b) Dependence of coercive field Hc

on temperature.
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37. Bloch, P., Doe, N., Paige, E. & Yamaguchi, M. Observations on surface skimming bulk
waves and other waves launched from an IDT on lithium niobate in 1981 Ultrasonics
Symposium (1981), 268–273.
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lesse. Non è per nulla scontato ritrovarsi amici tra colleghi. Grazie a Gian
Marco, capace di coinvolgere tutti con il suo entusiasmo, sia dentro che
fuori il lavoro; ad Alice, amica ritrovata sempre pronta per uno Spritz;
a Michele, fonte di ispirazione per l’impegno e la passione che dimostri,
non solo in ambito lavorativo; ad Ale, pozzo di conoscenza ed articoli
truculenti, che anche da Berlino riesci a strappare una risata con la tua
simpatia mai scontata; to Savita, for your positive presence in the group;
a Sara, fonte di ispirazione all’inizio del mio percorso. Grazie anche ai
ramanisti: ad Andrea con la sua conoscenza infinita dell’ottica ed suoi
aneddoti arabici, a Claudia e Mattia per aver portato lo spirito romano
nelle loro brevi visite triestine.

A big and loud thank you also to the APE-HE group, that was ex-
tremely supportive and essential, not only for the work presented in this
thesis. A heartfelt thank you to Vincent for the countless samples you
fabricated for us, your availability, and your consistently positive and en-
couraging attitude. Your support has been truly essential for both the
Ni and FGT studies. Most importantly, thank you for becoming a friend
along the way! Thanks to Giovanni and Deepak, for the MOKE measure-
ments and their restless support.

Un sincero grazie ai vicini T-Rex: Manuel, Wibke, Denny, Francesco e
Federico, con cui ho condiviso in questi anni la vita di laboratorio e il dis-
agio della 51.



Acknowledgments 137

Grazie a tutti i collaboratori, senza i quali nulla sarebbe stato possi-
bile. Grazie a Rudi Sergo per la prontezza, competenza e simpatia nella
risoluzione di problemi elettronici. Grazie a Simone Dal Zilio, Pietro
Parisse, Emanuele Longo, Roberto Mantovan e Marco Fanciulli per il pre-
zioso supporto fornito nel lavoro sul Ni. A sincere thank you to Alexei
A. Maznev for the opportunity to be part of such an exciting collabora-
tion, showcasing the cutting-edge applications of the TG technique; many
thanks to Peter, Jude, Nadia, and Nupur - working alongside you has
been an absolute pleasure. Grazie a tutto lo staff di TIMER: Riccardo,
Laura, Filippo, Ettore e Danny. Grazie a Stefano Bonetti per le utili dis-
cussioni e gli incoraggiamenti per finalizzare il lavoro sul CoGd.

Grazie a tutte le persone con cui ho avuto il piacere di collaborare su
progetti non presentati o non strettamente legati a questa tesi. Grazie a
Prof. Adekunle Adeyeye, Gianluca Gubbiotti e Raffele Silvani per il la-
voro svolto sui nanowires. Grazie Cristian Svetina per avermi introdotto
al mondo dei FEL e coinvolto nel LTP, e a tutte le persone che vi hanno
contribuito. Grazie a Floriana Morabito, Regina Ciancio e Pasquale Or-
giani per il lavoro svolto insieme nel contesto di IMPRESS.

A big thank you to all the PhD students and Postdocs from around the
world whom I had the pleasure of meeting at schools and conferences,
especially to the ones who became good friends. Cheers to future adven-
tures together!

Un grande grazie a tutti coloro che hanno contribuito rendere Trieste
casa. A partire da tutti i matti con cui ho vissuto in FS 102, con cui ho con-
diviso le gioie i dolori della quotidiana convivenza. In particolare grazie a
Marta, Nicola e Leonardo, per esserci stati sempre, con una parola di con-
forto, delle risate sguaiate, un caffè (o tiramisù) al momento giusto. Un
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