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Abstract

We introduce a QM/MM semiclassical method for studying the solvation process

of molecules in water at the nuclear quantum mechanical level and with atomistic de-

tail. We employ it in vibrational spectroscopy calculations because this is a tool which

is very sensitive to the molecular environment. Specifically, we look at the vibra-

tional spectroscopy of thymidine in liquid water. We find that the C=O frequency red

shift and the C=C frequency blue shift, experienced by thymidyne upon solvation, are

mainly due to the reciprocal polarization effects that the molecule and the water sol-

vent exert on each other and the nuclear zero-point energy effects. In general, this work
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provides an accurate and practical tool to study quantum vibrational spectroscopy in

solution and condensed phase, incorporating high-level and computationally affordable

descriptions of both the electronic and nuclear problems.

Introduction

All biological processes take place in water and, for this reason, water is considered the

“universal solvent”. Primarily in vivo, solvation in water is pivotal for processes like protein

folding, DNA recombination, and to drive fundamental metabolic reactions.1–4 Therefore,

the understanding of the structural and dynamical properties of molecular systems solvated

by water is one topic which has implications not only on all branches of chemistry, but

also on biology, physics, and materials science. Providing an atomistic and fully quantum

mechanical understanding of these phenomena is crucial and very valuable.

Several different approaches have been employed in the past to study water solvation.

Many of them are based on thermodynamic quantities (specific heat, isothermal compress-

ibility, etc.). In these methods the difference in free energy ∆G (T ) between the gas and

the condensed phase state is usually estimated at a specific temperature.5 While ∆G (T ) is

important for distinguishing between hydrophilic and hydrophobic solutes, atomistic insights

are not rigorous, and the methodology is cumbersome. In addition, ∆G (T ) values provide

only a general picture of the system state. In fact, in this framework, thermodynamic quan-

tities are obtained as difference between state functions and these are intrinsically prone to

compensation of errors. The main limitation of a basic thermodynamic approach is that it

does not take into account the shape of the potential energy surface (PES) describing the

interaction between nuclei because these types of calculations are based on energy differences

obtained from single point energy estimates at the bottom of the potential energy well often

even in a harmonic fashion. From an atomistic point of view, these calculations provide

information mainly about the molecular geometry at minima. Other techniques, based on

a dynamical approach, have been developed. Among those techniques, globally known as
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enhanced sampling methods, metadynamics and umbrella sampling performed along ‘alchem-

ical’ collective variables, are arguably the most successful and commonly employed method

to access thermodynamic information on complex system solvation.6

To gain atomistic insight, we choose to employ vibrational spectroscopy. This technique

is able to detect the interactions that are responsible for the solvation process because it en-

compasses the detection of strong chemical bonds as well as long-range weak solute-solvent

interactions. These include hydrogen bonding and many other intermolecular interactions

originated by the surrounding molecules, such as electrostatic and polarization dispersion

interactions or electronic cloud repulsion. All these information are embodied in the PES

shape, and the shape of the potential can be re-conducted directly to each atomic compo-

nent of the molecule, providing in this way a direct atomistic insight. Typically, modes of

vibrations will experience a change in frequency when switching from the isolated molecule

(gas phase) to the solvated state (solution) arrangement. For these reasons, the use of com-

putational vibrational spectroscopy simulations through molecular dynamics methods allows

to directly relate the experimental results with the interactions between the solute and the

solvent molecules at atomistic level.

By means of vibrational spectroscopy, one can appreciate blue and red frequency shifts,

which are related respectively to a stiffer (increase of the force constant) and floppier (de-

crease of the force constant) vibrational motion. More specifically, red shifts are usually

originated from the weakening of the bond order, as they occur during the formation of

hydrogen bonding, for example. Instead, the blue shifts are less frequent and they may be

originated by increasing the bond order by adding, for example, ionic interactions on top

of covalent ones. Another typical blue shift case is the one involving a bending frequency

after a hydrogen bonding formation, since H-bond makes bending more difficult (i.e. stiffer)

due to the directionality of the H-bond itself. These are just a few examples of interactions

that can be detected by vibrational spectroscopy. Vibrational spectroscopy is more sensitive

than electronic spectroscopy, where the energy range is even hundreds of times larger, and
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it is more difficult to reach the same detail of description. Also, in a typical electronic spec-

troscopy simulation of large molecular systems, the shape of the nuclear potential is taken

into account indirectly. Indeed, it is the statistical average of the electronic transition at

these different nuclear arrangements to provide both the frequency values and the intensities

of the simulated spectrum.7–10 This method is the most valuable in these cases though it

is not able to capture some important features of nuclear vibrational motions which can be

important when studying phenomena like reactivity.

To study the effects of water solvation and provide a prototype of the quantum dynam-

ical behavior of complex solvated systems, we choose a system for which the spectroscopic

differences going from solvation by water to gas phase are evident. Thymidine fits this case

very well. It is a biologically relevant molecule, and it has been experimentally character-

ized11,12 in the infra-red region. More importantly for our goals, thymidine presents in the

gas phase two vibrational stretching signals, one for the C4 = O stretching at 1714 cm−1

and another for the C5 = C6 stretching at 1662 cm−1, which are degenerate at 1710 cm−1

in water solution (see Fig. 1c). This vibrational degeneracy is not induced by symmetry

and it will provide our qualitative and quantitative accuracy check in the description of the

solvation process.

Given this atomistic quantum mechanical scenario, we think that an accurate simulation

aiming at reproducing the effects of water solvation should be based on ab initio electronic

structure calculations (QM) and reproduce nuclear quantum effects by vibrational dynamics.

Due to the nature of the problem, it would be desirable to apply this approach not only to the

solute but also to all the solvating water molecules. Since this is not possible, in this work we

adopt a QM/MM approach, where we downgrade the accuracy of the solvent, the Molecular

Mechanics (MM) part, to the level of the AMOEBA force field (FF) potential to describe the

water solvent.13–16 This is expected to be still an accurate approach since previous FF-based

simulations of large solvated systems showed the importance of the interaction energies in

solvation,17 and the presence of gas-to-water solvatochromic shifts.18
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Nuclear quantum effects (NQEs) are reproduced by our Divide-and-Conquer Semiclassical

Initial Value Representation (DC SCIVR) molecular dynamics method.19–23 We think it is

important to include quantum mechanical effects, especially the zero point energy one, in our

molecular dynamics simulations because results on similar systems featuring strong hydrogen

bonding have demonstrated that a quantum description of the nuclei was certainly needed

to obtain accurate results.24–28 Furthermore, NQEs have been observed to be important

also in cases involving the motion of heavy atoms.29–31 More specifically for our system,

the presence of NQEs in small to large clusters and bulk water has been studied from

different perspectives,32 and in all cases the inclusion of quantum mechanical effects allowed

to reproduce the experimental results.33–35 In particular, in vibrational spectroscopy, two

of us proved that only a quantum mechanical simulation is able to reproduce all the main

experimental features of the liquid water IR spectrum, i.e. including the bending-libration

combination bands.36,37

One of our goals is to test different solvent models using both implicit and explicit

methods. This helps us not only observe which kind of potential returns the best results

compared to the experiment, but it also sheds light on the nature of the interactions occurring

between the solute and the solvent. The whole idea of the work is well summarized in Fig.

1, where we start from the bulk system, featuring many atoms and molecules interacting

with each other (panel a). Then, using trajectory analysis with different models of solvent it

is possible to understand the main sites of interactions (panel b). Finally, by analyzing the

data, a clear atomistic vision of the problem is delivered (panel c).
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Figure 1: Atomistic representation of thymidine in water solvent. Panel (a) is the full
simulated system. Panel (b) is a close up picture showing that very few molecules are
directly interacting with thymidine at each time-step. Panel (c) represents the thymidine
H-bonded water molecules at given time-step.
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Methods

Our goal is to simulate the gas-to-water solvatochromic ν (C6=C5) and ν (C4=O) shifts of

thymidine, where the atomic labels are reported in Fig.1(c). As anticipated, we employ a

QM/MM interaction potential calculation scheme, where the QM subsystem is treated at the

level of B3LYP/6-31G* density functional theory with Grimme dispersion corrections.38 The

MM part is composed by all the solvating water molecules and these are described by the

AMOEBABIO18 force field. The QM/MM method is implemented by interfacing a modified

in-house development version of Gaussian,39 with the molecular mechanics Tinker software

suite.40–43 These atomistic simulations are composed of 974 atoms in a droplet model with a

repulsive wall on the edge of the solvation sphere, as reported in Fig.1(a). There have been

several QM/MM implementations proposed over the years,44–52 mainly differing in the way

the interactions between the MM and the QM parts are described. Our QM/MM approach

implements the most sophisticated scheme of QM/MM embedding, known in literature as

polarizable embedding. In this method, the MM part can polarize the QM subsystem and

vice versa.14,15,41 This QM/MM set-up showed encouraging results in photochemistry when

applied to photoreceptive protein systems.53,54

A complete description of the QM/AMOEBA implementation and methods can be found

in ref.14,15 Specifically, within this framework, the total energy of the system with nuclear

configuration Q is expressed as:

E(Q,P,µµµd,µµµp) = EQM(Q,P) + Eenv(Q,P,µµµd,µµµp) (1)

where both the QM potential term (EQM) and the MM one (Eenv) are functionals of the

system geometry (Q) and the density matrix P. In addition, the environment depends on

two sets of µµµd and µµµp dipole moments, which are generated respectively by the direct electric

field (Ed) and the polarizable electric field (Ep). The QM term (EQM) is obtained through
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Self Consistent Field (SCF) techniques, while Eenv is defined as follows:

Eenv(Q,P,µµµd,µµµp) = EFF (Q) + Epol(Q,P,µµµd,µµµp) + EQM/MM(Q,P) (2)

where EFF is the sum of the classical FF terms without the electrostatic term, Epol is

the polarization energy, and EQM/MM is a coupling term between the QM and MM part

containing the permanent multipoles. It is the Epol term to encrypt the mutual polarization

between the QM and the MM part. This term contains the definition of polarization energy

as defined in AMOEBA but in a variational way.55 The minimizers of the functional are the

direct and polarization dipoles. This potential term also includes the contribution of the

interaction with the QM electric field which is

Epol(Q,P,µµµ) =
1

2
µµµTd T µµµp −

1

2

(
µµµTpEd + µµµTdEp

)
− 1

2

(
µµµp + µµµd

)T
EQM(Q,P). (3)

Further information about the computation protocol can be found in the SI and a complete

description of the QM/AMOEBA implementation and methods can be found in ref.14,15

Our FF calculations have been carried out using AMOEBABIO18,13,16,40 which includes the

polarizability by means of a sophisticated approach exploiting a self-consistent procedure

developed by Thole.56,57 An extensive examination of the factors that led us to choose this

FF as the most suitable one for vibrational spectroscopy of these systems can be found in a

previous work done by two of us.20

This level of electronic theory and setup can be employed for vibrational spectroscopy

calculations. Specifically, we calculate the vibrational ν (C6=C5) and ν (C4=O) frequencies

at different levels of accuracy. The computationally cheaper method to compute vibrational

frequencies is the harmonic approximation, which is obtained through Hessian diagonaliza-

tion at the solvated thymidine minimum geometry. Also, it should be noted that in complex

or solvated systems several almost isoenergetic minima are present and the single-minimum

harmonic method shows its shortcomings. Therefore, we do not think that scaling harmonic
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values by using ad-hoc factors is the best way to include anharmonicity and Nuclear Quan-

tum Effects (NQEs).58–61 At a higher computational level, classical anharmonicity can be

taken into account by molecular dynamics (MD) approaches where multiple minima can be

explored and the power spectrum is computed by Fourier Transform (FT) of the classical

momentum autocorrelation function. We consider the two main classical MD methods, i.e.

the one performed in the microcanonical NVE ensemble, commonly named quasi-classical

trajectory (QCT)62–66 or quasi-classical molecular dynamics method,67,68 where the classical

trajectory energy is constant, and the one performed in the canonical or NVT ensemble,

where the trajectory energy is changed according to a thermostat to reproduce the Boltz-

mann distribution. In vibrational spectroscopy simulations where a single NVE trajectory

is employed, the initial conditions are very important for a correct potential sampling.69,70

We choose to run our trajectories starting from the thymidine minimum geometry and at

the harmonic ZPE energy shell to properly account for the anharmonic part of the potential.

In our NVT approach, the frequencies are still obtained as Fourier transform of the linear

momentum autocorrelation function of an NVE trajectory but after a long enough NVT

thermalization run at the target temperature.

One can include NQEs in addition to classical anharmonicity at higher computational

cost. A pre-computed potential energy surface (PES)71–78 is usually required and the dimen-

sionality of the calculation is limited. To overcome this curse of dimensionality, some of us

recently introduced the Multiple Coherent79,80 (MC) Semiclassical Initial Value Representa-

tion81 (SCIVR), which allows one to make accurate estimates of vibrational eigenvalues and

eigenfunctions using a single classical trajectory, given that the energy of the trajectory is

reasonably close to the exact eigenvalue.82 The method is based on the semiclassical approxi-

mation83–98 of the exact quantum propagator. This is particularly useful when a fitted PES is

not available and the computation of the potential has to be done on the fly. Since the energy

of the vibrational states is not known a priori, an educated guess is to run the trajectories

with energy equal to the harmonic Zero Point Energy (ZPE). This semiclassical method
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coupled with the recently developed Divide and Conquer99–101 (DC) approach allowed us

to compute the quantum mechanical vibrational frequencies of large systems,20,102–104 fea-

turing up to 10000 degrees of freedom.105 More specifically, in the DC-SCIVR method, the

vibrational spectrum is divided into subspaces and all the classical dynamics quantities, ob-

tained from the full dimensional trajectory, necessary to the calculation of the nuclear power

spectrum are projected into each subspace. The final MC-DC-SCIVR formulation of the

quantum mechanical power spectrum using a single trajectory is the following

Ĩ(E) =

(
1

2π~

)Nvib
1

2π~T

∣∣∣∣∣
∫ T

0

e
i
~

[
S̃t

(
p̃0,q̃0

)
+Et+φ̃t

(
p̃0,q̃0

)]
〈Ψ̃
∣∣p̃t, q̃t〉 dt

∣∣∣∣∣
2

, (4)

where S̃t is the approximate projected classical action of the classical trajectory generated

with initial conditions
(
p̃0, q̃0

)
. φ̃t is the phase of the Herman-Kluck prefactor,84–87 and

〈Ψ̃
∣∣p̃t, q̃t〉 is the overlap between the coherent state centered at phase space point

(
p̃t, q̃t

)
and a reference state. Further information about our semiclassical methods can be found in

the Supporting Information.

Results

We start by simulating the system in Fig.1(c) using a FF description for both thymidine

and water. We employ classical MD with AMOEBA FF following both NVE and NVT

procedures, and compare these results with the experiment, as reported in Fig.(2). Both the

experiment and the NVT simulation are at 300 K.

The vertical dashed lines in Fig.(2) represent the harmonic approximation for the two

stretch frequencies and their Mean Absolute Error (MAE) is 70 cm−1, which is quite off the

mark compared to the experimental values where the C5=C6 and C4=O stretching frequency

are degenerate,12 as obtained also from an extensive isotopic labeling experiment.106 More

importantly, the harmonic approximation cannot reproduce the mode degeneracy, as there

is a frequency gap between the two modes (∆) equals to 45 cm−1. One would expect a
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Figure 2: Classical NVE (panel a) and NVT (panel b) MD spectra of the water-solvated
thymidine molecule for the C5=C6 and the C4=O bond stretching motions using AMOEBA
FF. Vertical dashed lines are the harmonic estimates. The mustard-colored spectrum (panel
c) is the experiment where the C5=C6 and C4=O stretching frequency are degenerate.106

The experimental peak at ≈ 1400cm−1 is not related to the C5=C6 and C4=O signals under
investigation.
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better MAE by adding anharmonicity through the NVE simulation. Instead, the accuracy

is worse than in the harmonic case. This is probably due to the fact that the force field is

parametrized in a way that the harmonic estimate is not a pure one, but it already implicitly

includes a certain level of anharmonicity and red shift. When performing the NVE simulation

we take this into account again, and the red shift is increased.

However, the NVE simulation closes the gap between the two mode frequencies (∆ =

13 cm−1) getting a picture which is similar to the experimental one. This first comparison

is suggesting that the FF is qualitatively accurate since it mimics the right trend, but not

quantitative. In the middle panel of Fig.(2) we report the NVT classical power spectrum at

the experimental temperature. This simulation essentially fails to go beyond the harmonic

approximation. This clearly indicates that the NVT single trajectory protocol at room

temperature does not sample enough the anharmonic potential energy region. Instead, a

single trajectory run at the ZPE energy is able to catch the anharmonicities of the system,

as shown in the NVE simulation.

Thus, we need to move to a more accurate potential representation using the QM/MM

method, where thymidine is at the DFT level and the solvent is described with FF accuracy,

as detailed above. Previous simulations on similar systems are encouraging and showed that

the DFT level of theory is enough for getting accurate vibrational frequencies.20,103,105

When we apply our QM/MM semiclassical (DC-SCIVR and DFT/AMOEBA) scheme to

the explicitly solvated thymidine system of Fig. 1(c), we obtain the power spectra reported

in Figure 3. Specifically, in panel (a) of Fig.(3) we show the convolution of the ν (C5=C6)

and ν (C4=O) simulated signals to be compared with the experimental one reported in panel

(c) of Fig.(3). In this case, the frequency value is very accurate compared to experimental

signal (1700 cm−1 vs 1710 cm−1) and our simulated bandwidth at half maximum is about

70 cm−1 compared to about 45 cm−1 of the experiment. The larger width is mainly due to

the facts that our method employs a Fourier transform of a short, finite-time evolution and

that we are simulating a power spectrum, so other quantum mechanical transitions different
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from the fundamental ones, but coupled to them, may contribute to increase the width of the

computed band. We did not want to spoil our time-dependent calculations, which provide a

physically-based bandwidth, using unphysical filtering or Lorentzian fittings. We can better

appreciate how our semiclassical QM/MM mimics the correct physics of solvation by looking

at panel (b) of Fig.(3), where thymidine ν (C5=C6) and ν (C4=O) signals are reported

separately both in gas-phase (dashed line) and in the solvated system (continuous line).

DC-SCIVR DFT/AMOEBA shows that in water the Mean Absolute Error (MAE) from

the experiment is only 15 cm−1, and the frequency gap is greatly reduced (∆ = 12 cm−1).

Overall, these results represent a significant improvement in terms of accuracy compared to

the full FF approach.

1300 1400 1500 1600 1700 1800 1900

E [cm
-1

]

Expt

ν(C5=C6)

ν(C4=O)

Gas Phase ν(C5=C6)

Gas Phase ν(C4=O)

ν(C5=C6,C4=O)

B3LYP@6-31G*/AMOEBABIO18

Expt.

(a)

(b)

(c)

B3LYP@6-31G*/AMOEBABIO18

Figure 3: Semiclassical (DC SCIVR) QM/MM power spectra for the C5=C6 and C4=O
bond stretches of water-solvated thymidine. QM at DFT-B3LYP/6-31G* level of theory and
MM at the level of AMOEBABIO18. Panel (a): The convoluted ν (C4=O) and ν (C5=C6)
simulated signal. Panel (b): The separated ν (C4=O) and ν (C5=C6) signals for gas-phase
(dashed lines) and water solvated (continuous line) thymidine. Panel (c): The mustard-
colored experimental spectrum showing a degeneracy of the two C5=C6 and C4=O stretch
frequencies at 1710 cm−1.
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We now try to understand how the different interactions at play influence the accuracy

of the simulation, and what the peculiar properties of water solvation are. We achieve these

goals by checking different models for the MM potential. We start from the TIP3P water

model,107 in which the potential energy of every molecule is represented by a harmonic bond

and angle term. Non-bonding interactions are modeled by punctual charges placed on the

atomic positions, and the van der Waals (VDW) interactions are accounted for by a 12-6

Lennard-Jonnes (LJ) potential. The spectrum is reported on panel (a) of Fig. (4). The

limited flexibility and the lack of polarization of this model potential is causing the opposite

effects of water solvation. The ν (C4=O) stretching frequency is blue-shifted at almost

1800 cm−1 while the ν (C5=C6) signal cannot be easily identified. In a second method,

we significantly increase the quality of the description of intermolecular interactions, and

the potential energy of water molecules is modeled by means of the AMOEBA FF. This

means that anharmonic stretching and bending terms are considered together with atomic

multipoles up to the quadrupole. In addition, 1,3 intermolecular interactions are modeled

by the Urey-Bradley potential,108 and the VdW interactions have a functional form similar

to the LJ potential. Here, however, we have switched off the polarization parameters. This

means that the MM subsystem cannot be polarized by the QM. This case is reported in panel

(b) of Fig. 4 where the ν (C4=O) stretch frequency is red-shifted by a small amount with

respect to the gas phase, i.e. up to 1750 cm−1. The ν (C5=C6) frequency is left invariant

compared to the gas-phase signal and no blue shift solvation effect is reproduced. In this

case, the MAE (44 cm−1) and the ∆ parameter (88 cm−1) are far away from the correct

physical description of the solvation process. Finally, in a third approach the solvent is

represented as a continuum according to the Polarizable Continuum Model (PCM).7,109–114

This case is reported in panel (c) of Fig.(4) and the accuracy is comparable to our best

QM/MM result with a MAE of (5 cm−1) and a ∆ of (10 cm−1). This definitely proves that

it is the reciprocal polarization between the solute and the solvent to mainly characterize

water solvation peculiarities. In fact, this implicit model of solvation mainly focuses on
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reproducing the electrostatic and polarization effects that the solvent exerts on the central

molecule and vice versa.

1300 1400 1500 1600 1700 1800 1900

E [cm
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B3LYP@6-31G*/PCM

B3LYP@6-31G*/AMOEBABIO18NoPol

B3LYP@6-31G*/TIP3P
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(b)

(c)

(d)

Figure 4: Semiclassical power spectra for the ν (C4=O) and ν (C5=C6) stretch signals. Panel
(a) refers to the QM/TIP3P solvent model. Panel (b) refers to the QM/AMOEBABIO18
scheme without polarization, and panel (c) refers to the PCM implicit model of the solvent.
Panel (d) is the experimental spectrum.

Discussion

The results suggest that the issue of deciphering the nature of solute-water solvent interaction

is a challenging one, and that only accurate spectroscopic techniques can detect the roles

of classical and quantum contributions. The classical-like terms are those of the type of

electrostatic interactions, while the exclusively quantum interactions are mainly electron

cloud repulsion and nuclear zero-point energy effects. More specifically, the accuracy of the

PCM approach shows that the polarization and the consequent electrostatic interactions are

essential to reproduce the mechanics of water solvation. This is confirmed by the fact that

no significant difference in the ν (C5=C6) and ν (C=O) frequencies is observed in N,N −
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DMF solution compared to the gas-phase one.12 We also performed a search for directional

interactions along the QM/AMOEBA trajectory with the central thymidine molecule playing

both as a donor and an acceptor. No substantial and strong directional interactions were

found (a more detailed analysis can be found in Figure S1 of the SI). Therefore, we conclude

that, in this particular case, the PCM results are accurate as the polarization interactions

are mainly isotropic. The agreement of our drop model with PCM proves also that we did

properly account for the long-range polarization effects of the bulk.

Moving to the atomistic details, our simulation allows us to appreciate how the blue-shift

of the ν (C5=C6) value is mainly due to the presence of electron cloud repulsions during the

quantum molecular dynamics motion, which causes the C5=C6 potential interaction to be

stiffer compared to the gas phase one. In other words the natural packing present in the liquid

phase is at the origin of the blue-shift of the ν (C5=C6) stretch. This is not only a steric

matter but also a quantum mechanical one, since large amplitude vibrations in solution would

cause the electronic clouds to partially overlap. To quantify this consideration, we employ

the symmetry-adapted intermolecular perturbation theory (SAPT)115 with the MOLPRO

suite of packages116 for the calculation of the electronic exchange energy between molecular

fragments. In our case one fragment is represented by the entire thymidine molecule, and

the other by the water molecules nearest to thymidine, as reported in the left panel of Fig. 5.

Specifically, it is an H-atom interacting with the thymidine C=O group, which is the nearest

point of contact between fragments (dotted line in the left panel of Fig. 5). Considering that

this atom is vibrating much faster than the rate at which the two molecules (thymidine and

water) are adjusting, we calculate the one-dimensional potential reported on the right panel

of Fig. 5. This potential is anharmonic and differs from a Morse (blu line) or harmonic

(red line) approximation. Using sinc-DVR,117,118 we calculate the exact one-dimensional

ground state vibrational eigenvalue and eigenfunction for these potentials and the quantum

delocalization (gray shadow region) of the proton from the quantum root mean squared

displacement evaluation, also reported in the left panel. The SAPT allows us to estimate
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the exchange energy between fragments, also denoted as Pauli repulsion, as the sum of three

contributions of different type and order, i.e Eexch = E
(1)
exch + E

(2)
exch−ind + E

(2)
exch−disp , where

ind and disp stands respectively for “induction” and “dispersion”. The values of exchange

energy are reported on the Table on the right panel of Fig. 5 for the different geometries just

described, i.e. the starting equilibrium geometry (“Equilibrium”), the geometry at which the

water molecule is the nearest to thymidine (“Stretched”) and those obtained by the quantum

proton delocalization. We find that the stretched molecular dynamics simulation geometry

R
b

R
a

Figure 5: Thymidine atomic solvation interactions. Left panel shows a molecular dynam-
ics snap-shot with the most interacting, i.e. the nearest, water molecules. The water H-
atom interacting with the thymidine C=O group is highlighted. Right panel shows the
one-dimensional potential energy experienced by the highlighted H-atom at different ap-
proximations, together with the exact ground vibrational eigenfunction. The root mean
squared displacement is the shadow area. Upper right Table: The ab initio exchange elec-
tronic energy contribution for different geometries together with the percentage variation
with respect to the equilibrium geometry.

is experiencing a +2.1% increment in electronic repulsion over the total contribution coming
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from all the electrons of the fragments, and this is mainly originated from the interacting

H-atom. With the inclusion of the quantum H-atom delocalization the repulsion is raised

at almost +3.8%. We deem this increment to be significant in electronic structure theory,

since it is due to the delocalization of a single atom only. Thus, we conclude that, even

if the water molecules are not directly interacting with the C=C stretch, it is this type of

interaction together with the dynamical coupling of the water solvent to be responsible for

the C=C blue shift.

Clearly, this electronic steric issue is somehow true for any kind of stretches of the solvated

molecule, since there is less room for vibration in water solution than in the gas phase.

However, for the ν (C4=O) stretch, a red-shift is prevailing because of the interplay of other

electrostatic interactions. In this regard, it is interesting to look at the Radial Distribution

Function (RDF) associated to our NVE trajectory reported in the SI, Fig.S1. It is possible

to see how in the TIP3P water model, the packing is greatly reduced with respect to the

AMOEBA FF more precisely by an amount greater than 1Å. We think that this observation

explains not only the larger frequency gap, which is about the same as in gas phase, but

also the wrong sign of the shift of the ν (C4=O). The packing is also reduced for the FF

when the polarization is removed, but for a fewer amount (∼ 0.4Å). This could explain

the smaller amount of both red- and blue- shifts observed with this computational set-up.

Instead, in the full QM/AMOEBA computational set-up of panel (b) of Fig. 3, we account

for the mutual polarization of the MM and QM portions, showing that it plays a crucial role

in aqueous systems. Specifically, what makes the difference between the accurate results of

panel (b) of Fig. 3 and those of panel (b) of Fig. 4 is the fact that to reach accuracy we have

to explicitly set-up a so-called polarizable embedding (PE) scheme where the MM force field

contains additional terms accounting for the polarization effects induced by the QM density.
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Conclusions

In the present work, we have shown that the QM/MM Semiclassical method can reach spec-

troscopic accuracy in the calculation of IR (and Raman) frequencies of biological molecules

in water solution. Specifically, by means of our DC- SCIVR quantum dynamics approach

coupled with a polarizable QM/MM representation of the PES, we were able to get very

close to the degeneracy of the thymidine ν (C4=O) and ν (C5=C6) stretch signals typical

of water solution, and showed that indeed quantum effects and anharmonicities play an im-

portant role in determining the dynamical behaviour and the spectroscopic features of water

solvated molecules.

We were able to indirectly detect the net electronic cloud repulsion effects when per-

forming nuclear quantum dynamics. This shows that the dynamics of biomolecules in water

solution experiences not only H-bonds, multipoles, and short and long range polarization

interactions but also packing effects. These effects are originated from the fact that there is

fewer room for the nuclear wavepacket to vibrate given the electronic clouds superpositions

and this explains the observed spectroscopic blue-shift.
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