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One of the main advantages expected from using quantum probes as thermometers is non in-
vasiveness, i.e., a negligible perturbation to the thermal sample. However, invasiveness is rarely
investigated explicitly. Here, focusing on a pure-dephasing spin probe in a bosonic sample, we show
that there is a non-trivial relation between the information on the temperature gained by a quantum
probe and the heat absorbed by the sample due to the interaction. We show that optimizing over
the probing time, i.e. considering a time-optimal probing scheme, also has the benefit of limiting the
heat absorbed by the sample in each shot of the experiment. For such time-optimal protocols, we
show that it is advantageous to have very strong probe-sample coupling, since in this regime the
accuracy increases linearly with the coupling strength, while the amount of heat per shot saturates
to a finite value. Since in pure-dephasing models the absorbed heat corresponds to the external
work needed to couple and decouple the probe and the sample, our results also represent a first step
towards the analysis of the thermodynamic and energetic cost of quantum thermometry.

Introduction.—Estimating the temperature of a quan-
tum system is a task of fundamental and practical im-
portance. Many quantum technologies require very low
temperatures to exploit fragile nonclassical features, thus
temperature must be assessed with great accuracy while
disturbing the system as little as possible. This is pre-
cisely the goal of quantum thermometry, a fertile research
field at the intersection of quantum metrology, quantum
thermodynamics and open quantum systems [1, 2]. The
accuracy of equilibrium quantum thermometry has been
extensively discussed [3–7]. Going beyond equilibrium,
temperature can also be estimated via quantum probes
interacting with a thermal sample, commonly studied by
modelling the probe as an open quantum system [8] and
the sample as a bosonic [3, 9–14] or fermionic [14–16] en-
vironment, or by means of collisional approaches [17–20].
Similarly, open quantum systems may also be used as
probes to estimate other environmental parameters [21–
24] and for quantum noise spectroscopy [25–27].

In this Letter, we investigate the perturbation induced
on the initial thermal state of the sample by the inter-
action with the probe. We will call invasiveness this
feature of non-equilibrium thermometry protocols [28].
Having this goal, it is necessary to go beyond the stan-
dard paradigm of open quantum systems and consider
also the dynamics of the environment, especially in the
regime of strong coupling.Indeed, studying the dynamics
of the environment is becoming crucial [29–36], especially
in the context of strong-coupling quantum thermodynam-
ics [37–39]. Moreover, since it is customary to model the
system-environment dynamics as purely Hamiltonian, it
is unclear if the sample will thermalize again after inter-
acting with the probe. Interestingly, in the continuum
limit the thermalization of probe and sample may actually
arise from purely Hamiltonian dynamics [40].
Concretely, we propose to quantify the invasiveness

of probe-based thermometric protocols in terms of the
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average heat absorbed by the sample, a choice informed
by quantum thermodynamics. We consider the spin-
boson model [41], where an environment of harmonic
oscillators constitutes a thermal sample coupled (possibly
strongly) to a spin probe. In particular we focus on
a coupling that preserves the probe’s internal energy,
inducing a pure dephasing dynamics that can be exploited
for thermometry [12, 27, 42, 43]. Since the probe does not
dissipate energy, one may think that the thermodynamic
features of the model may be trivial. However, external
work is needed to couple and decouple the probe and the
sample so that heat is dissipated into the environment [44–
46], perturbing the sample from its initial state of thermal
equilibrium.

Dephasing dynamics of the probe.—We consider a
finite-dimensional probe system, with a generic Hamilto-
nian HS =

∑
j εj |j〉〈j|, where |j〉 is the energy eigen-

basis. The environment, i.e. the sample, is mod-
eled as an ensemble of noninteracting harmonic oscil-
lators with free Hamiltonian HE =

∑
k ωkb

†
kbk. Sys-

tem and environment are coupled by the interaction
Hamiltonian HI = AS ⊗

(∑
k fkb

†
k + f∗k bk

)
, with AS =∑

j gj |j〉〈j|. The joint system-environment state evolves
unitarily as ρSE(t) = U(t)ρSE(0)U(t)† with U(t) =
exp [−it (HS +HI +HE)]. Since [HS , AS ] = 0 the sys-
tem undergoes a pure dephasing dynamics. The popula-
tions of the energy levels are constants of motion, while
the off-diagonal elements of the reduced density matrix
ρS(t) = TrE [ρSE(t)] in the energy eigenbasis evolve as
ρS(t) =

∑
ij ρS,ij(0)e−[∆ij(t)+iϕij(t)]|i〉〈j|, for appropriate

real dephasing functions ∆ij(t) and phases ϕij(t), see
Appendix A.

We further assume an initial factorized state ρSE(0) =
ρS(0)⊗ ρE(0) and that the environment starts in a Gibbs
thermal state ρE(0) = e−

HE
T /ZT , where ZT = Tr[e−

HE
T ]

is the partition function. We choose units such that
~ = 1 and κB = 1, so that both temperature and energy
are measured as frequencies. The dephasing functions
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∆ij(t) = (gi − gj)2∆T (t) are temperature-dependent:

∆T (t) =

∫ ∞
0

dω J(ω)
1− cosωt

ω2
coth

( ω
2T

)
. (1)

We have also taken the continuum limit, informally∑
k |fk|2 7→

∫∞
0
dωJ(ω), where J(ω) is the spectral den-

sity that includes both the density of states of the sample
and a non-uniform distribution of the coupling parameters
fk. The phases ϕij(t) include both the free evolution due
to HS and a contribution due to the interaction. However,
they do not depend on T and are also irrelevant for en-
ergetic considerations, so we will neglect them (formally,
working in a suitable rotating frame).
Heat absorbed by the sample.—We define the aver-

age heat absorbed by the sample as the change in
the expectation value of its Hamiltonian [38] Q(t) =
TrE [HE (ρE(t)− ρE(0))], with ρE(t) = TrS ρSE(t). In
the dephasing model we are considering, even if the sys-
tem energy is preserved, the environment energy is not
a conserved quantity since [HB , HI ] 6= 0. The absorbed
heat can be obtained from solving the global dynamics (de-
tails in Appendix A, see also Ref. [33]); in the continuum
limit it reads

Q(t) = 2

(∑
j

ρS,jj(0)g2
j

)∫ ∞
0

dωJ(ω)
1− cosωt

ω
.︸ ︷︷ ︸

≡ Q(t)

(2)

Notice that for this pure dephasing model the heat is
always positive: the environment always absorbs energy.
Moreover, it is independent of the temperature: the tem-
poral dependence is completely determined by the “bare”
spectral density. In Eqs. (1) and (2) we have highlighted
the quantities ∆T (t) and Q(t) encapsulating the time-
dependence. The initial state ρS(0) only affects the ab-
sorbed heat as an overall multiplicative factor and when
g2
j = g2

k ∀j, k, the heat Q(t) is independent of ρS(0).
For pure dephasing, the absorbed heat Q(t) also corre-

sponds exactly to the work needed to couple and decouple
the system and the environment [45, 46]. Since we are
not modeling the coupling and decoupling explicitly, Q(t)
represents the work needed to perform an instantaneous
coupling and decoupling, i.e. the parameters gj jump from
0 to their fixed value at time 0 and the opposite at time t.
Thus, for probing schemes based on dephasing we are not
only studying the invasiveness (i.e. heating of the sample)
but also the work cost of thermometry (neglecting the cost
of state preparation [47, 48] and measurement [49, 50]).
Two-level probe with Ohmic-like spectral density.— For

the sake of concreteness, from now on we focus on a
two-level probe, coupled through the operator AS = λσz,
where λ is an adimensional interaction-strength parame-
ter, i.e. g0 = −g1 = λ in Eq. (1). The dephasing function
reads ∆01(t) = ∆10(t) = 4λ2∆T (t) and the absorbed
heat Q(t) = 2λ2Q(t). We also focus on a spectral den-
sity of the form J(ω) = ω (ω/ωc)

s−1
C(ω, ωc), where s is

the so-called Ohmicity parameter and distinguishes three

regimes: Ohmic for s = 1, sub-Ohmic for 0 < s < 1 and
super-Ohmic for s > 1.

In the main text we present results for an exponential
cutoff C(ω, ωc) = e−ω/ωc , which grants a closed-form
expression for the dephasing function—originally derived
in Ref. [12] and reported in Appendix A2—as well as a
simple formula for the absorbed heat (2)

Qexp(t) = ωcΓ(s)

(
1− cos [s arctan (tωc)]

(t2ω2
c + 1)

s
2

)
, (3)

where Γ(s) is the Gamma function. In Appendix B we
show additional results for a Gaussian cutoff and a hard
cutoff, for which the exchanged heat can be found analyt-
ically, see Appendix A 2, while the dephasing function (1)
is obtained by numerical integration. While some phe-
nomenology is different, the main qualitative features
remain valid with different cutoffs.
Thermometric performance versus absorbed heat.—

Temperature is a parameter to be estimated from mea-
surements on the probe. The accuracy of the estimation is
influenced by the measurement choice, formally a positive
operator-valued measure (POVM), and by the classical
estimator T̃ that turns the observed outcomes into a
temperature estimate. Since temperature is an energy
scale parameter, it is common [3, 6, 51, 52], and arguably
more appropriate [53], to consider the relative estimation
error. Thus, we quantify the estimation accuracy with
the signal-to-noise ratio (SNR), the inverse of the relative
mean square error ∆2T̃ /T 2 of the estimator.
For unbiased estimators, the quantum Cramér-Rao

bound (QCRB) [54, 55] gives

T 2

∆2T̃
≤MT 2F [ρT (t)] ≡MRT (t), (4)

where F [ρT ] is the quantum Fisher information (QFI)
of the state ρT with respect to the parameter T , ex-
pressed as F [ρT ] = Tr [∂T ρTLT ] with the hermitian
symmetric logarithmic derivative operator LT defined
by 2∂T ρT = LT ρT + ρTLT . We have also intro-
duced the dimensionless quantum signal-to-noise ratio
(QSNR) [56] RT = T 2F [ρT ]. Here, M is the num-
ber of identical shots of the experiment and this bound
can be saturated asymptotically for large M by choos-
ing optimal measurements and estimators. For a two-
level probe in the initial state cos(θ/2) |0〉+ sin(θ/2) |1〉
the QFI for temperature estimation is F [ρT (t)] =[
sin θ 4λ2 ∂T∆T (t)

]2
/
(
exp

[
8λ2∆T (t)

]
− 1
)
and it is at-

tained by a projective measurement on σx eigenstates [12];
a balanced superposition θ = π/2 is optimal and will al-
ways be considered in what follows.

In Fig. 1 we plot the relative error and the absorbed
heat as the probing time varies. The parameter values
for the plots are chosen to highlight a few of the different
features that these figures of merit can display. First of
all, a certain amount of heat is inevitably absorbed by
the sample, since this is due to the same interaction that
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Figure 1. Top [panels (a)]: Ohmic spectral density s = 1; bottom [panels (b)]: super-Ohmic spectral density s = 3; both for
coupling λ = 1. Panels (a1) and (b1): absorbed heat (solid black line, units on the right) and quantum SNR (coloured lines
for various temperatures, units on the left) as a function of time. Panels (a2) and (b2): parametric plot of relative error for
temperature estimation versus absorbed heat. Each line represents a different temperature, as shown in the legend.

imprints the information about the temperature on the
probe. As a consequence, during the initial part of the
dynamics there is always a trade-off between the two quan-
tities: to increase the accuracy we must allow the sample
to absorb heat. The absorbed heat is always positive for
this model [45], but in general it has a nonmonotonic
behaviour in time, as highlighted, e.g., by the curve in
panel (b1) for s = 3. However, Q(t) settles to a finite
asymptotic value limt→∞Q(t) ∝ λ2ωC . On the contrary,
the QSNR can have a maximum in time and then decay
to zero, as shown in panel (a1) for s = 1, a situation in
which the asymptotic probe state has no coherence. In
this case, the parametric plot shows that after the initial
trade-off region the QSNR does not increase even if we let
the sample absorb more heat. Otherwise, the QSNR can
also tend to a finite value, as shown in panel (b1) for s = 3.
This behaviour is due to trapped coherences [57, 58], i.e.
the probe state does not become completely dephased
asymptotically. In this case, the parametric plot in panel
(b3) shows that after the initial trade-off there may be
also regions in which both the absorbed heat and the
error decrease simultaneously. Such behaviors are due to
the different time scales over which the two quantities
show appreciable variations, as highlighted by the panels
(a1) and (b1) on the left of Fig. 1. This suggests that
the optimal probing strategy calls for a short duration of
the interaction, to minimize both the relative error and
the invasiveness on the sample, unless one is in a regime
where trapped coherence occurs. In the latter case, in
fact, letting the probe and the sample interact longer may
lead to an enhanced accuracy, while not increasing further
the absorbed heat. Importantly, the key features of this
analysis do not appreciably depend on the cutoff choice,
as we show in Appendix B 1.

Time-optimal schemes.— To quantify unambigously
the role of time in probing schemes, the total experiment
time τ needs to be treated as a resource. The probing
time t of each experiment can be chosen optimally, corre-
sponding then to a total number of experiments M = τ/t
(assuming the time to prepare the initial state and to
perform the measurement is negligible); this approach is
standard in frequency estimation [59–61]. Time-optimal
quantum thermometry has been studied, but considering
a Markovian semigroup evolution [3, 62], which may be
unfit to capture the short-time dynamics of the probe [8].

According to the QCRB, the best accuracy obtainable
in a total time τ is thus

T 2

∆2T̃
≤ τ max

t

RT
t
≡ τ RT , (5)

attainable in the limit τ � t when the experiment is
repeated many times. The optimal QSNR rate RT is
the relevant figure of merit for time-optimal schemes; the
time topt = argmaxt

F [ρT (t)]
t is the optimal duration of

each shot of the experiment and plays an important role.
We study time-optimal schemes by performing the t-

optimization in Eq. (5) numerically. In Fig. 2 we show the
optimal QSNR rate RT and the heat Q(topt) absorbed
during each shot of the experiment, both as a function of
s for three values of T in the left panels, and as a function
of T for the three Ohmicity regimes in the right panels.
We also plot the corresponding optimal probing time topt.
Notice that Q(topt) depends on the temperature implicitly
through topt.
From the results in Fig. 2 we see that for decreasing

s both the thermometric accuracy increases and the ab-
sorbed heat decreases. A similar behavior appears for
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Figure 2. Absorbed heat per shot (top panels), optimal QSNR
rate (middle panels) and optimal probing time (bottom panels)
as a function of s for T/ωc = 0.2, 1, 10 (left panels) and as a
function of T for s = 1/2, 1, 3 (right panels). In both cases
λ = 1.

increasing temperature. Thus, we conclude that time-
optimal thermometry is not only beneficial to make the
most of the available total time of the experiment, but it
is also effective to keep the invasiveness under control. We
also note that small values of s are particularly beneficial
in the low-temperature regime, since at the lowest order
in T we have RT ∝ T 2(s+1) (see Appendix A2).
Role of the coupling strength.—The very idea behind

the use of quantum systems as probes might a priori sug-
gests that a small, albeit indeed non-negligible, coupling
strength λ should be preferable to reduce the impact of
the probe on the sample as much as possible. However,
by taking into account the invasiveness of the probe, we
show that this is not necessarily the case.
On the one hand, a stronger coupling increases the

amount of heat absorbed by the environment, keeping
everything else fixed, since it appears as an overall mul-
tiplicative factor in Eq. (2). On the other hand, it also
makes the system lose coherence faster, which means ac-
quiring the information about the temperature faster and
thus having a shorter optimal probing time, during which
less heat is absorbed. As shown in Fig. 3, the overall
behaviour is favorable for large λ. While Fig. 3 shows
that the quantities are not monotonic in λ, as evidenced
by the low-temperature curves in the region 0 < λ < 1,
we see that as λ increases the absorbed heat saturates to
a constant while the optimal QSNR rate increases linearly
with λ. This is caused by the optimal time decreasing
sufficently fast as a function of λ. While Fig. 3 shows
results for s = 1, in Appendix B2 we show that the
large-λ behavior generally holds also for sub-Ohmic and
super-Ohmic spectral densities.

Assuming that the optimal time is short, which is true
for λ large enough, we can expand around t = 0 both
the absorbed heat Q(t) and the QFI. Quite generally, the
first two lowest order terms are quadratic and quartic, a
behaviour connected to the so called Zeno regime of open
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Figure 3. Time-optimal QSNR rate (top panel, the inset is
in logarithmic scale), absorbed heat per shot (middle panel),
and optimal time (bottom panel) as a function of λ for s = 1
and several temperature values, shown in the legend.

quantum systems [60, 63, 64]. Exceptions may arise [65],
but this holds for the spectral densities we consider. It
is paramount to keep also the fourth order contribution
to have a nonmonotonic time-dependence and investigate
the behaviour of the optimal probing time [66]. From
this optimization we obtain that topt ∝ 1/λ for large λ
and thus Q(t) tends to a constant as λ increases, while
RT grows linearly, see Appendix D for details. While
the role of coupling strength on the accuracy of quan-
tum thermometry was studied for a few models [15, 67]
showing different behaviours, no considerations about
time-optimality were previously made.
Furthermore, we can apply these results to a spin-j

probe, coupled to the sample via the operator AS = 2λJz
and initialized in a spin cat state (|j, j〉 + |j,−j〉)/

√
2.

The dynamics is then equivalent to a spin- 1
2 probe under

the scaling λ 7→ 2jλ, but in this physical setting j may
be increased instead of λ. However, for higher spin the
choice of such an initial probe state is not obvious. In
Appendix C we show that, in some regimes, spin cat states
are optimal and match the ultimate metrological bounds
for quantum channels [68, 69]. In particular, spin cat
probes become optimal when λ is large, thus we suspect
they may be optimal also when j is large (for a fixed λ),
beyond what we can reach with our numerics.
Discussion.—In this Letter we have analysed a dephas-

ing thermometry protocol, taking into consideration both
the information encoded in the probe and the transforma-
tion of the sample due to the interaction with the probe,
i.e., the invasiveness of the probing scheme. Invasiveness
has been studied in optical quantum metrology by impos-
ing constraints on the amount of light absorbed by the
sample [70], e.g. fragile biological ones [71]. In a similar
fashion, we have quantified the invasiveness in quantum
thermometry with the amount of heat absorbed by the
sample.

We have shown that in time-optimal schemes the rela-
tive error in temperature estimation and the invasiveness
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due to the probe-sample interaction exhibit the same
behavior as function of the model parameters, thus indi-
cating that strategies minimizing the former also limit the
latter. On the other hand, in the strong-coupling regime
the relative error becomes inversely proportional to the
coupling, while the absorbed heat per shot reaches a con-
stant value, meaning that a strong interaction between
the quantum probe and the sample can lead to the most
effective probing strategy.
Going beyond pure dephasing, it will be interesting

to study the invasiveness of thermometry schemes in
which the probe’s energy can change, e.g. using quan-
tum thermal machines as thermometers [72, 73]. More-
over, invasiveness could also be characterized taking into
account energy fluctuations or by considering the post-

measurement state [74] and extended to thermometry
with sequential measurements on the probe [75, 76].

As a final comment, we stress that energetic efficiency
will increasingly become a relevant issue for all quantum
technologies [77]. The energetic cost of phase and fre-
quency estimation has been explored [47, 48], but the
field is arguably in early stages. Our approach is also a
first step in this direction for quantum thermometry, since
the heat absorbed by the environment coincides with the
external work for coupling and decoupling the probe for
the pure dephasing model we have considered.
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A: Pure dephasing of a qudit interacting with a bath of harmonic oscillators

1. General solution

a. Global system-environment unitary evolution operator

We assume the following system Hamiltonian, written in the energy eigenbasis:

HS =
∑
j

εj |j〉〈j|. (S1)

We assume a standard bath of harmonic oscillators with the free Hamiltonian

HE =
∑
k

ωkb
†
kbk. (S2)

We consider a pure dephasing evolution of the system, in which the interaction term commutes with HS and is diagonal
in the energy eigenbasis:

HSch
I =

∑
j

gj |j〉〈j|

⊗(∑
k

fkb
†
k + f∗k bk

)
. (S3)

Going into the interaction picture we obtain (the system term of the interaction Hamiltonian is unchanged because of
the commutativity assumption)

HI(t) =
∑
j

gj |j〉〈j| ⊗

(∑
k

fke
iωktb†k + f∗k e

−iωktbk

)
. (S4)

The commutator at different times is proportional to the identity on the oscillators:

[HI(t), HI(t
′)] = −2i

∑
j

g2
j

[∑
k

|fk|2 sinωk(t− t′)

]
|j〉〈j| ⊗ 1, (S5)

since it commutes with the interaction Hamiltonian at all time the evolution operator in the interaction picture can be
obtained exactly since the Magnus expansion terminates at second order, obtaining:

UI(t) = exp

[
−1

2

∫ t

0

ds

∫ s

0

ds′[HI(s), HI(s
′)]

]
exp

[
−i

∫ t

0

dsHI(s)

]
=
∑
j

exp

[
i
∑
k

|fk|2g2
j

ωkt− sin(ωkt)

ω2
k︸ ︷︷ ︸

≡ φint
j (t)

]
|j〉〈j| ⊗ exp

[∑
k

αjk(t)b†k − α
j∗
k (t)bk

]
, (S6)

where the action on the oscillators is a product of single-mode displacements

exp

[∑
k

αjk(t)b†k − α
j∗
k (t)bk

]
=
∏
k

D(αjk(t)) with αjk(t) = −ifkgj

∫ t

0

ds eiωks = fkgj
1− eiωkt

ωk
, (S7)

where D(α) = exp
[
αb† − α∗b

]
. Thus, the overall evolution is a displacement of the oscillators conditioned on the state

of the system.

b. Reduced state of the system

We write a generic initial state as ρSE(0) =
∑
ij ρS,ij(0)|i〉〈j| ⊗ ρijE , where TrE ρ

ij
E = 1 are normalized operators,

but not necessarily states when i 6= j. When i = j these are the conditional states obtained with probability
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ρS,ii(0) by measuring the system in the basis |j〉. This means that the initial reduced state of the system is
ρS(0) = TrE ρSE(0) =

∑
ij ρS,ij(0)|i〉〈j|. We can thus write the evolved state as

ρS(t) =
∑
i

ρS,ii(0)|i〉〈i|+
∑
i 6=j

ρS,ij(0) TrE

[∏
k

D(αik(t))ρijE
∏
k′

D(−αjk′(t))

]
|i〉〈j|, (S8)

showing explicitly that the populations are constants of motion since TrE
[∏

kD(αik(t))ρiiE
∏
k′ D(−αik′(t))

]
=

1 is the trace of a normalized state. On the contrary the off-diagonal elements are changed by a factor
TrE

[∏
kD(αik(t))ρijE

∏
k′ D(−αjk′(t))

]
. Note that (S8) includes the possibility of having initial system-environment

correlations—see also [79] for a study of pure dephasing with correlated initial states.
From now on we assume an initial product state for the system and environment ρ(0)⊗ νT , where the state of the

environment νT =
⊗

k νk is a thermal state, factorized into thermals states of each mode since the oscillators are not
interacting. The evolved global state is

ρSE(t) = UI(t) (ρS(0)⊗ νT )UI(t)
† =

∑
ij

ρS,ij(0)ei(φint
i (t)−φint

j (t))|i〉〈j| ⊗
∏
k

D(αik(t))νTD(−αjk(t)). (S9)

To evaluate the trace on the environment we use the Baker-Campbell-Haussdorff formula to obtain

Trk

[
D(αik(t))νkD(−αjk(t))

]
= Trk

[
D(αik(t)− αjk(t))νk

]
exp

[
1

2

(
−αjk(t)α∗ik (t) + α∗jk (t)αik(t)

)]
, (S10)

where Trk [D(α)νk] = 1
2 |α|

2 coth
(
ωk

2T

)
is the characteristic function of a thermal state.

Overall, keeping track of all the phase factors, the reduced system state in Schrödinger picture is thus

ρS(t) = TrE [ρSE(t)] =
∑
ij

ρS,ij(0)e−(∆ij(t)+iϕij(t))|i〉〈j|, (S11)

where the real-valued dephasing function affecting the off-diagonal elements is

∆ij(t) = −
∑
k

ln Trk

[
D
(
αik(t)− αjk(t)

)
νT

]
=
∑
k

1

2

∣∣∣αik(t)− αjk(t)
∣∣∣2 coth

(ωk
2T

)
, (S12)

while the phase factor includes the usual difference of unitary phases φSch
j (t) = φint

j (t) − tεj , containing both the
effect of the system Hamiltonian and the phases appearing in the interaction-picture unitary (S6), so that the phase
factor mentioned in the main text reads ϕij(t) = φSch

j (t)− φSch
i (t). Besides being obviously irrelevant for energetic

considerations on the system, the phase factors do not depend on the environment initial state and thus on the
temperature, so they are also irrelevant for the QFI. However, they may be useful to learn properties of the environment
spectral density, see e.g. [27]. Taking the continuous limit

∑
k |fk|2 7→

∫∞
0
dωJ(ω) and using the definition (S7) we

obtain Eq. (1) in the main text.

c. Heat absorbed by the environment

The reduced state of the environment is the mixture

ρB(t) = TrS [ρSB(t)] =
∑
j

ρS,jj(0)
∏
k

D(αjk(t))νTD(−αjk(t)). (S13)

We can evaluate the energy of the bath (we can use the interaction-picture operator, since the transformation back to
the Schrödinger picture commutes with the free Hamiltonian)

〈HB(t)〉 = TrB [HBρB(t)] =
∑
j

ρS,jj(0)
∑
k

ωk Trk

[
b†kbkD(αjk(t))νkD(−αjk(t))

]
=
∑
j

ρS,jj(0)
∑
k

ωk

(
1

eωk/T − 1
+
∣∣∣αjk(t)

∣∣∣2) . (S14)
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The absorbed heat is thus

Q(t) = 〈HB(t)〉 − 〈HB(0)〉 =
∑
j

ρS,jj(0)
∑
k

ωk

∣∣∣αjk(t)
∣∣∣2 , (S15)

where we see that the thermal contribution remains the same and the absorbed energy only depends on the displacement
due to the interaction with the qudit. Taking the continuous limit and using the definition (S7) we obtain Eq. (2) in
the main text.

2. Ohmic-like spectral density

a. Dephasing function

For a spectral density with exponential cutoff, we obtain the dephasing function (this expression is slightly different
from Eq. (17) in Ref. [12], due to some typos therein)

∆0(t) = Γ(s− 1)
{

1−
(
t̃2 + 1

) 1
2−

s
2 cos

[
(s− 1) arctan(t̃)

]}
(S16)

∆T (t) = ∆0(t) +
(s− 1)sT̃ s−1Γ(s− 1)2

Γ(s+ 1)

[
2ζ(s− 1, T̃ + 1)− ζ(s− 1, it̃T̃ + T̃ + 1)− ζ(s− 1,−it̃T̃ + T̃ + 1)

]
, (S17)

where ζ(s, a) =
∑∞
n=0

1
(n+a)s is the generalized (Hurwitz) zeta function and we have introduced the adimensional

t̃ = tωc and T̃ = T/ωc for compactness. Also note that in Ref. [12] the spectral density J(ω) is defined with an
addictional factor 4 and the results shown there are obtained by fixing λ = 1/2 in this work. For the other cutoff
functions we were able to evaluate the dephasing function analytically only for T = 0, which corresponds to the
calculation of the absorbed heat in the next section.

From the dephasing function we can evaluate the QFI as

F [ρT (t)] =
16λ4 [∂T∆T (t)]

2

exp [8λ2∆T (t)]− 1
. (S18)

The full expression is involved and not particularly instructive, however the leading order term for T → 0 reads

F [ρT (t)] =
16λ4s2(s+ 1)2t4ω2

cζ(s+ 1)2Γ(s)2
(
T
ωc

)2s

exp
(

8λ2Γ(s− 1)
(

1− (t2ω2
c + 1)

1
2−

s
2 cos

(
(s− 1) tan−1(tωc)

)))
− 1

, (S19)

showing that it goes to zero more slowly for T/ωc � 1 as s→ 0. However, the QFI always goes to zero as T → 0 for
s > 0 and thus the absolute error diverges. We note that for other probe-sample interactions one can actually have a
vanishing absolute error in the limit T → 0, while the relative error must diverge [80].

b. Absorbed heat

For the considered model the absorbed heat depends non-trivially only on the evolution time and on the Ohmicity
parameter, since λ2 is only a multiplicative factor and there is no temperature dependence, as can be seen from Eq. (2).
This function of two parameters is shown in Fig. S1 for different cutoff functions. For the exponential cutoff the
explicit expression is reported in Eq. (3) of the main text, and we see that it tends to increase for large s at all times,
while showing a peak for short times only in the super-Ohmic region. We also see that the asymptotic value is not
monotonic in s, since

lim
t→∞

Qexp(t) = 2λ2ωcΓ(s), (S20)

and it is minimal at the minimum of the Gamma function s0 ≈ 1.4616.
Also for the other cutoff functions the absorbed heat can be evaluated analytically. For a Gaussian cutoff

C(ω, ωc) = e−ω
2/ω2

c we obtain

QGauss(t) = λ2ωcΓ
(s

2

)(
1− 1F1

([s
2

]
;

[
1

2

]
;−1

4
t2ω2

c

))
, (S21)
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Figure S1. Absorbed heat for Ohmic-like spectral densities, as a function of evolution time and Ohmicity parameter s, for three
choices of cutoff functions.

with the asymptotic value

lim
t→∞

QGauss(t) = λ2ωcΓ
(s

2

)
(S22)

For the hard cutoff C = Θ(ωc − ω), where Θ(s) is the Heaviside step function, we obtain

Qhard(t) =
2λ2ωc

[
1− 1F2

([
s
2

]
;
[

1
2 ,

s
2 + 1

]
;− 1

4 t
2ω2

c

)]
s

, (S23)

where pFq(~a;~b; z) =
∑∞
k=0

(a1)k...(ap)k
(b1)k...(bq)k

zk

k! is the generalized hypergeometric function and (a)k =
∏k
j=1(a+ j − 1) is the

Pochhammer symbol. The corresponding asymptotic value is

lim
t→∞

Qhard(t) =
2λ2ωc
s

. (S24)

The non-trivial dependence on the parameters s and t for these other two cutoff functions is shown in Fig. S1. There
are several qualitative differences between the cutoff functions, the most important being that for a hard cutoff we see
oscillations and the absorbed heat tends to zero for large s.

B: Additional results for other spectral densities

In this appendix we present additional plots for different spectral densities than those considered in the main text.
We explore Gaussian and hard cutoff functions and different Ohmicity parameters. Overall, we observe that the key
qualitative observations presented in the main text remain valid, while some finer details depend on these features of
the spectral density.

1. Thermometric performance versus heat as a function of time

In Fig. S2 and S3 we reproduce the plot in Fig. 1 in the main text, but for a Gaussian and a hard cutoff, respectively.
The main qualitative features are the same. There is an initial tradeoff between absorbed heat and QSNR at short
times, since both quantities start from zero. The heat does not decrease back to zero asymptotically, while the QNSR
does for s = 1, but not for s = 3 when trapped coherences are present in the probe. The main qualitative difference is
that for a hard cutoff an oscillatory behaviour for sufficiently long times can be observed, which is not present for
Gaussian and exponential cutoffs.

2. Time-optimal thermometry

In Fig. S4 we reproduce the plots of Fig. 3 in the main text, but for a sub-Ohmic spectral density s = 1/2 and for
a super-Ohmic spectral density s = 3. We see that the large-λ behaviour highlighted in the main text, i.e. Q(topt)
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Figure S2. Plots analogous to Fig. 1 in the main text, but for Ohmic-like spectral densities with a Gaussian cutoff. Top [panels
(a)]: Ohmic spectral density s = 1; bottom [panels (b)]: super-Ohmic spectral density s = 3; both for coupling λ = 1. Panels
(a1) and (b1): absorbed heat (solid black line, units on the right) and quantum SNR (coloured lines for various temperatures,
units on the left) as a function of time. Panels (a2) and (b2): parametric plot of relative error for temperature estimation versus
absorbed heat. Each line represents a different temperature, as shown in the legend.
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Figure S3. Plots analogous to Fig. 1 in the main text, but for Ohmic-like spectral densities with a hard (step function) cutoff.
Top [panels (a)]: Ohmic spectral density s = 1; bottom [panels (b)]: super-Ohmic spectral density s = 3; both for coupling
λ = 1. Panels (a1) and (b1): absorbed heat (solid black line, units on the right) and quantum SNR (coloured lines for various
temperatures, units on the left) as a function of time. Panels (a2) and (b2): parametric plot of relative error for temperature
estimation versus absorbed heat. Each line represents a different temperature, as shown in the legend.

saturating to a finite value and RT growing linearly, remains valid. However, we see that the behaviour for smaller
values of λ are rather different, with the super-Ohmic case showing more peculiar features.

In Fig. S5 we reproduce again the plot in Fig. 3 in the main text, keeping the Ohmicity parameter s = 1, but for
Gaussian and hard cutoffs
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Figure S4. Plots analogous to Fig. 3 in the main text, but for s = 1/2 (left) and s = 3. Time-optimal QSNR rate (top panels,
the insets are in logarithmic scale), absorbed heat per shot (middle panels), and optimal time (bottom panels), all plotted as a
function of λ for several temperature values, shown in the legend.

0

2

R
T

0.00

0.25

Q
(t

o
p
t
)

0 2 4 6 8 10

λ

101
104

t o
p
t

0 2 4

10
−5

10
−1

Gaussian cutoff, s = 1 T/ωc

0.005

0.02

0.1

0.4

1

1

0.0

2.5

R
T

0.00

0.25

Q
(t

o
p
t
)

0 2 4 6 8 10

λ

101
104

t o
p
t

0 2 4

10
−5

10
−1

Hard cutoff, s = 1 T/ωc

0.005

0.02

0.1

0.4

1

1
Figure S5. Plots analogous to Fig. 3 in the main text, but for a Gaussian (left) and hard (right) cutoff, both for s = 1 as in
Fig. 3. Time-optimal QSNR rate (top panels, the inset is in logarithmic scale), absorbed heat per shot (middle panels), and
optimal time (bottom panels) as a function of λ for several temperature values, shown in the legend.

C: Numerical evidence for the optimality of spin cat states

Before considering all the details of the temperature estimation problem in the main text, we need to consider the
underlying problem of estimating a constant dephasing factor.

1. Evaluation of the optimal QFI for dephasing estimation

We focus on the estimation of a constant dephasing factor ∆ characterizing a dephasing channel E∆ that acts as
follows on a finite-dimensional system

E∆[ρ] =
∑
i,j

ρije
−∆(i−j)2 |i〉〈j| ≡ E∆ ◦ ρ E∆ =

∑
i,j

e−∆(i−j)2 |i〉〈j| (S1)

where ◦ denotes the elementwise (Hadamard) product between two matrices. This channel encodes the “operatorial”
part of the thermometry problem considered in the main text. The fact that ∆ is actually a time-dependent function of
the temperature appears in the QFI only as a multiplicative factor, which mainly plays a role in the optimization over
the probing time. The dephasing matrix E∆ is essentially the Choi matrix of the channel, after removing redundant
columns and rows of zeros.
To evaluate the optimal QFI we use the method introduced in Ref. [68] based on the optimization over equivalent

Kraus representations {Kj}j=1,...,r of the dynamical map E∆[·] =
∑r
k=1Kk ·K†k that encodes the parameter. Explicitly,
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it can be evaluated as the minimization over a hermitian matrix of size r× r of a quadratic function of h involving the
Kraus operators and their derivatives:

F(∆) = max
|ψ〉SA

F [E∆ ⊗ 1A[|ψ〉SA]] = 4 min
h=h†

∥∥∥∥∥∥∥
∑
k

K̇k − i
∑
j

hkjKj

†K̇k − i
∑
j′

hkj′Kj′


∥∥∥∥∥∥∥ . (S2)

Here we see that the quantity evaluated by this method is not only an optimization over initial states of the system,
but also includes the possibility of using a noiseless ancillary system of arbitrary dimension and initial entangled states.
If the noiseless ancillary system is not available the quantity in Eq. (S2) is generally just an upper bound. Crucially,
this minimization can be evaluated numerically by solving a semidefinite program [69].
Given a spectral decomposition of the (real, positive semidefinite) dephasing matrix E∆ =

∑d
j=1 κjkjk

T
j , one can

write a Kraus representation made of diagonal operators

Kj =
√
κjdiag(kj). (S3)

Since the derivative of the dephasing matrix Ė ≡ ∂∆E∆ is known:

∂∆E∆[ρ] =
∑
i 6=j

ρij(i− j)2e−∆(i−j)2 |i〉〈j| ≡ Ė∆ ◦ ρ Ė = −
∑
i6=j

(i− j)2e−∆(i−j)2 |i〉〈j|, (S4)

to compute the derivatives the Kraus operators we need to evaluate the derivatives of the eigevnalues {κj} and
eigenvectors {kj} through first-order perturbation theory:

κ̇j = kTj Ė kj , k̇j =
∑
i6=j

kTj Ė ki

κi − κj
, K̇j =

κ̇j
2
√
κj

diag(kj) +
√
κjdiag(k̇j). (S5)

Summing up, we can evaluate the optimal QFI numerically by first diagonalizing the dephasing matrix in Eq. (S1),
from which the Kraus operators and their derivatives can be evaluated through Eqs. (S3) and (S5), in turn these two
sets of operators are fed to a semidefinite program that solves the minimization in Eq. (S2).
While we have used this method for quantum thermometry, it could be applied to other estimation problems.

For example, in Ref. [22] the similar problem of estimating a parameter appearing in the dephasing function of a
many-qubit state was studied by numerically sampling random probe states, showing that in some regimes GHZ states
(completely analogous to spin cat states, but considering multiqubit systems instead of a single spin-j system) are
optimal, similarly to what we show next.

2. Comparison between time-optimal schemes with spin cat and optimal probe states

By employing the optimal QFI presented in the previous section to perform the time-optimization we obtain the
ultimate performance achievable with spin-j probe states. Numerically we evaluate the following quantity:

max
t

1

t

[
4λ2∂T∆T (t)

]2
F(4λ2∆T (t)), (S6)

where the maximization over t is carried out using a Nelder–Mead algorithm, while the function F(4λ2∆T (t)) is
evaluated with a semidefinite program for each t.

Some of the results of this comparison are shown in Fig. S6. We see that for both s = 1 and s = 0.5, the performance
of spin cat states coincides with the optimal result for very strong coupling (e.g. λ = 20 in the two right panels of
Fig. S6). However, in the weak coupling regime (e.g. λ = 0.05 in the two left panels) the spin cat states starts as
optimal, then become suboptimal with the optimal QFI rate that decreases as the spin number j increases, but after
this decline the optimal QFI rate starts increasing again with j. Unfortunately, evaluating the quantity in Eq. (S6) for
larger values of j is too computationally demanding. However, we suspect that eventually, for j large enough, spin cat
probes may become optimal again, since for this class of states increasing j is equivalent to increasing λ and for large
λ we have shown that they are optimal. Similar conclusions may be found for different values of s and T .

A previous indication of the optimality of spin cat probes for the estimation of environmental parameters appearing
in the dephasing factor was given in [22][81]. In particular, it was shown that for fixed j there is a threshold value, if
the dephasing is weak enough it is optimal to use spin cat states. We note, however, that the figure of merit optimized
in [22] was the QFI and not the QFI rate. Moreover, for a fixed dephasing ∆, i.e. the quantum channel (S1), the
optimal state for asympotitcally large j is not a spin cat state [82]. However, for a time-dependent problem the
scenario is quite different, since the optimal time also scales with j and the problem differs from the estimation a fixed
dephasing factor ∆.
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Figure S6. Comparison between dephasing thermometry with optimal spin probes and with GHZ states.

D: Short-time expansions

We report here the short-time expansions of absorbed heat, dephasing function and QFI for the spectral density
with exponential cutoff. For conciseness we express t and T in units of ωc. The heat reads:

Q(t) = λ2
[
q(2)t2 + q(4)t4 +O(t6)

]
(S1)

q(2) = s(s+ 1)Γ(s) (S2)

q(4) = − 1

12

(
s4 + 6s3 + 11s2 + 6s

)
Γ(s), (S3)

the dephasing function:

∆T (t) = ∆
(2)
T t2 + ∆

(4)
T t4 +O(t6) (S4)

∆
(2)
T =

2(s− 1)sΓ(s− 1)
[
2(s− 1)sT s+1Γ(s− 1)ζ(s+ 1, T + 1) + Γ(s+ 1)

]
Γ(s+ 1)

(S5)

∆
(4)
T = −

[
s
(
s3 + 2s2 − s− 2

)
Γ(s− 1)

(
2(s− 1)sT s+3Γ(s− 1)ζ(s+ 3, T + 1) + Γ(s+ 1)

)]
6Γ(s+ 1)

(S6)
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from which the QFI reads:

F [ρT (t)] =
16λ4 [∂T∆T (t)]

2

exp [8λ2∆T (t)]− 1
= f (2)t2 + f (4)t4 +O(t6) (S7)

f (2) =
λ2
(
∂T∆

(2)
T

)2

2∆
(2)
T

(S8)

f (4) = −
λ4(∆

(2)
T )2(∂T∆

(2)
T )2 + λ2

[
∆

(4)
T (∂T∆

(2)
T )2 − 2∆

(2)
T ∂T∆

(2)
T ∂T∆

(4)
T

]
2(∆

(2)
T )2

. (S9)

As long as the coefficient f (4) is negative (this depends on the particular parameter values, but we can always find λ
large enough for which this holds) the optimal time is

topt = argmaxt
F [ρT (t)]

t
=

√
− f (2)

3f (4)
, (S10)

which approaches zero as λ−1 for λ→∞.
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