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Mixed Strong-Electroweak Corrections to the Drell-Yan Process
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We report on the first complete computation of the mixed QCD-electroweak (EW) corrections to the
neutral-current Drell-Yan process. Superseding previously applied approximations, our calculation
provides the first result at this order that is valid in the entire range of dilepton invariant masses. The
two-loop virtual contribution is computed by using semianalytical techniques, overcoming the technical
problems in the evaluation of the relevant master integrals. The cancellation of soft and collinear
singularities is achieved by a formulation of the g7 subtraction formalism valid in the presence of charged
massive particles in the final state. We present numerical results for the fiducial cross section and selected
kinematical distributions. At large values of the lepton p; the mixed QCD-EW corrections are negative and
increase in size, to about —15% with respect to the next-to-leading-order QCD result at p; = 500 GeV.
Up to dilepton invariant masses of 1 TeV the computed corrections amount to about —1.5% with respect to

the next-to-leading-order QCD result.
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Introduction.—When the Large Hadron Collider (LHC)
at CERN started data taking in 2009, it was expected to give
answers to questions like the origin of electroweak (EW)
symmetry breaking or the existence of supersymmetry.
After successful physics runs at 7, 8, and 13 TeV and the
discovery of the Higgs boson [1,2], there is still no clear
evidence of physics beyond the standard model. Although a
huge amount of data will be accumulated in the high-
luminosity phase and exciting discoveries are still well
possible, it is by now clear that an alternative path to
uncover possible new physics is the search for small
deviations from the predictions of the standard model,
and that precision is the key for this path.

The Drell-Yan (DY) process [3] is the perfect example of
a precision benchmark process at the LHC. It corresponds
to the inclusive production of a lepton pair through an off
shell vector boson. It provides large production rates and
clean experimental signatures, given the presence of at least
one lepton with large transverse momentum in the final
state. Historically, it offered the first application of parton
model ideas beyond deep inelastic scattering and led to the
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discovery of the W and Z bosons [4-7]. At present, the DY
process provides valuable information about parton dis-
tribution functions, allows for the precise determination of
several standard model parameters [8—11], and severely
constrains many new-physics scenarios.

The DY process was one of the first hadronic reactions
for which radiative corrections in the strong and EW
couplings ag and @ were computed. The classic calcula-
tions of the next-to-leading-order (NLO) [12] and next-to-
next-to-leading-order (NNLO) [13,14] corrections to the
total cross section in quantum chromodynamics (QCD)
were followed by (fully) differential NNLO computations
including the leptonic decay of the vector boson [15-19].
The complete EW corrections for W production have been
computed in Refs. [20-24], and for Z production in
Refs. [25-29]. Very recently, the next-to-next-to-next-to-
leading-order (N3LO) QCD radiative calculations of the
inclusive production of a virtual photon [30,31] and of a W
boson [32] have been completed, and first estimates of
fiducial cross sections for the neutral-current DY process at
the same order have appeared [33].

Since the high-precision determination of EW parame-
ters requires control over the kinematical distributions at
very high accuracy, the attention of the theory community
has recently turned to the mixed QCD-EW corrections.
The knowledge of these corrections would indeed allow us
to improve over the approximations offered by shower
Monte Carlo programs (see, e.g., Refs. [34,35] and
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Sec. IV 1 of Ref. [36]), which include only partial subsets
of factorizable mixed QCD-EW corrections, and to reduce
the remaining theoretical uncertainties.

The mixed QCD-QED corrections to the inclusive
production of an on shell Z boson were obtained in
Ref. [37] through an abelianization procedure from the
NNLO QCD results [13,14]. This calculation was extended
to the fully differential level for off shell Z boson
production and decay into a pair of neutrinos (i.e., without
final-state radiation) in Ref. [38]. A similar calculation was
carried out in Ref. [39] in an on shell approximation for the
Z boson, but including the factorized NLO QCD correc-
tions to Z production and the NLO QED corrections to the
leptonic Z decay. Complete O(aga) computations for the
production of on shell Z and W bosons have been presented
in Refs. [40—44]. Beyond the on shell approximation, the
most relevant results have been obtained in the pole
approximation [45]. This approximation is based on a
systematic expansion of the cross section around the W or
Z resonance, in order to split the radiative corrections into
well-defined, gauge-invariant contributions. Such a method
has been used in Refs. [46,47] to evaluate what is expected
to be the dominant part of the mixed QCD-EW corrections
in the resonance region.

Given the relevance of mixed QCD-EW corrections for
precision studies of DY production and for an accurate
measurement of the W mass [48,49], it is important to go
beyond this approximation. New-physics effects, in
particular, could manifest themselves in the tails of
kinematical distributions, where the pole approximation
is not expected to work. A first step in this direction has
been carried out in Ref. [50], where complete results for
the O(nrasa) contributions to the DY cross section were
presented. Very recently, some of us have presented a
computation [51] of the mixed QCD-EW corrections to
the charged-current process pp — v, + X, where all
contributions are evaluated exactly except for the finite
part of the two-loop amplitude, which was evaluated in
the pole approximation.

One of the bottlenecks for a complete O(aga) calcu-
lation is indeed the corresponding two-loop virtual ampli-
tude. The evaluation of the 2 — 2 two-loop Feynman
diagrams with internal masses is at the frontier of current
computational techniques. Progress on the evaluation of the
corresponding two-loop master integrals has been reported
in Refs. [52-57]. Very recently, the computation of the two-
loop helicity amplitudes for neutral-current massless lepton
pair production was discussed in Ref. [58]. In this Letter we
report on an independent calculation of the two-loop
amplitude and on its combination with the remaining
perturbative contributions, to obtain the first complete
computation of the mixed QCD-EW corrections for the
neutral-current DY process.

The calculation.—We consider the inclusive production
of a charged-lepton pair in proton collisions,

pp =+ X. (1)

The theoretical predictions for this process can be obtained
as a convolution of the parton distribution functions for the
incoming protons with the hard scattering partonic cross
section. When QCD and EW radiative corrections are
considered, the initial partons include (anti-)quarks, gluons,
and photons.

The differential cross section for the process in Eq. (1)
can be written as

do="3" dotnn. @)

m,n=0
where do®%) = do, is the Born level contribution and
do™" the O(afa") correction. The mixed QCD-EW
corrections correspond to the term m =n =1 in this
expansion and include double-real, real-virtual, and purely
virtual contributions. The corresponding tree-level and one-
loop scattering amplitudes are computed with OPENLOOPS
[59-61] and RECOLA [62—64], finding complete agreement.
The two-loop amplitude is computed using the following
method. The Feynman diagrams are generated with QGRAF
[65]. Using an in-house FORM [66] program we compute
the unpolarized interference with the tree-level diagrams.
The computation is done consistently in d space-time
dimensions, using a naive anticommuting ys [67] and
the scheme proposed in Ref. [68]. The interference is
therefore expressed in terms of dimensionally regularized
scalar integrals that are reduced to the master integrals
(MIs) using integration-by-parts [69,70] and Lorentz-
invariance [71] identities, as implemented in the computer
codes KIRA [72], LITERED [73], and REDUZE2 [74,75]. The
resulting set of Mls is available in the literature [52-57]. In
particular, for the MIs with massive-boson exchange we
refer to the implementation given in Ref. [52], where they
are expressed in terms of generalized polylogarithms and
Chen-iterated integrals [76—79]. The numerical evaluation
of the Chen-iterated structures is very complicated and not
a viable solution for a practical implementation. Therefore,
for the evaluation of the most complicated MIs (five two-
loop box-type MIs with two massive lines) we employ
the semianalytical method of Ref. [80], implemented in
the MATHEMATICA -based program DIFFEXP [81]. We
performed several numerical checks with GINAC [82],
FIESTA [83], and py SECDEC [84], finding complete agree-
ment within the respective numerical uncertainties [85].
The computation of the amplitude is organized by
breaking it into different gauge-independent ultraviolet-
renormalized subsets of diagrams, defined by the different
possible combinations of electric and weak charges. In the
evaluation of the amplitude we keep the lepton mass
wherever need to regularize the final-state collinear singu-
larities [86]. The two-loop virtual amplitude is computed in
the background-field gauge [88], which restores the validity
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of QED-like Ward identities in the full standard model. The
evaluation of the relevant two-loop counterterms [89,90] is
given in terms of two-loop self-energy diagrams
[50,91,92].

Even when all the amplitudes have been computed, the
completion of the calculation remains a formidable task.
Indeed, double-real, real-virtual and purely virtual contri-
butions are separately infrared divergent, and a method
to handle and cancel infrared singularities has to be
worked out. In this Letter, we use a formulation of the
qr subtraction formalism [93] derived from the NNLO
QCD computation of heavy-quark production [94-96]
through an appropriate abelianization procedure [37,97].
The same method has been recently applied to the charged-
current DY process [51]. According to the g subtraction
formalism [93] do™") can be evaluated as

do™") = H"" @ doy o + [daﬁe’”*”) - dag%’")]. (3)
The first term in Eq. (3) is obtained through a convolution
(denoted by the symbol ®) of the perturbatively comput-
able function H("") and the leading order (LO) cross
section doy o, with respect to the longitudinal-momentum

fractions of the colliding partons. The second term is the

real contribution doy'"), where the charged leptons are

accompanied by additional QCD and/or QED radiation that
produces a recoil with finite transverse momentum ¢g. For
m + n = 2 such contribution can be evaluated by using the
dipole subtraction formalism [98—105]. In the limit gy — 0

the real contribution do'y"™" is divergent, since the recoiling

radiation becomes soft and/or collinear to the initial-state
partons. Such divergence is canceled by the counterterm

do™", which eventually makes the cross section in

Eq. (3) finite.

The required phase space generation and integration is
carried out within the MATRIX framework [106]. The core of
MATRIX is the Monte Carlo program MUNICH [107], which
contains a fully automated implementation of the dipole
subtraction method for massless and massive partons at
NLO QCD [98-100] and NLO EW [101-105]. The g7
subtraction method has been applied to several NNLO
QCD computations for the production of colorless final-
state systems (see Ref. [106] and references therein), and to
heavy-quark production [94-96], which correspond to the
case m = 2, n = 0. The method has also been applied in
Ref. [97] to study NLO EW corrections to the DY process,
which represents the case m =0, n = 1. Very recently,
some of us have applied the method to the computation of
mixed QCD-EW corrections to the charged-current DY
process [51]. The structure of the coefficients (") and

da(clT‘l) can be derived from those controlling the NNLO
QCD computation of heavy-quark production. The initial-
state soft-collinear and purely collinear contributions were
already presented in Ref. [38]. The fact that the final state is

color neutral implies that final-state radiation is of pure
QED origin. Therefore, the purely soft contributions have a
simpler structure than the corresponding contributions
entering the NNLO QCD computation of Refs. [94-96].
The final result for the infrared-subtracted two-loop
contribution, which enters the coefficient H('1), is evalu-
ated numerically on a two-dimensional grid by using
the tools HARMONICSUMS [108,109], GINAC [82], and
POLYLOGTOOLS [110].

Results.—We consider the process pp — utp~ + X at
the center-of-mass energy /s = 14 TeV. As for the EW
couplings, we follow the setup of Ref. [47]. In particular,
we use the G, scheme with G =1.1663787 x 107> GeV~>
and set the on shell values of masses and widths to
My os = 80.385 GCV, mzos = 91.1876 GeV, FW,OS =
2.085 GeV, I'; os = 2.4952 GeV. Those values are trans-
lated to the corresponding pole values my = my g/

1+ I3 0s/myos and Ty =Ty o5/ /1 +T5 os/m3 os.

V =W, Z, from which a = V2Gzm3, (1 — m3,/m2)/x is
derived, and we use the complex-mass scheme [111]
throughout [112]. The muon mass is fixed to
m, = 105.658369 MeV, and the pole masses of the top
quark and the Higgs boson to m, = 173.07 GeV and
my = 125.9 GeV, respectively. The Cabibbo-Kobayashi-
Maskawa matrix is taken to be diagonal. We work with
ny = 5 massless quark flavors and retain the exact top-mass
dependence in all virtual and real-virtual amplitudes
associated to bottom-induced processes, except for the
two-loop virtual corrections, where we neglect top-mass
effects. Given the smallness of the bottom-quark density,
we estimate the corresponding error to be at the percent
level of the computed correction. We wuse the
NNPDF31 nnlo as 0118 luxged set of parton dis-
tributions [113], which is based on the LUXqged method-
ology [114] for the determination of the photon density.
The renormalization and factorization scales are fixed to
Ur = U = my, and the corresponding value of ayg is set.

We use the following selection cuts on the transverse
momenta and rapidities of the muons py .+ and y = and on
the invariant mass m,, of the dimuon pair

prs>25GeV,  |y,q[<2.5, m,,>50GeV. (4)
We work at the level of bare muons, i.e., no lepton
recombination with close-by photons is carried out.

We start the presentation of our results with the fiducial
cross section. In Table I we report the contributions ¢/ to
the cross section [see Eq. (2)] in the various partonic
channels. The numerical uncertainties are stated in brack-
ets, and for the NNLO corrections ¢(>?) and the mixed
QCD-EW contributions (') they include the systematic
uncertainties that will be discussed below. The contribution
from quark—antiquark annihilation is denoted by ¢gg. The
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TABLE 1. The different perturbative contributions to the
fiducial cross section [see Eq. (2)]. The breakdown into the
various partonic channels is also shown (see text).

o [pb] oLo &(1.0) &0 520 PEORY
qq 809.56(1) 191.85(1) —33.76(1) 49.9(7) -4.8(3)
q9 —158.08(2) -74.8(5) 8.6(1)
q(9)r -0.839(2) 0.084(3)
9(q)q 63(1)  0.19(0)
g9 18.1(2)

vy 1.42(0) —0.0117(4)

tot 810.98(1) 33.77(2) —34.61(1) —0.5(9) 4.0(3)

contributions from the channels gg 4+ gg and gy + gy + gy
are labeled by gg and ¢(g)y, respectively. The contribution
from all the remaining quark-quark channels ¢¢’, g’
(including both ¢ =¢ and ¢ #¢’), and ¢g (with
q # ¢') is labeled by ¢(g)q'. Finally, the contributions
from the gluon-gluon and photon-photon channels are
denoted by gg and yy, respectively. We see that radiative
corrections are subject to large cancellations between the
various partonic channels. The NLO QCD corrections ¢1-0)
amount to +4.2% with respect to the LO result, while the
NLO EW correction > contributes —4.3%. Also the
NNLO QCD corrections are subject to large cancellations,
and give an essentially vanishing contribution within the
numerical uncertainties. The newly computed QCD-EW
corrections amount to +0.5% with respect to the LO result.

In Fig. 1 we present our result for the O(aga) correction
as a function of the antimuon py. The left panels depict the
region around the Z peak, and the right panels the high-p,
region. In the main panels we show the absolute correction
do"V) /dpy, while the central (bottom) panels display the
correction normalized to the LO (NLO QCD) result. Our
results for the complete O(aga) correction are compared
with those obtained in two approximations. The first
approximation consists of computing the finite part of
the two-loop virtual amplitude in the pole approximation,
suitably reweighted with the exact squared Born amplitude.
This approach precisely follows that adopted for the
charged-current DY process in Ref. [51] [see Eq. (14)
therein for the precise definition]. The pole approximation,
which includes factorizable and nonfactorizable [46] con-
tributions, requires the QCD-EW on shell form factor of the
Z boson [42]. The second approximation is based on a fully
factorized approach for QCD and EW corrections, where
we exclude photon-induced processes throughout (see
Ref. [47,51] for a detailed description). We see that the
result obtained in the pole approximation is in perfect
agreement with the exact result. This is due to the small
contribution of the two-loop virtual to the computed
correction, as observed also in the case of W production
[51]. Our result for the O(aga) correction in the region
of the peak is reproduced relatively well by the factorized
approximation. Beyond the Jacobian peak, this

pp— pmpt + X V5 =14TeV

— doeD) 7

10F I dol)
o 4,00

fact

do/dpy,,+ [pb/GeV]
(=2}

74 E 1 1 1 : 1 1 E 10_5 E 1 1 1 1 e 3

do/dovo [%)]

K
a0
3z +
% +20 F
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FIG. 1. Complete O(asa) correction to the differential cross

section do'"'V) in the antimuon p; compared with the corre-
sponding result in the pole approximation and the factorized
approximation dagc’[w. The top panels show the absolute pre-
dictions, while the central (bottom) panels display the O(aga)
correction normalized to the LO (NLO QCD) result. For the full
result the ratios also display our estimate of the numerical
uncertainties, obtained as described in the text.

approximation tends to overshoot the complete result,
which is consistent with what was observed in
Refs. [47,51]. This is not unexpected, since the high-py
region is dominated by Z + jet topologies, for which the
O(asa) effects can be seen as NLO EW corrections. As py
increases, the (negative) impact of the mixed QCD-EW
corrections increases, and at py = 500 GeV it reaches
about —60% with respect to the LO prediction and —15%
with respect to the NLO QCD result.

In Fig. 2 we show our result for the O(aga) correction as
a function of the dimuon invariant mass m,,. The left
panels depict the region around the Z peak, and the right
panels the high-m,,, region. When comparing the factorized
approximation with the exact result, we notice that it fails to
describe the radiative correction below the Z resonance,
as already pointed out in Ref. [47]. In contrast, the pole
approximation is a very good approximation of the com-
plete correction, with some small differences that can be
appreciated right around the peak. In the high-m,, region
the correction is uniformly of the order of —1.5% with
respect to the NLO QCD result. Here the trend of the
negative correction is captured by both approximations,
which, however, both undershoot the exact result by about
30%, highlighting the relevance of the exact two-loop
contribution for this observable.

The numerical evaluation of the above results for do(!-!)
(and do?%) requires the introduction of a technical

cut-off ., on the dimensionless variable gr/m,, in the
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FIG. 2. As Fig. 1, but for the dimuon invariant mass.

square bracket of Eq. (3). We follow the procedure in
MATRIX [106] to simultaneously calculate for several values
of . and to perform a numerical extrapolation r, — 0,
but apply it on a bin-wise level. Quadratic least y fits in the
range [0.01%, 7y, With 7., € [0.25%,0.5%] are used to
determine best predictions and extrapolation error esti-
mates. In the case of the antimuon p; distribution, the final
uncertainties of the computed correction, combining stat-
istical and systematic errors, range from the percent level in
the peak region to O(3%) in the tail. In the case of the
dimuon invariant mass, the final uncertainties are larger,
and range from the few percent level in the peak region to
O(10%) at high m,, values.

Summary.—In this Letter we have presented the first
complete computation of the mixed QCD-EW corrections
to neutral-current DY lepton pair production at the LHC.
All the real and virtual contributions due to initial- and
final-state radiation are included exactly, thereby allowing
us to investigate the impact of the computed corrections in
the entire region of dilepton invariant masses. The evalu-
ation of the two-loop virtual amplitude has been achieved
by using semianalytical techniques. To cancel soft and
collinear singularities, we have used a formulation of the g
subtraction formalism derived from the NNLO QCD
calculation for heavy-quark production through an appro-
priate abelianization procedure. Our computation is fully
differential in the momenta of the charged leptons and the
associated QED and QCD radiation. Therefore, it can be
used to compute arbitrary infrared-safe observables, and, in
particular, we can also deal with dressed leptons, i.e.,
leptons recombined with close-by photons. More detailed
results of our calculation, and a study of perturbative
uncertainties, will be presented elsewhere.
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