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A B S T R A C T   

Meta-analysis, power analysis, and sensitivity analysis are widespread statistical techniques, which can be 
correctly performed only if variability statistics, such as standard deviation, are available; however, standard 
deviations are often missing in published articles. This work illustrates the functionality and the versatility of a 
newly developed Excel© tool for the standard deviation extraction from ANOVA and Multiple Comparison Test 
(MCT) results. The tool implements four methods, which can be alternatively applied according to the available 
statistics usually reported in ANOVA and/or MCT tables and graphs: 1) least significant difference (LSD), 2) 
significance level (p(F)), 3) letters for means separation assigned by MCT, 4) a range of significance level, 
indicated by "stars". The tool can be applied in one, two and three-way factorial experiments arranged in 
complete randomization, randomized block, split-plot or split-block. The performances of the different methods 
were tested in a case study about meta-analysis database preparation.   

1. Introduction 

In the scientific community, the information sharing is increasingly 
becoming important for enhancing knowledge integration. Open access 
journals and several international peer-review scientific publishers offer 
full access to scientific articles, so that there is full availability of data 
and statistical analysis results, which can be retrieved from such pub-
lications. This information can be employed for meta-analysis or for 
other data elaborations, such as global sensitivity analysis and the 
estimation of the number of replications that are needed to obtain a 
desired power in a new experiment (i.e., power analysis). When data are 
retrieved from ANOVA experiments, the metric which is fundamental 
for performing the aforementioned types of analysis is the pooled 
standard deviation of the estimated means as it indicates the variability 
associated to the means (Koricheva et al., 2013). Note that this metric 
differs from the standard error associated to each mean because it is a 
single value that describes the pooled variability of all the means. In a 
one-way ANOVA experiment, the pooled standard deviation coincides 
with the residual standard deviation (Quinn and Keough, 2002). 

Meta-analysis is a powerful statistical methodology for synthesizing 
research evidence across independent studies and for this reason it has 
increasingly gained importance in environmental and agricultural 
research (Philibert et al., 2012; Valkama et al., 2019). A key aspect of 
modern approaches to meta-analysis is weighting each study’s effect size 
by the inverse of its variance (Borenstein, 2009; Weir et al., 2018) to 
avoid the bias produced by unweighted analyses (Koricheva et al., 
2013). However, many published experiments failed to report sample 
sizes and variances-related statistics and this aspect often hampers to 
include these studies in a meta-analysis. With this regard, Valkama et al. 
(2019) reported that for a meta-analysis on nitrogen retention by buffer 
zones about 200 out of 246 analysed articles were not suitable for in-
clusion in the meta-analysis due to the lack of information about sample 
variances. In another meta-analysis on soil organic carbon changes due 
to cover cropping, 80 out of 131 articles did not report standard de-
viations of means (Jian et al., 2020). 

Environmental and agricultural meta-analyses often attempt to 
include the possible largest number of articles by using alternative 
methods to overcome the lacking information about standard deviation. 
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These alternative methods are often based on 1) performing unweighted 
meta-analysis (McDaniel et al., 2014; Jian et al., 2020), 2) replacing the 
missing standard deviation with a given percentage of the mean 
(frequently set to 10%) (Luo et al., 2010; Gattinger et al., 2012; Gar-
cía-Palacios et al., 2018), or 3) weighting the effect size by the sample 
size (Maillard and Angers, 2014; Morugán-Coronado et al., 2020). When 
available, information about data dispersion, such the percentage of the 
range of values or interquartile range, can be used to estimate standard 
deviation (Foscarini et al., 2010; Weir et al., 2019). The application of 
the first two methods is to be discouraged as the resulting meta-analysis 
is strongly biased due to the unvarying weight assignment. Similarly, the 
third method may be suitable only in the case of equal variances across 
the studies; however, variances are rarely equal across studies so that 
this method can potentially introduce serious bias (Koricheva et al., 
2013; Gurevitch et al., 2018). In the meta-analysis, it was demonstrated 
by Hungate et al. (2009) that weighting by sample size is not a better 
solution than the unweighted analysis and both cause large distortion in 
the statistical tests. 

Besides meta-analysis, global sensitivity analysis of models also re-
quires the value of the standard deviation and the mean of the input 
factors as input information (Saltelli et al., 2004; Confalonieri et al., 
2010; Quillet et al., 2013). Similarly, the value of the means standard 
deviation is fundamental for computing the replications number needed 
to set the power (i.e., the probability to not committing a type II error) in 
an analysis of variance (ANOVA) or regression-based experiments 
(Ahrens and Pearson, 1974; Lenth, 2001; Dagnelie, 2013). 

When variability metrics are reported in published articles, they are 
displayed in tables or graphs as error bars or written in the text. These 
metrics are usually referred to a specific treatment and they are reported 
in form of standard deviation, standard error of means or confidence 
intervals. These metrics are equivalent because all allow to obtain the 
standard deviation of a treatment through the use of the following 
identity: 

s= sx
̅̅̅̅
N

√
[1]  

s=
UCL − X

t

(

α
2
, N − 1

)
̅̅̅̅
N

√
[2]  

where s = standard deviation, sx = standard error of mean, N = sample 
size, UCL = upper confidence limit, X = mean value, tα

2 
= Student-t value 

for a prefixed α level. 
When these metrics are not reported, a way to retrieve or estimate 

variability information is to use the data reported in the ANOVA tables. 
This analysis is the most frequently used statistical analysis in the 
environmental and agricultural research (Acutis et al., 2012). Although 
international journals (e.g., Nature Publishing Group, https://www.nat 
ure.com/documents/nr-reporting-summary-flat.pdf) ask authors to 
report the standard deviations of the means or other numerically 
equivalent statistics and authors can rely on the use of guides for the 
ANOVA result presentation (McIntosh, 2015), many publications still 
fail in reporting variability metrics as can be deduced from published 
meta-analyses (Mondal et al., 2020; Jian et al., 2020; Valkama et al., 
2019; Haddaway et al., 2017). For instance, Haddaway et al. (2017 – 
additional file n.6) reported that the percentage of missing standard 
deviations was 40% and 58% in the two meta-analyses about soil 
organic concentration and soil organic carbon stock, respectively. This 
missing information can be estimated as the pooled error standard de-
viation (sw), which can be considered as the standard deviation of the 
treatments means under the assumption of the homogeneity of vari-
ances. In ANOVA and in Multiple Comparison Tests (MCT), the main 
outcomes are computed as a function of sw; however, only a few authors 
proposed a method to retrieve sw from these outcomes (Thiessen Phil-
brook et al., 2007; Koricheva et al., 2013). As summarized by Weir et al. 

(2018), previous studies dealt with the extraction of standard deviation 
when it is missing. Some authors (e.g., Abrams et al., 2005; Sung et al., 
2006) made available the code for potentially implementing the 
extraction of standard deviations, but a self-standing tool has not been 
developed yet. In addition, none of the listed studies offers the options to 
retrieve standard deviations from experiments analysed with ANOVA, 
especially in complex experimental designs. This latter point is of high 
importance in the environmental and agricultural fields of research. As 
ANOVA is the most utilized test in the statistical elaboration, there is the 
opportunity to valorise the hidden information in many published arti-
cles. None of the published approaches allow for extracting the standard 
deviations from the MCT. 

The objective of this study is to provide an easy-to-use Excel© 
worksheet to compute sw and/or its upper and lower limits using feasible 
methods to obtain sw from the ANOVA and MCT outcomes. The software 
tool allows the user to obtain sw from one-, two-, and three-way ANOVA 
factorial experiments in completely randomized design (CRD), 
completely randomized block design (CRBD), split-plot, split-block or 
split-split-plot design. The study also provides the theoretical back-
ground of each of the four implemented methods. 

2. Material and methods 

2.1. Methods for estimation of sw and its uncertainty 

The EX-TRACT tool offers four methods to estimate sw according to 
the available information of ANOVA or MCT results reported in the 
published articles. The four methods were identified because they are 
the statistics most often employed and reported in published articles. 
The first three methods were chosen as they are based on all the possible 
statistics that are computed in experiments analysed with ANOVA and 
from which it is possible to extract sw. The fourth method was chosen 
because MCTs results are also frequently reported in the published 
studies, and it has never used before to estimate sw. 

The four methods use the following input information: i) the LSD 
(Least Significant Difference) values; ii) the p(F) (i.e., the type I proba-
bility error) values; iii) the letters assignment indicating differences 
among means based on the result of commonly used MCT such as LSD, 
Tukey (1953), Duncan (1955), SNK (Keuls, 1952), and REGWQ (Ryan, 
1960; Einot and Gabriel, 1975; Welsch, 1977) tests; iv) “stars” used as a 
shorthand to indicate significance levels. 

All these methods estimate an uncertainty range of sw(i.e., LLsw and 
ULsw , being the lower and upper limits of sw, respectively), which in-
cludes its true value. The first two methods have an uncertainty that is 
only due to the rounding errors in the input data. The uncertainty of the 
other two methods is due to the fact that they do not rely on values (such 
as the LSD or the p(F) value) but on the classification of letter-labelled 
means and ranges of probabilities, respectively. 

The four methods were developed for balanced experiments (i.e., 
equal number of replications for each treatment) under the ANOVA 
assumption of homogeneity of variances. The application of these 
methods requires to indicate the experimental design, the number of 
levels for each factor, which is included in an experiment, and the 
number of replications. The type of experimental design is needed to 
retrieve the degrees of freedom of the error (i.e., the degrees of freedom 
within the groups, DFW) and the number of replications used to compute 
mean values. Moreover, all the methods, except the one using the LSD 
value, also require the values of the means of the source of variation to 
perform the computation of sw. 

2.1.1. From LSD (method i) 
This method relies on the availability of the LSD value, which is 

commonly reported in tables and graphs. LSD is used as a threshold to 
define whether two means significantly differ or not. 

For balanced experiments, LSD is defined as: 
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[3]  

where tα
2, DFW is the Student-t value for a selected significance level α, and 

n is the number of replications used to compute the means (Fisher, 
1935). 

Consequently, 
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The uncertainty range of sw depends only on the number of the sig-
nificant digits which are used in reporting the LSD value or derived from 
extracting the LSD value from a graph. Details about the uncertainty 
range calculation are given in Appendix A. 

2.1.2. From p(F) (method ii) 
The p(F) value defines the probability level of a false rejection of a 

null hypothesis for a specific effect, being the source of variation under 
examination. 

The method to compute sw from the p(F) value is because the F- 
statistic is the between-groups mean square (s2

b) over the within-groups 
mean square (s2

w) ratio. In a one-way balanced ANOVA,s2
b is computed 

as: 

s2
b = n

∑Nt

i=1

(
Xi − X

=)2
[5]  

where Nt is the number of treatments, Xi is the ith treatment mean, and X
=

is the grand mean. 
Then, sw is computed as: 

sw =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

s2
b
/

invF(α* ,DFB,DFW)

√

[6]  

where invF is the inverse of the F cumulative distribution function, DFB 
is the between-groups degrees of freedom and α* is the available value of 
p(F). Formulas for calculating s2

b for the main effects and interactions in 
multi-way experiments can be found in basic statistics textbooks (e.g., 
Sokal and Rohlf, 2012). 

The uncertainty in the estimate of swis due to the number of the 
significant digits used to report the means of treatments and the p(F) 
value. The procedure to assess the uncertainty of swestimation is re-
ported in appendix B. 

2.1.3. From Letters (method iii) 
MCT results are commonly presented by labelling means in graphs 

and tables with the same letter if they are not significantly different 
(Quinn and Keough, 2002). This method can be applied if letter-labelled 
means are available in a published article. It computes two finite 
boundaries including the true value of sw when at least two means are 
labelled with different letters and two means are labelled with the same 
letter. In the case of no significant differences between means (all the 
means share the same letter), only a minimum value of swcan be defined, 
being the upper boundary equal to ∞. When all the means are classified 
as different (i.e., all the means are labelled with different letters), only an 
upper boundary could be determined, being the lower boundary equal to 
zero. 

This method implements five MCTs: LSD, Tukey, Duncan, Student- 
Newman-Keuls (SNK), Ryan-Einot-Gabriel-Welsh Studentized Range Q 
(REGWQ). It works in three steps for all the MCTs. In case of LSD, the 
procedure is as follows:  

1) to seek for the minimum value of a difference between means that is 
declared significantly different (i.e., to choose the minimum differ-
ence between two means that do not have any letter in common). 
Assuming this value as the LSD, sw is calculated according to method 
i and represents the upper limit (ULsw ) for sw estimation. This is the 
highest value of sw that is possible to assume.  

2) to seek for the maximum difference that is declared not significantly 
different (i.e., the maximum difference between two means that have 
at least one letter in common) and to use it as LSD value to compute 
sw (according to the method i). This is the lowest value that is 
possible to assume, so it represents the lower limit (LLsw ) for sw; 

3) to decide what sw outcome is the most suitable. When the user in-
tends to make a conservative choice, the user has to take the ULsw as 
the sw value. Conversely, the mean between ULsw and LLsw , or the LLsw 

value can be taken for a more liberal choice. 

When Tukey test is used, the value of LSD is replaced by the so called 
“honest LSD” (i.e., HSD). This value is computed as: 

HSD=Qα,k,D.F.E.

̅̅̅̅̅̅̅̅̅̅

s2
w

/
n

√

[7]  

where Q is the studentized range distribution and k is the number of all 
the means included in the experiment. Consequently: 

sw =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

n
HSD2

Q2
α,k,D.F.E.

√

[8] 

For the SNK, Duncan, and REGWQ tests, being step-down tests, sw is 
computed from: 

sw =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

n
C Val2

Q2
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where 

C Val=Qα* ,p,D.F.E.

̅̅̅̅̅̅̅̅̅̅

s2
w

/
n

√

[10]  

with p being the number of means whose range is to be sequentially 
tested and a* the adjusted significance level for a test of the equality of p 
means (Day and Quinn, 1989). The a* is differently defined for each test. 
For the SNK test, α* = α; for the Duncan test, α* = 1 − (1 − α)p− 1; for the 
REGWQ test, α* = 1 − (1 − α)p/k. 

To calculate the Q value for the a* probability for each MCT, we used 
the theoretical method proposed by Gleason (1998, 1999) and imple-
mented in an Excel© code snippet proposed by Klasson (2018). An exact 
value for sw could not be obtained with this method. Only the limits of 
the sw range are computed with this method according to the difference 
between the means labelled with different and common letters. In 
particular, the uncertainty is reduced when the values of means are close 
enough to detect significant and non-significant differences within a 
narrow range. 

2.1.4. From Stars (method iv) 
Frequently, in scientific articles, simple indication like “*” or “**” are 

reported instead of the p(F) value. These symbols can have different 
correspondence to the significance level in different disciplines, jour-
nals, and statistical packages. Therefore, this method requires to know 
what level of significance corresponds to the symbol used. Three con-
ventional significance codes associating p(F) and stars are proposed in 
the tool (Table 1), being the most common cases in scientific and tech-
nical literature. It is possible to obtain a bounded estimate of sw only 
when the reported stars indicate a range of p(F); otherwise, one of the 
limits is zero or ∞ (Table 1). 
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2.2. Tool applicability 

The EX-TRACT tool allows to operate with the most common 
experimental designs: one-, two- and three-way ANOVA in complete 
randomized design (CRD), complete randomized block design (CRBD), 
split-plot, split-split plot, or split-block design (Table 2). The tool allows 
to work with a maximum of 16 means (being the levels of the source of 
variation) with an unlimited number of replications. In factorial ex-
periments (i.e., where all possible main effects and interactions in multi- 
way experiments), to obtain the exact value or range of sw, the EX- 
TRACT tool also requires the selection of the desired/available source 
of variation. The methods “from p(F)” and “from Stars” (method ii and 
iv) can be used for all experimental main factors and interactions, while 
methods “From LSD” and “From Letters” (method i and iii) can be used 
only in cases reported in Table 2. 

2.3. EX-TRACT tool implementation 

We chose to code the EX-TRACT tool in the Excel© environment 
following the “user-centered design (UCD)” paradigm (Barnum, 2011), 
which is an ISO standard (9241-210:2019), and it is based on a partic-
ipatory approach. According to this, a panel of users (i.e., PhD students, 
junior and senior researchers) were involved in order to provide feed-
backs in an iterative design process. The most reported requirement was 
the need of simple tool. With this regard, the Excel© software is a 
well-known environment and, therefore, users of different backgrounds 
can use the tool functionalities in an efficient way, without the need of 
knowing dedicated statistical packages. Such packages are more com-
plex than a spreadsheet-based solution as they require coding skills and 
in-depth knowledge about the statistics theory behind each test. More-
over, the EX-TRACT tool allows for the visualization of input and output 
within the same page and for an automatic saving of the extraction re-
sults. The user interface of the EX-TRACT tool has a clear arrangement of 
the input and output data and includes a contextual help system. A 
detailed user manual is available in the Supplemental Material (S1). 
Finally, we have also provided a set of video tutorials to present the main 
features of the tool. 

EX-TRACT results of the swextraction can be automatically saved in a 
sheet, which is structured as a database. 

2.4. Evaluation of the tool utility: a case study 

To evaluate the EX-TRACT tool capability in extracting sw we applied 
it under the hypothesis of increasing the number of articles which can be 
used for carrying out a meta-analysis. Therefore, we created a database, 
which can be potentially used in a meta-analysis for detecting the effect 
of conservation agriculture on soil organic carbon stock. 

According to Koricheva et al. (2013), a four-step procedure was 
adopted: (1) to perform a systematic search in scientific bibliography 
databases (i.e., Scopus and WoS); (2) to select the studies that are 
potentially suitable for a meta-analysis, in which measurements were 
available from clearly defined controls and treatment groups; (3) to 
detect the standard deviation of control and treatment from a given 
study (note that an article may report more than one study); (4) to 
identify articles that were selected in the second step but did not report 
explicitly the standard deviation of control and treatment; in this case, it 
may possible to overcome this missing information by estimating sw on 
the basis of the available ANOVA model features using the EX-TRACT 
tool. 

For the evaluation of methods performance, we used the two co-
efficients of variation of the sw upper and lower limits (CVlowerand 
CVupper), which were calculated as follows: 

CVlower = LLsw

/(

Xctrl +Xtreat

)/

2% [11]  

CVupper =ULsw

/(

Xctrl +Xtreat

)/

2% [12]  

where LLsw an ULsw are the lower and upper limits of sw, while Xctrl and 
Xtreat are the observed means of the control and the treatment, 
respectively. 

To assess the standard deviation uncertainty when data are directly 
retrieved, we used the rounding error, while we used the digitizer error 
along with the rounding error when data were extracted from a graph. 

3. Illustrative results and discussion 

The main result of the present work is a tool that estimates sw from 
ANOVA experiments and MCT. This tool implements and extends the sw 
estimation approaches already proposed by Thiessen Philbrook et al. 
(2007) and Koricheva et al. (2013) to a wide range of experimental 

Table 1 
“From Stars” (method iv): lower (LLsw ) and upper (ULsw ) boundaries of the sw 

estimation for each pair of “stars” and the associated p(F) value or range. Three 
different possible assignments of “stars” are implemented in the tool (i.e., sig-
nificance code 1, 2, 3).   

Symbol p(F) LLsw  ULsw  

Significance code 
1: 

Ns >0.1 sw for p(F) = 0.1 ∞ 
* 0.1 - 0.05 sw for p(F) =

0.05 
sw for p(F) = 0.1 

** <0.05 0 sw for p(F) =
0.05 

Significance code 
2 

Ns >0.05 sw for p(F) =
0.05 

∞ 

* 0.05 - 0.01 sw for p(F) =
0.01 

sw for p(F) =
0.05 

** <0.01 0 sw for p(F) =
0.01 

Significance code 
3 

Ns >0.05 sw for p(F) =
0.05 

∞ 

* 0.05 - 0.01 sw for p(F) =
0.01 

sw for p(F) =
0.05 

** 0.01 - 
0.001 

sw for p(F) =
0.001 

sw for p(F) =
0.01 

*** <0.001 0 sw for p(F) =
0.001  

Table 2 
Type of experimental designs treated by the tool. The source of variation column 
indicates the cases treated in “From LSD” and “From Letters” (method i and iii). 
Note that the methods “From p(F)” and “From Stars” (method ii and iv) allow to 
estimate sw for all sources of variation in all experimental designs.  

Type of Experiment Number of 
experimental factors 

Source of variation allowed for 
“From LSD” and “From Letters” 
methods 

Complete Randomized 
design (CRD) 

1 A  

2 A, B, A × B 
3 A, B, C, A × B, A × C, B × C, A ×

B × C 
Complete randomized 

block design (CRBD) 
1 A  

2 A, B, A × B 
3 A, B, C, A × B, A × C, B × C, A ×

B × C 
Split-Plot 2 A, B 
Split-plot A x B main C 

sub(1) 
3 A, B, C, A × B 

Split-plot A main B x C 
sub(2) 

3 A, B, C, B × C 

Split-block 2 A, B 
Split-split-plot 3 A, B, C  

1 Split-plot experiment with a factorial combination of two factors in the 
main-plots. 

2 Split-plot experiment with a factorial combination of two factors in the sub- 
plots. 
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designs (including 3-way ANOVA), which are typically used in the 
environmental sciences. Moreover, the tool implements new and orig-
inal methods to estimate sw on the basis on MCT results. 

The following paragraphs describe the interface, the code validation, 
the performance evaluation of the four implemented methods, and the 
results of a case study. 

3.1. Tool interface 

As a result of the UCD approach, the developed Excel© spreadsheet 
shows an easy-to-use interface. In the EX-TRACT tool interface, input 
and output are displayed together in one page. Here, the user is guided 
in the data entry phase and supported by a help system. Drop-down lists 
offer the available choices for each input feature and an automatic check 
ensures the input data consistency. 

The tool consists of six sheets: an introductory screen with general 
information and method selection (Fig. 1), four sheets for the extraction 
of sw value and/or limits (i.e., “From LSD”, “From p(F)”, “From Letters” 
and “From Stars”), and the Database sheet in which the article or 
experiment reference are automatically stored along with the associated 
output. 

3.1.1. Input 
The four sw extraction methods require the following data as com-

mon input (Fig. 2): experiment type, source of variation, number of 
levels of each factor of the ANOVA experiment, and the number of 
replications. Note that the orange colour of the cell indicates a drop- 
down list of available options. 

Besides the common input, each method requires specific inputs. The 
“From LSD” (method i), requires the value of the LSD and the probability 
level used to compute it. The “From p(F)” (method ii) requires the p(F) 
value, the mean values of the levels of the source of variation (MLs) 
under analysis, and the means value approximation (rounding). The 
"From Letters" (method iii) requires MLs, the associated letters, the type 
of MCT, and the significance level used to perform the MCT. The “From 
Stars” (method iv) requires MLs and the p(F) value or range which 
corresponds to the star significance codes adopted in the article. 

Details about the specific input required for each method are re-
ported in the user manual (Supplemental material, S1) and in the video 
tutorials available in the EX-TRACT YouTube channel (https://www. 
youtube.com/channel/UCKy_xnOpYHS0PcR5exhSv-A). 

3.1.2. Output 
Along with the estimated sw and its range, the tool returns the de-

grees of freedom and the number of replications used to compute the 
means. The sw is differently reported in the output section according to 
the different approaches described in paragraph 2.1. For LSD and p(F) 
methods (Fig. 3A) the output shows the estimated values of sw with the 
LLsw and ULsw (in the interface named "Min" and "Max" respectively), 
while for “Letters” and “Star” only LLsw and ULsw are reported (Fig. 3B). 

3.2. Tool validation and debugging 

The correct coding of the algorithms in the tool was validated ac-
cording to the following procedure:  

1) generation of a set of synthetic experiments with sw known according 
to the different experimental schemes handled by the tool (e.g., 
RCDB, split-plot, etc) varying the number of factors (up to three) and 
levels; 

2) performing an ANOVA analysis and different MCT for each experi-
ment using the IBM-SPSS statistical package (version 26.1);  

3) applying the EX-TRACT tool to compute the pooled sw based on the 
data of the same experiments. 

In the debugging phase, we performed a comparison between the 
tool output and the known value of sw, which proved that the tool 
implementation was correct; more than 200 simulated experiments were 
analysed before the tool application to real cases. 

3.3. Methods performances estimation 

The swestimation from LSD (method i) is the most reliable method 
because of it is an exact computation of the standard deviations: the only 
uncertainty comes from the precision (in terms of the number of sig-
nificant digits) used to express the LSD value. Most of the time the LSD 
value is reported with two or more digits: in this case, the uncertainty is 
for sure acceptable (see Appendix 1) for practical determination of 
standard deviation (for meta-analysis, sample size determination or 
sensitivity analysis). 

As for the first method, the estimation of sw computed from the p(F) 
(method ii) value follows an exact procedure (see Appendix 2 for the 
computation of uncertainties of the procedure). The p(F) and means 
values expressed with only one significant digit produce large 

Fig. 1. The EX-TRACT tool introductory screen page with the selection of the methods to estimate the standard deviation of means.  

Fig. 2. Common input to the four methods to estimate standard deviation of 
means (sw). This example shows a two-way CRBD experiment with two levels of 
the factors A and B, and three replications. The source of variation is set to the A 
factor. Regardless the method, the orange colour of a cell indicates a dropdown 
list of available options. 
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uncertainty in sw estimation, while when they are expressed with two 
significant digits uncertainty is low in most of the cases, as already stated 
by Thiessen Philbrook et al. (2007) in medical field. 

Obtaining the estimation of sw from "Letters" (method iii) is an 
interesting perspective because MCT comparisons and the consequent 
letters assignment are widespread in scientific publications, even if the 
uncertainty of estimation is unpredictable, depending mainly on the 
distribution of the treatments means. The user is then free to alterna-
tively keep the central value of the sw range or the upper limit in the case 
a conservative approach is required. 

Two cases can also arise while using this method: a) all the means are 
declared as different so that the lower limit of sw results equal to zero and 
b) all the means are declared not different, so that the upper limit of sw 
results equal to ∞. In the former case the conservative approach suggests 
using the upper limit of sw. In the latter case, the user can follow a liberal 
approach and keep the lower limit of sw. To our knowledge this is the 
first time that a method to estimate sw from the multiple comparison 
letters attribution is proposed. 

The method iv “Stars” is the option that yields the highest uncertainty 
for sw estimation due to the limited input information (i.e., p(F) below a 
threshold or included between two values). As for this method, the 
greatest input information is given when stars indicate a p(F) included 
within two boundaries (e.g., when “*” indicates 0.01 <p(F) < 0.05) 
which allows the method to compute two defined limits (both different 
from 0 and ∞). In the other cases this method can compute only one 
swboundary. Similarly, to the "Letters" method, the uncertainty of the 
estimation is unpredictable, being dependent on the values of the means 
and significance levels available from the ANOVA analysis. 

3.4. Tool utility: a case study 

The case study concerned the database creation for a meta-analysis 
regarding the effects of conservation agriculture on soil fertility 
(Table 3). To populate the database, standard deviations of the means 
were directly retrieved from published articles or estimated by the EX- 
TRACT tool. The final database consisted of 43 studies published in 
literature that meet the meta-analytic requirements listed by Koricheva 

et al. (2013). Studies from 1 to 18 reported the standard deviations of 
treatments in the text, in tables, or as graphical bars. Studies from 19 to 
43 required EX-TRACT to compute thesw. In the latter case, the "Method" 
column defines the specific tool method utilized (Table 3). Means of 
control and treatment, sw data (the exact value or the LLsw and ULsw ), and 
coefficient of variation (CV) of the two boundaries are also displayed in 
Table 3. 

This example showed that EX-TRACT tool allowed to obtain the 
minimum number of studies (i.e., 30–40) required to perform a meta- 
analysis (Valentine et al., 2010). 

The global influence of a single data in a meta-analysis depends on 
the ratio of sw over mean (i.e., the coefficient of variation CV); the power 
analysis also relies on the use of CV. 

As shown in Table 3, CV% had a considerable variation across the 43 
experiments, (from 0.5% to 34.9%). The lowest is the CV% range (CV % 
(ULsw ) - CV % (LLsw )) the most reliable the sw estimate. The extent of the 
CV range depends on the method of extraction. Direct and LSD methods 
allow to obtain narrow CV ranges for which the maximum value of range 
was 0.04% and 0.1%, respectively. When standard deviation is esti-
mated from a graph, the uncertainty is still low with a maximum range 
value of 0.33%. 

As for the p(F) method, only one experiment was found; however, the 
result of p(F) indicates a low CV range (0.26%), and this agrees with the 
fact that is an exact procedure, leading to a swvalue with limited un-
certainty. 

With the sw extraction from “Letters”, it was possible to estimate the 
uncertainty (i.e., the CV range) in seven out of ten studies, since in three 
cases one of the limits was zero or ∞. This method performed worse than 
in the LSD and p(F) methods, having a mean CV range of 4.21%. 

With the sw extraction from “Star”, it was possible to estimate the 
uncertainty in three out of six studies, since in three cases one of the 
limits was zero or ∞. Due to the limited input information used with the 
“Star” method, the mean CV range (9.41%) was much higher than the 
other methods. 

Given that the uncertainty obtained using “Letters” and “Star” was 
larger, the conservative approach suggests using the upper limit of the 
estimated sw. Although this conservative approach reduces the weight of 

Fig. 3. A) Output for LSD (method i) and p(F) (method ii), B) Output for "Letters"(method iii) and "Stars" (method vi).  
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a specific study in the meta-analysis, it allows to include the study in the 
analysis. This approach is recommended by Weir et al. (2018), who 
studied the effect of different approach of standard deviation on the 
reliability of meta-analysis results. The same authors recommended to 
use several methods, which led to standard deviation values comparable 
to those estimated in our study with “Letter” and “Stars” methods. As a 
final consideration, we encourage the user to apply the best method, 
being LSD and p(F) methods when the required input information is 
available. 

4. Conclusions 

Standard deviation is a strictly required statistic for proper data 
processing, such as meta-analysis, sensitivity analysis, and power anal-
ysis. The present work illustrates the functionality of an Excel© tool (EX- 
TRACT), which allows to estimate the pooled standard deviation of 
existing experimental datasets when this value is not directly reported. 
This tool is capable to extract standard deviation from ANOVA and post- 
ANOVA multiple comparison tests, being the most common test in the 

environmental research, by applying four methods, which can be chosen 
according to the availability of one of the following information: LSD 
values, p(F) values, letters used to classify means (five multiple com-
parison tests are managed by the tool), and stars attribution to indicate 
significance level. 

The flexibility of the EX-TRACT tool is also ensured by the wide 
range of experiment types (one-, two-, three-ways) and design schemes 
(CRD, CRDB, Split-plot, Strip-block), in which standard deviation can be 
extracted. 

The LSD and p(F) methods are capable to estimate standard devia-
tion with a defined level of uncertainty, which is comparable to the one 
directly reported in tables or graphs. Although the other two methods, 
“Letters” and “Stars”, are associated with a higher degree of uncertainty, 
they offer the possibility to derive standard deviation from those data-
sets, which would be otherwise neglected. 

The application to a real case demonstrates that the tool allows to 
double the number of studies that can be included in a meta-analysis. 
Therefore, the EX-TRACT tool offers an operational facilitation in 
meta-analytic research, valorising the hidden information in published 

Table 3 
Pooled standard deviation of means (sw) of the studies included in the case study (meta-analysis about the effect of conservation agriculture on soil organic carbon). The 
table reports in the first 18 rows the articles that had the standard deviation being directly reported (in text, in tables, or as graphical bars); in this case, this statistic is 
the standard deviation of the single treatment. The observations from 19 to 43 are those that required the EX-TRACT tool to compute the sw. In the latter case the 
"Method" column defines the specific tool method utilized. Means of control and treatment, the sw data (the exact value or the LLsw and ULsw ), and the coefficient of 
variation of the two boundaries are also displayed.  

Study number Method Control Mean Treatment Mean UM sw
(1)  LLsw

(1)  ULsw
(1)  CV % (LLsw ) CV % (ULsw )

1 direct 33.23 35.55 t ha− 1 3.27   9.05 9.08 
2 direct 54.61 70.57 t ha− 1 5.62   8.31 8.33 
3 direct 38.00 40.94 t ha− 1 1.48   3.34 3.36 
4 direct 29.13 32.59 t ha− 1 2.41   7.44 7.47 
5 direct 44.72 43.32 t ha− 1 12.20   25.65 25.68 
6 direct 23.10 21.68 t ha− 1 2.33   9.62 9.66 
7 direct 68.06 74.71 t ha− 1 5.74   7.19 7.20 
8 direct 48.95 49.43 t ha− 1 3.00   5.44 5.46 
9 direct 51.50 54.64 t ha− 1 2.88   5.16 5.18 
10 direct 68.10 66.70 t ha− 1 1.77   2.34 2.35 
11 direct 32.39 40.28 t ha− 1 1.88   4.61 4.64 
12 from graph 22.26 28.23 t ha− 1 3.42   12.30 (2) 12.80 (2) 

13 from graph 22.67 26.97 t ha− 1 2.49   9.48 (2) 9.87 (2) 

14 from graph 26.83 32.26 t ha− 1 3.18   9.44 (2) 9.82 (2) 

15 from graph 28.92 34.35 t ha− 1 1.81   5.03 (2) 5.23 (2) 

16 from graph 43.52 47.33 t ha− 1 4.62   9.74 (2) 10.14 (2) 

17 from graph 21.91 21.04 t ha− 1 0.48   1.94 (2) 2.02 (2) 

18 from graph 3.52 3.92 t ha− 1 0.34   7.99 (2) 8.31 (2) 

19 LSD 10.63 14.21 t ha− 1 0.53 0.41 0.76 3.30 6.16 
20 LSD 55.0 58.8 t ha− 1 1.80 1.79 1.80 3.15 3.16 
21 LSD 8.26 13.44 t ha− 1 1.36 1.35 1.36 12.48 12.52 
22 LSD 5.96 19.38 t ha− 1 1.45 1.44 1.45 11.40 11.44 
23 LSD 15.67 17.3 t ha− 1 1.05 1.04 1.05 6.33 6.36 
24 LSD 9.20 12.89 t ha− 1 2.62 2.61 2.63 23.66 23.84 
25 LSD 3.61 6.05 t ha− 1 0.42 0.42 0.42 8.60 8.69 
26 LSD 0.83 3.13 % 0.69 0.68 0.69 34.59 34.88 
27 p(F) 21.3 21.8 t ha− 1 3.18 3.15 3.21 14.62 14.88 
28 Letter 0.86 0.98 %  0.01 0.02 1.49 2.24 
29 Letter 51.1 46.6 t ha− 1  0.24 2.00 0.49 4.10 
30 Letter 36.7 41.1 t ha− 1  2.57 ∞ 6.61  
31 Letter 15.73 16.82 t ha− 1  0.08 0.47 0.49 2.86 
32 Letter 50.57 54.29 t ha− 1  1.62 4.41 3.09 8.41 
33 Letter 27.76 31.08 t ha− 1  0.00 1.45  4.92 
34 Letter 1.04 2.46 %  0.06 0.19 3.43 10.68 
35 Letter 13.8 15.8 t ha− 1  0.00 0.53  3.59 
36 Letter 76 81 t ha− 1  11.91 15.11 15.17 19.25 
37 Letter 0.65 1.62 %  0.04 0.11 3.88 9.97 
38 Stars 3.37 6.49 t ha− 1  0.39 0.89 7.83 18.06 
39 Stars 4.46 8.26 t ha− 1  0.92 1.69 14.47 26.57 
40 Stars 13.6 22.5 t ha− 1  0.00 4.86  26.90 
41 Stars 13.20 15.34 t ha− 1  0.94 ∞ 6.61  
42 Stars 44.7 47.1 t ha− 1  0.92 ∞ 2.01  
43 Stars 1.37 1.81 %  0.04 0.13 2.34 8.22  

(1) Bolded values were utilized to compute the weight of the effect size in the meta-analysis. 
(2) Uncertainties of SD extraction in agreement with Drevon et al. (2017). 
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articles, increasing the number of suitable studies, and avoiding ques-
tionable procedure of study weighting. 
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Appendix A. Supplementary data 

Supplementary data to this article can be found online at https://doi.org/10.1016/j.envsoft.2021.105236. 

Appendix A. Uncertainty calculation in the estimation of sw when LSD value is available (method i)  

a) Let LSD_APX be the approximation value of LSD that is automatically computed by the software, based on the number of significant digits of LSD (e. 
g., 0.5)  

b) Let min_LSD = LSD - LSD_APX such as LSD = round(LSD,-APX)  
c) Let max_LSD = LSD + LSD_APX such as LSD = round(LSD,+APX) 

The results of b) and c) are then plugged into the equation [4] to obtain the lower and the upper limits of sw. 
Note that in this case the ratio (R = ((LLsw − LLsw ) /sw)*100) depends only on the number of significant digits used to report LSD (or from reading 

the length of LSD if the value is obtained from a graph) and from the LSD value itself. Defining LSD* as the significant digits of the LSD written in the 
significant normalized scientific notation (Fleisch and Kregenow, 2014) without the decimal point, the R value is given by 100/LSD*. The tool 
considers the final zeroes of a number (integer or decimal) as significant. 

For instance, if the value of the LSD is 1 (the normalized scientific notation is 1*100 and so LSD* = 1), the R is 100%. If the LSD is 2.2 (the 
normalized scientific notation is 2.2*100 and LSD* = 22), the R is 4.5%. If LSD is 99.9 (the normalized scientific notation is 9.99*101 and LSD* = 999), 
the R is 0.001%. 

Appendix B. Uncertainty calculation in the estimation of sw when p(F) value is available 

Let APX be the approximation of mean values set by user (e.g., 0.005). 
For each Xi,  

a) let min_ Xi be the smallest value such as the rounding of Xi is obtained using the approximation value APX, i.e., round(min_ Xi, -APX) = Xi  

b) let max_ Xi be the greatest value such as the rounding of Xi is obtained using the approximation value APX, i.e., round(max_Xi, +APX) = Xi 

and let.  

a) PfAPX be the approximation value of p(F) that is automatically computed by the software, based on the number of significant digits of p(F)  
b) min_p(F) be the smallest values such as the rounding of p(F) is obtained using the approximation value PfAPX, i.e., round(p(F), -PfAPX) = p(F)  
c) max_p(F) be the greatest values such as the rounding of p(F) is obtained using the approximation value PfAPX, i.e., round(p(F), +PfAPX) = p(F) 

Then, the minimum value of sw can be estimated by replacing each Xi > X
=

with min_ Xi and each Xi < X
=

with max_ Xi in formula [5] and using p(F) 

_min as p(F) value in the formula [6]. Similarly, the maximum value of swcan be estimated replacing each Xi > X
=

with max_ Xi and each Xi < X
=

with 
min_Xi in formula [5] and using p(F)_min as p(F) value in formula [6]. 
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