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Abstract

We discuss two issues about risk measures: we �rst point out an alter-
native interpretation of the penalty function in the dual representation of
a risk measure; then we analyze the continuity properties of comonotone
convex risk measures. In particular, due to the loss of convexity, local and
global continuity are no more equivalent and many implications true for
convex risk measures do not hold any more.
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1 Introduction

This analysis arises from the �nancial need of weakening the axiom of convexity
(or the stronger one of sublinearity) imposed to risk measures (see Delbaen [8],
[9], Föllmer and Schied [11], [12] and Frittelli and Rosazza Gianin [18], among
many others) and motivated by diversi�cation reasons.
On one hand, indeed, convexity of a real valued map � de�ned on a space

of random variables implies that for � 2 [0; 1]

� (�X + (1� �)Y ) � �� (X) + (1� �)� (Y ) � max(�(X); �(Y )):

However, to control the risk of the diversi�ed position it is su¢ cient to assume
only quasiconvexity, i.e. � (�X + (1� �)Y ) � max(�(X); �(Y )). This indeed
is one of the motivation behind the recent approach proposed in [5], where the
notion of a quasiconvex cash subadditive risk measure was introduced. The
dual representation of such risk measures (see Proposition 2) may be written in
term of a function R = R(m;Q), which assigns the risk that is headgeable with
a level of wealth m, once a pricing functional Q is �xed. In the quasiconvex
case, this function R replaces the role of the penalty component in the dual
representation of a convex risk measure. In the �rst part of this paper we show
that the penalty term of any map � can be recovered from the function R by
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computing supm2R fm�R(m;Q)g ; thus proving an alternative interpretation
for the penalty function.

On the second hand, insurance premium principles are sometimes assumed
to satisfy additivity only for comonotone risks (see Wang et al. [29]). Song
and Yan [25] and Heyde et al. [19] proposed therefore to replace convexity
with comonotone convexity, that is convexity for comonotone risks. It has been
proved by Song and Yan [25] that a risk measure � satisfying comonotone con-
vexity (plus some additional assumptions, but without any assumptions on con-
tinuity) may be represented as the maximum of the penalized Choquet integrals
over a suitable setM of set functions. In the second part of the paper we show
that when continuity from above in 0 is imposed to � (X) , � (�X), then in
the representation of � the set M may be relaxed with its subset Mca0 of set
functions that are continuous from above in 0 (see Proposition 16). This result
will be applied to some functionals that are law invariant and consistent with
di¤erent orders. We will consider then di¤erent notions of continuity and show
that many implications true for convex risk measures fail to hold once convexity
is relaxed with comonotone convexity.

Notations and setting
We consider a lattice LF , L(
;F ; P ) � L0(
;F ; P ) of F-measurable ran-

dom variables, on the probability space (
;F ; P ); that is endowed with the
usual - P -a.s. - order relation � and we suppose that LF contains the space
L1F of essentially bounded r.v.�s.
The order continuous dual of (LF ;�); denoted by L�F = (LF ;�)�, is a lattice

and we assume that it satis�es: L�F ,! L1F . The vector space L
�
F is required to

be not trivial, so that (LF ,�(LF ; L�F )) is a locally convex TVS.
Many important classes of spaces satisfy these conditions, as for example:

- The Lp-spaces, p 2 [1;1]: LF = LpF ; L�F = L
q
F ,! L1F :

- The Orlicz spaces L	 for any Young function 	: LF = L	F ; L
�
F = L

	�

F ,! L1F ;
where 	� denotes the conjugate function of 	.

From now on the dual system (LF ; L
�
F ) is �xed.

We also set P ,
n
dQ
dP 2 (L

1
F )+ j Q << P

o
and, with an abuse of notation,

we will write Q 2 P instead of dQdP 2 P.
Consider the following list of properties on a functional � associated to a

risk measure �, that is � (X) , � (�X).

Properties of � : LF ! R , R[f�1g[f1g.
- monotonicity: � (X) � � (Y ) for all X;Y 2 LF such that X � Y
- convexity: � (�X + (1� �)Y ) � �� (X) + (1� �)� (Y ) for all X;Y 2 LF ,
� 2 [0; 1]
- quasiconvexity: the lower level sets A� , fX 2 LF j �(X) � ag are convex
8a 2 R
- additivity: � (X + Y ) = � (X) + � (Y ) for all X;Y 2 LF
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- subadditivity: � (X + Y ) � � (X) + � (Y ) for all X;Y 2 LF
- positive homogeneity: � (�X) = �� (X) for all X 2 LF , � � 0
- cash additivity: � (X + a) = � (X) + a for all X 2 LF , a 2 R
- constancy: � (a) = a for all a 2 R
- law invariance: � (X) = � (Y ) if X;Y 2 LF have the same distribution (nota-
tion: X � Y )
- lower semicontinuity (lsc): the lower level sets Aa are closed 8a 2 R.

We remind that two random variables X and Y are called comonotone if
(X (!)�X (!0)) (Y (!)� Y (!0)) � 0, (P � P )-almost surely. When we add to
a property the label "comonotone" it means that the property holds (only) for
comonotone r.v.�s.

As mentioned, Section 2 is devoted to the analysis of the penalty term for
general maps � : LF ! R. In Section 3.1 a representation of comonotone
convex functionals with a continuity property is established. Other notions
of continuity and several examples underlining what happens for non-convex
functionals are presented in Section 3.2. A su¢ cient condition for continuity of
monotone real-valued functionals is provided in Section 3.3.

2 On the penalty function of risk measures

In this section we consider maps � : LF ! R , R[f�1g[f1g. We �rst recall
that the convex conjugate of a map � : LF ! R is the convex (L�F ; LF )�lsc
function �� : L�F ! R de�ned by

��(Z) = sup
�2LF

fE[Z�]� �(�)g :

The dual representation of �quasiconvex risk measures� (see [5] in the static
case and [16] in a dynamic setting) is written in terms of the following functions
of two variables.

De�nition 1 Let � : LF ! R and set for Z 2 L�F and m 2 R

R(m;Z) , inf
�2LF

f�(�) j E[Z�] = mg ;

R(m;Z) , inf
�2LF

f�(�) j E[Z�] � mg ;

and R(m;Q) , R(m; dQdP ); if Q 2 P.

Interpretation of R(m;Q)
For a given level of wealthm and for a given �pricing functional�Q; R(m;Q)

assigns the �value�or �risk�- depending on the meaning of the map �, either
as value or as risk - that is �attainable�or �hedgeable�from m.
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Notice that if Z 2 (L�F )+ with E[Z] > 0 and
dQ
dP ,

Z
E[Z] then

R(E[ZX]; Z) = R

�
E[ZX]

E[Z]
;
Z

E[Z]

�
= R(EQ[X]; Q):

The following proposition reassumes some of the results in [5] and [16], which
are essentially based on those proved in [28], on the dual representation of
quasiconvex functions. We recall that � : LF ! R is quasiconvex if and only if
� (�X + (1� �)Y ) � max(�(X); �(Y )), for all X;Y 2 LF , � 2 [0; 1]:

Proposition 2 (i) If � : LF ! R is quasiconvex and (LF ; L�F )�lsc then

�(X) = sup
Z2L�F

R(E[ZX]; Z): (1)

(ii) If in addition � is monotone increasing then

�(X) = sup
Z2L�F\P

R(E[ZX]; Z): (2)

(iii) If in addition � is cash additive then

R(m;Q) = m� ��(Q) (3)

and therefore, from (2) and (3):

�(X) = sup
Q2L�F\P

fEQ[X]� ��(Q)g : (4)

Remark 3 The formula (4) can be deduced from the equality � = ���, which
holds for any convex lsc proper function - as stated by the Fenchel Moreau the-
orem - and using monotonicity and cash additivity (see [18]). The fact that it is
possible to obtain (4) from quasiconvexity is not a surprise since quasiconvexity
and cash additivity imply convexity. This last sentence is well known (see for
example [5]) and can be proved in a direct way as follows. By quasiconvexity,
the lower level set A0 is convex and, by cash additivity, (X � �(X)) 2 A0 for
any X 2 LF . Therefore, f�(X � �(X)) + (1� �)(Y � �(Y ))g 2 A0, for any
X;Y 2 LF and � 2 [0; 1] and:

0 � � f�(X � �(X)) + (1� �)(Y � �(Y ))g
= �(�X + (1� �)Y )� ��(X)� (1� �)�(Y )

by cash additivity.

Remark 4 Setting �(X) = �(�X) we obtain from (4) the well known (see [11]
and [18]) representation of a convex risk measures

�(X) = sup
Q2L�F\P

fEQ[�X]� ��(�Q)g :

4



Example 5 For a given utility function u; that is a strictly increasing con-
cave function u : R ! R, consider the certainty equivalent operator �u(�) =
u�1(EP [u(�)]). Notice that �u is a quasiconcave map, that in general is not
concave, and we assume that �u : LF ! R is well de�ned (this is the case,
for example, if LF is the Orlicz space associated to the utility function u, see
[17] for details). In the presence of a �nancial market, the no arbitrage prin-
ciple generates the set of equivalent martingale (or pricing) measures. For an
assigned �pricing�measure Q 2 L�F \ P consider the price EQ[X] of the claim
X. As in [2] and [3], we compare two components: the arti�cial linear pricing
operator EQ[�] and the subjective valuation �u(�) based on the preference relation
� associated to u (and P ):

EQ [X]� �u(X) = EQ [X]� u�1(EP [u(X)]):

The maximum of this di¤erence, for a �xed level m, is

sup
�2LF : EQ[�]=m

�
EQ [�]� u�1(EP [u(�)])

	
= sup

�2LF : EQ[�]=m

fm� �u(�)g

= m�R(m;Q):

In general this di¤erence will depend on the level of wealth m, as well as on Q,
and its maximum, with respect to all m 2 R

�~(Q) , sup
m2R

fm�R(m;Q)g = sup
m2R

sup
f�2LF :EQ[�]=mg

�
EQ [�]� u�1(EP [u(�)])

	
;

gives the �distance�between the certainty equivalent operator �u and the expec-
tation operator w.r.to the �xed Q.

This example suggests to de�ne the following penalty function �~ of �.

De�nition 6 Let � : LF ! R, Z 2 L�F and set:

R�(m;Z) , m�R(m;Z);
�~(Z) , sup

m2R
fm�R(m;Z)g = sup

m2R
fR�(m;Z)g :

Notice that when Z = 0; R(m; 0) and R(m; 0) are equal to +1 for m 6= 0 and
R(0; 0) = R(0; 0) = inf�2LF f�(�)g, �~(0) = ��(0) = �R(0; 0):

Let us also consider the symmetric notations and state the corresponding
dual representation in the concave upper semicontinuous (usc) case.

De�nition 7 Let � : LF ! R and set for Z 2 L�F and m 2 R

r(m;Z) , sup
�2LF

f�(�) j E[Z�] = mg ; (5)

�~(Z) , inf
m2R

fm� r(m;Z)g

and let �� : L�F ! R be the concave conjugate of �:

��(Z) = inf
�2LF

fE[Z�]� �(�)g :
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Proposition 8 (i) If � : LF ! R is quasiconcave, monotone increasing and
(LF ; L

�
F )�usc then

�(X) = inf
Q2L�F\P

r(EQ[X]; Q):

(ii) If in addition � is cash additive then

r(m;Q) = m� ��(Q);

�(X) = inf
Q2L�F\P

fEQ[X]� ��(Q)g : (6)

In the next proposition we show that for any map � (in particular we do
not assume that � is quasiconvex, monotone or cash additive) �~ coincides with
the convex conjugate ��; moreover, when � is cash additive, then m�R(m;Z)
does not depend on m, so that �~(Q) = �R(0; Q) = R�(m;Q) for any m.

Proposition 9 Let � : LF ! R; Q 2 L�F \ P and m 2 R.

1.
�� = �~ � �~ = ��:

2. If � is cash additive then R(�; Q) and r(�; Q) are a¢ ne and

R(m;Q) = m� ��(Q); r(m;Q) = m� ��(Q)

��(Q) = �~(Q) = �r(0; Q) � �R(0; Q) = �~(Q) = ��(Q):

Proof. The statements regarding R(�; Q); �~ and �� are proved in Lemma
13, where few additional items are also showed. The statements concerning
r(�; Q); �~ and �� can be proved in a similar way. The two inequalities are
simple consequences of the de�nitions.

Example 10 In the case of the exponential utility function it is known (see
[14], Proposition 3.2) that

1

a
H(Q;P ) = sup

�2LF :EQ[�]=0
u�1a (EP [ua(�)]) ;

where: ua(x) = � 1
ae
�ax; a > 0; H(Q;P ) = E

h
dQ
dP log

�
dQ
dP

�i
is the relative

entropy and LF = L1F .
Here, �a(X) , u�1a (EP [ua(X)]) = � 1

a ln(E[e
�aX ]) is cash additive and

therefore from item (2) of Proposition 9 and from the de�nition of r in equation
(5) we get

��a�(Q) = ��a~(Q) = ra(0; Q) , sup
�2LF :EQ[�]=0

u�1a (EP [ua(�)]) =
1

a
H(Q;P );

and we recover the well known penalty function of the entropic risk measure �a

de�ned by

�a(X) , ��a(X) = 1

a
ln(E[e�aX ]):
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Notice indeed that, since �a is quasiconcave, (L1F ; L
1
F )�usc, monotone increas-

ing and cash additive, the equation (6) and �a�(Q) = � 1
aH(Q;P ) imply

�a(X) = ��a(X) = � inf
Q2L1F\P

fEQ[X]� �a�(Q)g = sup
Q<<P

�
EQ[�X]�

1

a
H(Q;P )

�
:

But the circumstance that m� r(m;Z) does not depend on m is speci�c of the
selection of the exponential utility, as in this example; in general to recover the
penalty function �� = �~ a further optimization with respect to m is needed.

Proposition 11 Let � : LF ! R; Z 2 L�F . Then

�~(Z) = sup
X2LF

R�(E[ZX]; Z) = ��(Z): (7)

For X 2 LF , the duality relation

�(X) = sup
Z2(L�F )+

fE[ZX]�R�(E[ZX]; Z)g (8)

holds true under the conditions that � is quasiconvex, (LF ; L�F )�lower semicon-
tinuous and monotone increasing.

Proof. Equation (7) holds true if Z = 0; and so we now suppose Z 6= 0.
Since L1F � LF , the range of X ! E[ZX] is R and so:

�~(Z) , sup
m2R

fR�(m;Z)g = sup
X2LF

R�(E[ZX]; Z):

Equation (8) is a reformulation of equation (2).

Remark 12 Suppose that � is a convex lsc proper monotone increasing func-
tion. From the Fenchel Moreau theorem ��� = � and from (8) we get:

sup
Z2(L�F )+

fE[ZX]� ��(Z)g = �(X) = sup
Z2(L�F )+

fE[ZX]�R�(E[ZX]; Z)g :

In general ��(Z) 6= R�(E[ZX]; Z), while if � is cash additive then ��(Z) =
R�(m;Z); for any m.

Lemma 13 Let � : LF ! R, Z 2 L�F and m 2 R.

1.
R(m;Z) � R(m;Z) � m� ��(Z);

sup
m2R

fm�R(m;Z)g = sup
m2R

fm�R(m;Z)g ;

�~(Z) = ��(Z):
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2. Suppose that � is cash additive. For all E[Z] 6= 0 and m; c 2 R

R(c+m;Z) = R(c; Z) +
m

E[Z]

and:

R

�
m;

Z

E[Z]

�
= m� ��

�
Z

E[Z]

�
= m+R(0; Z):

3. Suppose that � is cash sub-additive, i.e. �(X +m) � �(X) +m, for all
m � 0 and X 2 LF . For all E[Z] > 0, c 2 R and m 2 R+

R(c+m;Z) � R(c; Z) + m

E[Z]
; R(c+m;Z) � R(c; Z) + m

E[Z]
:

Proof.

1. We may assume that Z 6= 0, since for Z = 0 the statements in item 1
are obvious. For all � 2 LF we have: ��(Z) , sup�2LF fE[Z�]� �(�)g �
E[Z�]��(�). Hence: m���(Z) � m�E[Z�]+�(�) � �(�) for all � 2 LF
s.t. E[Z�] � m. Therefore: m � ��(Z) � inf�2LF f�(�) j E[Z�] � mg =
R(m;Z) � R(m;Z): Then m�R(m;Z) � ��(Z) and

�~(Z) = sup
m2R

fm�R(m;Z)g � sup
m2R

fm�R(m;Z)g � ��(Z): (9)

Now let X 2 LF . Notice that (since Z 6= 0) the range of X ! E[ZX] is
R and so:

�~(Z) , sup
m2R

fR�(m;Z)g = sup
X2LF

R�(E[ZX]; Z): (10)

Since inf�2LF f�(�) j E[Z�] = E[ZX]g � �(X) we have:

R�(E[ZX]; Z) = E[ZX]� inf
�2LF

f�(�) j E[Z�] = E[ZX]g � E[ZX]��(X);

which implies

sup
X2LF

R�(E[ZX]; Z) � sup
X2LF

fE[ZX]� �(X)g = ��(Z)

and taking into consideration (10) and (9) we deduce

�~(Z) = sup
X2LF

R�(E[ZX]; Z) � ��(Z) � sup
m2R

fm�R(m;Z)g � �~(Z)

which concludes the proof of item 1.

2. Since � is cash additive, it is easy to check that for m; c 2 R and E[Z] 6= 0

R(c+m;Z) = R(c; Z) +
m

E[Z]
;
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and therefore, letting c = 0;

R

�
m;

Z

E[Z]

�
= R

�
0;

Z

E[Z]

�
+m = R (0; Z) +m:

From �� = �~ we then deduce:

��
�

Z

E[Z]

�
= �~

�
Z

E[Z]

�
, sup

m2R

�
m�R

�
m;

Z

E[Z]

��
= �R(0; Z):

and therefore

R

�
m;

Z

E[Z]

�
= m+R(0; Z) = m� ��

�
Z

E[Z]

�
:

3. We prove only the �rst inequality, since the same argument can be used
to prove the second one. Let � , � � m

E[Z] , than we have

R(c+m;Z) , inf
�2LF

f�(�)jE[Z�] � c+mg

= inf
�2LF

�
�(�)jE

�
Z

�
� � m

E[Z]

��
� c
�

= inf
�2LF

�
�

�
� +

m

E[Z]

�
jE[Z�] � c

�
.

Notice that m
E[Z] � 0 then, from cash sub-additivity of �, we obtain

R(c+m;Z) � inf
�2LF

f� (�) jE[Z�] � cg+ m

E[Z]
, R(c; Z) + m

E[Z]

3 On continuity properties of risk measures

It is well known that a convex function bounded above on a neighborhood of
a point is continuous at that point. This in particular implies that for convex
functions local and global continuity are equivalent (see, for instance, Aliprantis
and Border [1]).
In this section we analyze the continuity properties of comonotone convex

risk measure, where the above equivalence (as well as many other implications
true for convex risk measures) does not hold true any more, due to the loss of
convexity. In the last subsection we also provide a simple criterium for continuity
for monotone real-valued maps.
In the sequel of the paper we assume LF = L1F :

There are some trivial implications among some of the properties of � listed
in the introduction. Obviously convexity implies comonotone convexity; fur-
thermore, comonotone additivity and constancy imply cash additivity. Indeed,
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it is straightforward to check that a constant random variable a is comonotone
with any random variable X 2 LF .
Subadditivity, positive homogeneity and � (�1) = �1 imply cash additivity

(see [15]). More generally, it is easy to check that comonotone subadditivity,
positive homogeneity and � (�1) = �1 imply cash additivity.

In order to show the dual representation of comonotone risk measures we still
need to introduce some properties (see for reference Denneberg [10], Aliprantis
and Border [1], among many others) of set functions � : F ! [0;+1] : We
assume that each set function � satis�es �(?) = 0.

Properties on �
- monotone: if A;B 2 F , A � B, then � (A) � � (B)
- �nite: if � (A) < +1 for any A 2 F . In particular, � is said to be normalized
if � (
) = 1

- submodular (or 2�alternating): if A;B 2 F (A [ B;A \ B 2 F), then
� (A [B) + � (A \B) � � (A) + � (B)
- continuous from below: if (An)n�0 � F , An � An+1 for any n � 0 (and
A = [1n=0An 2 F), then limn � (An) = � (A)
- continuous from above: if (Bn)n�0 � F , Bn � Bn+1 for any n � 0 (and
B = \1n=0Bn 2 F), then limn � (Bn) = � (B)
- absolutely continuous with respect to P (� � P ): if � is a normalized
monotone set function such that: for any A;B 2 F with P (A4B) = 0 it
holds that � (A) = � (B).

Consider, for instance, an increasing function f : [0; 1] ! [0; 1] satisfying
f (0) = 0 and f (1) = 1. Such a function f is called distortion and the (monotone
and normalized) set function � , f � P associated to f is called distorted prob-
ability. Moreover, if f is concave and continuous (that is, continuous in 0) then
the distorted probability � , f � P is monotone, submodular and continuous
from below (see Delbaen [8], [9], Denneberg [10], Kunze [23] for the proof, for
further details and for applications to risk measures).

We recall (see Choquet [6] and Denneberg [10] for an exhaustive treatment)
that for a normalized, monotone set function � : F ! [0; 1] such that � � P
the Choquet integral of X, de�ned as

E� [X] ,
Z 0

�1
[� (X � x)� 1] dx+

Z +1

0

� (X � x) dx; (11)

satis�es the properties of monotonicity, positive homogeneity, comonotone ad-
ditivity, cash additivity and E� [1A] = � (A). Subadditivity holds i¤ � is sub-
modular. In particular, when � is a probability measure then E� reduces to the
classical expectation.
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Set

M (P ) ,
�
� : F ! [0;+1]j � monotone set function such that

� (
) = 1 and �� P

�
It is clear that M (P ) contains the set of all probability measures Q � P . In
the following we will simply writeM instead ofM (P ).

Song and Yan [25], [26] represented suitable functionals (without any axiom
of continuity) in terms of set functions belonging to M. More precisely, they
proved that:

� if � : L1F ! R satis�es monotonicity, comonotone subadditivity, positive
homogeneity and cash additivity, then

� (X) = max
�2M�

E� [X] (12)

whereM� , f� 2M : E� [Y ] � � (Y ) 8Y 2 L1F g;

� if � : L1F ! R satis�es monotonicity, comonotone convexity and cash
additivity, then

� (X) = max
�2M

fE� [X]� F (�)g ; (13)

where the penalty functional F is de�ned as

F (�) , sup
X2L1F : �(X)�0

E� [X] . (14)

By imposing � (0) = 0, it follows that F (�) � 0 and min�2M F (�) = 0.

Remark 14 We show now that the following relation (proved by Föllmer and
Schied [11], [12] in the convex case)

F (�) = sup
X2L1F

fE� [X]� � (X)g (15)

also holds for functionals satisfying comonotone convexity, monotonicity and
cash additivity.
By comonotone additivity of E� and by cash additivity of � it follows indeed

that

sup
X2L1F

fE� [X]� � (X)g = sup
Y 2L1F :Y=X��(X)

E� [Y ]

� sup
Y 2L1F :�(Y )�0

fE� [Y ]� � (Y )g

� sup
X2L1F

fE� [X]� � (X)g :

As a consequence of equation (15), the representation (12) can be rewritten

as in (13) with F (�) ,
�

0 ; if � 2M�

+1 ; otherwise
:
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3.1 On the dual representation of certain classes of risk
measures

Our aim is to represent functionals � satisfying the properties above (comonotone
convexity, monotonicity, cash additivity and �(0) = 0) plus some kind of conti-
nuity. The assumption that �(0) = 0 just implies that the penalty functional F
in the representation (13) is such that min�2M F (�) = 0.

Further axioms

� continuity from above in 0 (shortly, ca0) of �: for any sequence (Yn)n2N
such that Yn &n 0, then limn!+1 �(Yn) = �(0) = 0

� continuity from above in 0 of � : for any sequence (Bn)n2N of sets such
that Bn &n ;, then limn!+1 �(Bn) = 0

By cash additivity of � and �(0) = 0, it is clear that continuity from above
in 0 of � is equivalent to the following axiom: for any sequence (Yn)n2N such
that Yn &n k with k 2 R, then limn!+1 �(Yn) = k.

In the following,Mca0 will denote the subset ofM formed by all normalized,
monotone set functions �� P that are continuous from above in 0, i.e. Mca0 =
f� 2M : � is ca0g.
The following result (and its proof) is an extension of Lemma 19 of Föllmer

and Schied [12] to the comonotone case.

Proposition 15 Let � : L1F ! R satisfy monotonicity, comonotone convexity,
cash additivity and � (0) = 0.
For any sequence (Yn)n2N such that 0 � Yn � 1 for any n 2 N, the following

are equivalent:
(a) �(�Yn)!n 0 for any � > 0;
(b) sup�2�c E�[Yn]!n 0 for any c > 0,

where �c , f� 2M : F (�) � cg.

Proof. Consider an arbitrary sequence (Yn)n2N such that 0 � Yn � 1 for
any n 2 N.
(a) ) (b): by the formulation of F in (15), for any � 2 �c (with �xed c > 0)

and for any � > 0 it holds

c � F (�) � E�[�Yn]� �(�Yn):

Hence:

E�[Yn] �
c

�
+
�(�Yn)

�

By positivity of Yn, we get

0 � sup
�2�c

E�[Yn] �
c

�
+
�(�Yn)

�
:

12



By (a), it follows therefore that

0 � lim
n
sup
�2�c

E�[Yn] � lim
n

�
c

�
+
�(�Yn)

�

�
=
c

�
:

It is therefore su¢ cient to pass to the limit (as �! +1) to obtain (b).

(b) ) (a): Again by positivity of Yn and by the representation of � in (13):

0 � �(�Yn) = sup
�2M

fE�[�Yn]� F (�)g

= sup
�2��

fE�[�Yn]� F (�)g (16)

� � sup
�2��

E�[Yn]!n 0 (17)

where the limit in (17) is due to (b) and (16) is due to the fact that if � =2 ��
then F (�) > �, hence E�[�Yn]� F (�) < E�[�Yn]� � � 0.
>From the inequalities above it follows �(�Yn)!n 0 for any � > 0.

The following result is an extension of Proposition 18 of Föllmer and Schied
[12] to the comonotone case.

Proposition 16 Let � : L1F ! R satisfy monotonicity, comonotone convexity,
cash additivity and � (0) = 0.
If � is continuous from above in 0, then:

F (�) < +1 ) � 2Mca0:

Hence, � can be represented as

� (X) = max
�2Mca0

fE� [X]� F (�)g : (18)

Proof. In order to prove that the set M can be relaxed with Mca0, it is
su¢ cient to consider an arbitrary sequence (Bn)n2N such that Bn &n ; and
to take Yn = 1Bn

. In such a case, indeed, the sequence (Yn)n2N satis�es the
hypothesis of Proposition 15 and, because of the continuity from above in 0 of
�, (a) is veri�ed. Hence, sup�2�c E�[1Bn ] !n 0 for any c > 0 . Therefore: if
F (�) < +1 then there exists c0 > 0 such that F (�) � c0, hence � 2 �c0 and
�(Bn)!n 0, that is continuity from above of � in 0.
The last statement is immediate.

Corollary 17 Let � : L1F ! R satisfy monotonicity, comonotone subadditivity,
positive homogeneity and cash additivity.
If � is continuous from above in 0, then it can be represented as

� (X) = max
�2M�

E� [X] (19)

for a suitableM� �Mca0.

13



Proof. Since comonotone subadditivity plus positive homogeneity imply
comonotone convexity, by Proposition 16

� (X) = max
�2Mca0

fE� [X]� F (�)g :

Consider now an arbitrary � 2 Mca0 and suppose that F (�) > 0. Since
F (�) = supX2L1F fE�[X]��(X)g, we may suppose that there exists a X 2 L1F
such that E�[X]� �(X) > 0. Hence, by positive homogeneity of �,

F (�) � sup
�>0

fE�[�X]� �(�X)g = sup
�>0

f�[E�[X]� �(X)]g = +1 (20)

The representation (19) then follows from the arguments above by takingM� =
f� 2Mca0 : F (�) < +1g.

3.1.1 Law invariance and consistency with respect to di¤erent orders

In this section we will assume that the probability space (
;F ; P ) is atomless.

We recall the following de�nitions on di¤erent orders. For further details,
see Dana [7], Kusuoka [24] and Song and Yan [26], among many others.

De�nition 18 (see [7], [24], [26]) A random variable X is said to be domi-
nated by Y

- in the First Stochastic Dominance Order (X �1 Y ) if FX (x) � FY (x) for
any x 2 R
- in the Stop-Loss Order (X �sl Y ) if E[(X � x)+] � E[(Y � x)+] for any
x 2 R

De�nition 19 (see [7], [24], [26]) A functional � is said to be consistent with
the First Stochastic Dominance (resp. Stop-Loss) Order if:
X �1 Y (resp. X �sl Y ) ) � (X) � � (Y )

It is clear that consistency with the First Order Stochastic Dominance im-
plies law invariance and monotonicity. The converse is also true in atomless
spaces (see Kaas et al. [21] and Wang et al. [29], among many others).

Denote by G the set of all distortions, i.e. of all increasing functions g :
[0; 1]! [0; 1] satisfying g (0) = 0 and g (1) = 1, and by Gcc the set of all concave
distortions.
We remind two results of Song and Yan [26]. The unique di¤erence between

the formulations below and those in [26] is that here � (0) = 0 is imposed, hence
ming2G F (g � P ) = 0.

Proposition 20 (Song and Yan; Theorem 3.5; [26]) � : L1 ! R satis-
�es consistency with respect to �1 (or, equivalently, law invariance and monotonic-
ity), comonotone convexity, cash additivity and � (0) = 0 if and only if

� (X) = max
g2G

�
E(g�P ) [X]� F (g � P )

	
; (21)
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where F (g � P ) = supX2L1F
�
E(g�P ) [X]� � (X)

	
and ming2G F (g � P ) = 0.

A similar result holds also for the comonotone subadditive case (see [26]).

When continuity from above in 0 is imposed to �, we obtained the following
particular case.

Proposition 21 (comonotone convexity)
Let � : L1F ! R satisfy consistency with respect to �1 (or, equivalently,

law invariance and monotonicity), comonotone convexity, cash additivity and
� (0) = 0.
If � is continuous from above in 0, then � can be represented as in (21) by

replacing G with

Gca0 , fg 2 G : g is continuous in 0g: (22)

Proof. Since g � P 2M for any g 2 G, from Proposition 16 it follows that

F (g � P ) < +1 ) g � P is ca0 ) g is continuous in 0;

hence the thesis.

Proposition 22 (comonotone subadditivity and positive homogeneity)
Let � : L1F ! R satisfy consistency with respect to �1 (or, equivalently, law

invariance and monotonicity), comonotone subadditivity, positive homogeneity
and cash additivity.
If � is continuous from above in 0, then

� (X) = max
g2G�ca0

E(g�P ) [X]

for a suitable G�ca0 � Gca0.

Proof. Thanks to the result above, this proof can be driven as the proof of
Corollary 17.

Proposition 23 (Song and Yan; Theorems 3.6 and 3.7; [26]) � : L1 !
R satis�es cash additivity, comonotone convexity and consistency wrt �sl i¤ �
satis�es cash additivity, convexity and consistency wrt �1.
Under the hypothesis above plus � (0) = 0:

� (X) = max
g2Gcc

�
E(g�P ) [X]� F (g � P )

	
; (23)

where F (g � P ) = supX2L1F
�
E(g�P ) [X]� � (X)

	
and ming2Gcc F (g � P ) = 0.

A similar result holds also for the comonotone subadditive case (see [26]).
The representation (23) can be found also in Theorem 4.12 of Kunze [23] under
the additional assumption of continuity from below of � (already guaranteed by
the other hypothesis - see Jouini et al. [20]).

By imposing continuity from above in 0 to � and by applying Proposition
16, we obtain the following particular cases.

15



Corollary 24 (convexity) Let � : L1F ! R satisfy law invariance, monotonic-
ity, convexity, cash additivity (or, equivalently, consistency wrt �1, convexity
and cash additivity; or, equivalently by Proposition 23, comonotone convexity,
consistency wrt �sl and cash additivity) and � (0) = 0.
If � is continuous from above in 0, then � can be represented as in (23) by

replacing Gcc with

Gccc , fg 2 Gcc : g is continuous in [0; 1]g:

Proof. Since g � P 2M for any g 2 Gcc, it is straightforward to check (see
the proofs above) that g has to be continuous in 0 when F (g �P ) < +1. Conti-
nuity in 0 together with concave distortion implies that g has to be continuous
in [0; 1] (when F (g � P ) < +1).

Corollary 25 (subadditivity and positive homogeneity)
Let � : L1F ! R satisfy law invariance, monotonicity, subadditivity, posi-

tive homogeneity and cash additivity (or, equivalently, consistency wrt �1, sub-
additivity, positive homogeneity and cash additivity; or, equivalently by [26],
comonotone subadditivity, positive homogeneity, consistency wrt �sl and cash
additivity).
If � is continuous from above in 0 (hence, see later, also continuous from

above), then
� (X) = max

g2G�;ccc

E(g�P ) [X]

for a suitable G�;ccc � Gccc .

Take note that in the last two particular cases law invariance, monotonicity,
convexity, cash additivity and � (0) = 0 already guarantee that � is continuous
from below (see Theorem 1.2 of Jouini et al. [20]). Here we impose the additional
property of continuity from above in 0. See the next subsection for further details
on the de�nition and on the comparison between di¤erent notions of continuity.

3.2 Comparison between di¤erent kinds of continuity in
the comonotone case

Continuity from above of � in 0 has been investigated previously. We consider
now the following further notions of continuity for �:

� continuity from above (shortly, ca): if (Xn)n�0 � L1F , Xn &n X 2 L1F ,
then limn � (Xn) = � (X)

� continuity from below (shortly, cb): if (Yn)n�0 � L1F , Yn %n Y 2 L1F ,
then limn � (Yn) = � (Y )

� continuity from below in 1 (shortly, cb1): for any sequence (Yn)n2N such
that Yn %n 1, then limn!+1 �(Yn) = �(1).
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With continuity from below in 1 of � we mean that for any sequence (An)n2N
of sets such that An %n 
, then limn!+1 �(An) = 1.

By cash additivity of � and �(0) = 0, it is clear that continuity from below
in 1 of � is equivalent to the following axiom: for any sequence (Yn)n2N such
that Yn %n k with k 2 R, then limn!+1 �(Yn) = k.

We recall that � : L1F ! R is said to be order lower semi-continuous with
respect to the weak topology �(L1F ; L

1
F ) (or to satisfy the Fatou property) if

for any uniformly bounded sequence (Xn)n�0 such that Xn
a:s:!n X it holds

�(X) � lim infn �(Xn).
See Delbaen [8], Föllmer and Schied [11] and Biagini and Frittelli [4], among

many others, for further details.

By translating well known results true for convex risk measures � (see Del-
baen [8], [9], Föllmer and Schied [11], [12], Klöppel and Schweizer [22] and Jouini
et al. [20]) to �(X) , �(�X), it follows that for � : L1F ! R satisfying convex-
ity, monotonicity, cash additivity and �(0) = 0 the following implications are
true:

continuity from above in 0 continuity from below in 1
* *

continuity from above ) continuity from below
m

order lower semi-continuity (or Fatou)
*

law invariance (in an atomless space)

Furthermore, for � satisfying also positive homogeneity: continuity from
above is equivalent to continuity from above in 0 (see [8] and Section 3.2.1).

We investigate now if implications similar to the ones above hold also for
comonotone convex � and/or for continuity from above in 0 and from below in
1.

3.2.1 Continuity from above (in 0) and continuity from below in 1

We recall from Denneberg [10] that the conjugate set function � : F ! [0;+1)
of a normalized � is de�ned as �(A) , 1��(Ac), for any A 2 F , and that for a
normalized monotone set function, continuity from above of � is equivalent to
continuity from below of � (see Proposition 2.3 of Denneberg [10]).

Lemma 26 Let � be a normalized monotone set function such that �� P .
(i) � is continuous from above in 0 i¤ � is continuous from below in 1.
(ii) if � is continuous from above in 0 (respectively, continuous from below in
1), then E� is continuous from above in 0 (respectively, continuous from below
in 1).
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Proof. (i) Suppose that � is continuous from above in 0. Take an arbitrary
sequence (An)n�0 such that An % 
. Then �(An) = 1� �(Acn)!n 1 since the
sequence (Acn)n�0 satis�es A

c
n & ;.

The converse implication can be proved in a similar way.
(ii) can be checked easily as in the well known case of continuous from

above/below �.

Lemma 27 Let � satisfy convexity and �(0) = 0, monotonicity and cash addi-
tivity. If � is continuous from above in 0, then it is also continuous from below
in 1.

Proof. Suppose that � is continuous from above in 0 and take an arbitrary
sequence (Yn)n2N such that Yn % 1. Then 0 � �(Yn) � 1 = �(Yn � 1) =
�(�(1 � Yn)) � ��(1 � Yn), where the last inequality is due to convexity and
�(0) = 0. From 1� Yn & 0 and continuity from above of � in 0 it follows that
�(1� Yn)! 0, hence the thesis.

Under the additional hypothesis of positive homogeneity on � a result similar
to the previous one (formulated for risk measures) can be found in Delbaen [8].

It is easy to check that if � is monotone, subadditive and continuous from
above in 0, then it is also continuous from above (see Delbaen [8]). Take indeed
a sequence (Xn)n�0 such that Xn &n X. Then

� (X) � � (Xn) = � (Xn �X +X) � � (Xn �X) + � (X)!n � (X) ;

hence � (Xn)!n � (X).

In the following example, we show that when convexity (or sublinearity)
is weakened by comonotone convexity (in particular: comonotone additivity):
(i) continuity from above in 0 does not imply continuity from below in 1; (ii)
continuity from above in 0 does not imply continuity from above even if �
is monotone, comonotone subadditive and positively homogeneous; (iii) in an
atomless space: law invariance is no more su¢ cient to guarantee continuity from
below in 1.

Example 28 (ca0 and law invariant but neither cb1 nor ca) Consider

f (x) =

8<:
x2

2 ; if 0 � x � 1
2

x
2 ; if 12 < x < 1
1; if x = 1

:

Take ([0; 1) ;B [0; 1) ; Lebesgue [0; 1)) as an atomless probability space and set
� (X) = E(f�P ) [X] for any X 2 L1F .
Hence � = f � P is a monotone, normalized set function and � � P , so �

satis�es law invariance, monotonicity, positive homogeneity, comonotone addi-
tivity and cash additivity. Moreover, it is easy to check that continuity of f in 0
implies continuity from above in 0 of �. Hence, by Lemma 26, � is continuous
from above in 0.
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� � is not continuous from below in 1
For any n 2 N, n � 2, take now An =

�
0; 1� 1

n

�
and Yn = 1An . Hence,

An % 
 and Yn % 1. It is immediate to check that � (1) = 1. Nevertheless, for
any n > 2

� (Yn) =

Z 1

0

f (P (1An � x)) dx =
Z 1

0

f (P (An)) dx =
1

2
� 1

2n
!n

1

2
6= � (1) ;

i.e. � is not continuous from below in 1.
The motivation for which � is continuous from above in 0 but not continuous

from below in 1 is essentially that it is not subadditive. By taking A =
�
0; 14

�
and B =

�
1
2 ; 1
�
, it is easy to check that � is not submodular and, therefore, � is

not subadditive.

� � is not continuous from above
For any n 2 N, n � 1, take now Bn =

�
0; 12 +

1
4n

�
and Xn = 1Bn

. Hence,
Bn & B =

�
0; 12

�
and Xn & 1B. Nevertheless, for any n � 1

� (Xn) =

Z 1

0

f (P (1Bn
� x)) dx =

Z 1

0

f (P (Bn)) dx =
1

4
+
1

8n
!n

1

4

� (1B) =

Z 1

0

f (P (1B � x)) dx =
Z 1

0

f (P (B)) dx =
1

8

i.e. � is not continuous from above. It is also clear that the distorted probability
� = f � P is continuous from above in 0 but not continuous from above.

The following counterexample is not surprising since cb1 ; ca0 even for �
induced by a coherent risk measure.

Example 29 (cb1 but not ca0) Take an increasing continuous function f0 :
(0; 1]! (0; 1] such that f0(0+) = limx&0 f0(x) > 0 and f0(1) = 1 and consider

f (x) =

�
0; if x = 0

f0(x); if 0 < x � 1 :

Take ((0; 1] ;B (0; 1] ; Lebesgue (0; 1]) as a probability space and set � (X) =
E(f�P ) [X] for any X 2 L1F .
As in Example 28, � satis�es law invariance, monotonicity, positive homo-

geneity, comonotone additivity, cash additivity and � (0) = 0. Moreover, it is
easy to check that continuity of f in 1 implies continuity from below in 1 of
� = f � P . Hence, by Lemma 26, � is continuous from below in 1.
For any n 2 N, n � 1, take now Bn =

�
0; 1n

�
and Xn = 1Bn

. Hence, Bn & ;
and Xn & 0. Nevertheless, for any n � 1

� (Xn) =

Z 1

0

f (P (1Bn
� x)) dx =

Z 1

0

f (P (Bn)) dx = f0

�
1

n

�
!n f0(0

+) > � (0) ;

i.e. � is not continuous from above in 0.
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3.2.2 Order lower semi-continuity and continuity from below/above

We focus now on the relationship between order lower semi-continuity (order
lsc, for short) and continuity from below. It is well known that on L1F order
lower semi-continuity and continuity from below are equivalent for functionals
� induced by convex risk measures (see Föllmer and Schied [13], among many
others) and, more in general, for functionals � satisfying monotonicity (see
Lemma 15 of Biagini and Frittelli [4]).
In particular, by the arguments above for any � : L1F ! R satisfying

monotonicity:

order lsc , continuous from below ) continuity from below in 1.

The counterexample below shows that for � satisfying monotonicity, comonotone
convexity, cash additivity and � (0) = 0:

continuity from below in 1 ; order lsc

continuity from above ; order lsc

even if we remind that the last implication is true at least when � is convex.
It is also well known that (even for � induced by coherent risk measures):

cb ; ca. Hence: order lsc ; ca.

Example 30 (cb1 and ca but not order lsc) Take x0 2 (0; 1), an increas-
ing continuous function f1 : [x0; 1]! (0; 1] such that f1(x0) > x0 and f1(1) = 1
and consider

f (x) =

�
x; if 0 � x < x0

f1(x); if x0 � x � 1
:

Take ([0; 1] ;B [0; 1] ; Lebesgue [0; 1]) as a probability space and set � (X) =
E(f�P ) [X] for any X 2 L1F .
As usual, � satis�es law invariance, monotonicity, positive homogeneity,

comonotone additivity, cash additivity and �(0) = 0. Moreover, it is easy to
check that � is continuous from below in 1 and continuous from above.
For any n 2 N, n � [1=x0] + 1, set An =

�
0;x0 � 1

n

�
and Yn = 1An

. Hence,
An % [0;x0) = A and Yn % 1A. � is not order lower semi-continuous, indeed
for any n � [1=x0] + 1

� (Yn) =

Z 1

0

f (P (An)) dx =

Z 1

0

f

�
x0 �

1

n

�
dx = x0 �

1

n
!n x0 (24)

while

� (1A) =

Z 1

0

f (P (A)) dx =

Z 1

0

f (x0) dx = f1(x0) > x0 = lim inf
n

� (Yn) : (25)

Example 28 (together with the results recalled above on order lsc) shows
also that, for a monotone, cash additive, comonotone convex functional � with
�(0) = 0 and in an atomless space, law invariance does not imply order lower
semi-continuity.
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3.3 A su¢ cient condition for continuity

Let X be a Frechet lattice. Biagini and Frittelli [4] proved that any proper
convex and monotone � : X ! (�1;+1] is continuous on the interior of the
domain of � (Extended Namioka-Klee Theorem - Theorem 1 in [4]). It is easy
to check (see Lemma 1, [4]) that if � : X ! (�1;+1] is convex and satis�es
�(0) = 0 then

nj�(X)j � �(njXj); 8n � 1; 8X 2 X : (26)

Notice that (26) alone implies �(0) = 0: Moreover, we observe that, in the proof
of the mentioned Extended Namioka-Klee Theorem, only the properties

j�(X)j � 1

n
�(njXj); 8X 2 X and for all large n (27)

and monotonicity are used to prove the continuity in 0 of �: As stated before,
(27) is satis�ed by convex maps null in 0, but may be satis�ed by functional
that are not convex. We therefore obtain a su¢ cient criterium for continuity:

Lemma 31 Let X be a Frechet lattice and � : X ! R be a monotone real-valued
functional. If � satis�es (27) then it is continuous in 0.

As the following example illustrates, monotone and quasiconvex functional
� : L1F ! R may not be continuous in 0:

Example 32 Let X = (L1F ; k � k1) and consider a strictly increasing function
� : R! R satisfying �(0) = 0. Then the functional � : L1F ! R

�(X) , �(E[X])

is increasing, satis�es �(0) = 0 and is quasiconvex. In this case, (27) reduces
to:

j�(E[X])j � 1

n
�(nE[jXj]); 8X 2 X and for all large n. (28)

If � does not grow too fast (i.e. if �(jxj)
jxj � k 2 R+ for large x) then 0 �

1
n�(nE[jXj]) � kE[jXj] and 1

n�(nE[jXj]) is small if E[jXj] is small. On the
other hand, if � is left discontinuous at 0 (i.e. �(0�) , limx"0 �(x) < �(0) = 0),
then j�(E[X])j � j�(0�)j for all E[X] < 0 and therefore property (28) is not
satis�ed. Clearly the discontinuity of � implies that � is not norm continuous
in 0.
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