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INTEGRATION IN A DYNAMICAL STOCHASTIC GEOMETRIC FRAMEWORK

Giacomo Aletti1, Enea G. Bongiorno1 and Vincenzo Capasso1

Abstract. Motivated by the well-posedness of birth-and-growth processes, a stochastic geometric
differential equation and, hence, a stochastic geometric dynamical system are proposed. In fact, a
birth-and-growth process can be rigorously modeled as a suitable combination, involving the Minkowski
sum and the Aumann integral, of two very general set-valued processes representing nucleation and
growth dynamics, respectively. The simplicity of the proposed geometric approach allows to avoid
problems of boundary regularities arising from an analytical definition of the front growth. In this
framework, growth is generally anisotropic and, according to a mesoscale point of view, is non local,
i.e. at a fixed time instant, growth is the same at each point of the space.
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1. Introduction

The importance of nucleation and growth processes is well known. They arise in several natural and techno-
logical applications (cf. [9,10] and references therein) such as, for example, solidification and phase-transition of
materials, semiconductor crystal growth, biomineralization, and DNA replication, e.g. [22]. During the years,
several authors studied stochastic spatial processes (cf. [16,28,36] and references therein) nevertheless they have
essentially considered static approaches modeling real phenomena. For what concerns the dynamical point of
view, a parametric birth-and-growth process was studied in [30,31]. A birth-and-growth process is a random
closed sets (RaCS) family given by Θt =

⋃
n:Tn≤t Θt

Tn
(Xn), for t ≥ 0, where Θt

Tn
(Xn) is the RaCS obtained as

the evolution up to time t > Tn of the germ born at (random) time Tn in (random) location Xn, according to
some growth model. Analytical approaches are often used to study the propagation fronts of such processes.
For example, in the level set theory, the front is moved by solving a Hamilton-Jacobi type equation written
for a function the propagation front of which is a particular level set. In this framework, the well posedness of
the initial value problem requires different smoothness conditions on the Hamilton-Jacobi equation and on the
initial value (see at e.g. [5,6]). In some sense, regularity assumptions are due to the fact that growth is driven
by a non negative normal velocity, i.e. at every instant t, a boundary point of the crystal x ∈ ∂Θt “grows”
along the exterior unit normal vector, e.g. [3,7,8,14,20]. Hence, the existence of the exterior normal vector
imposes regularity conditions on the growth front ∂Θt. Nucleation process must be regular enough, usually
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spherical nucleus of infinitesimal radius is requested (nucleus can not be a point). Different parametric and non
parametric estimations are proposed over the years, cf. [2,9,12,15,19,29,32] and references therein.

This paper is an attempt to offer an original alternative approach based on a purely stochastic geometric point
of view, in order to avoid regularity assumptions on the growth front describing birth-and-growth processes.
In particular, we model the time evolution of a birth-and-growth process as a geometric stochastic differential
equation of the following form

dΘt = ⊕Gtdt ∪ dBt or Θt+dt = (Θt ⊕ Gtdt) ∪ dBt (1.1)

where {Bt}t∈[t0,T ] and {Gt}t∈[t0,T ] are an increasing closed set-valued process and a bounded convex closed
set-valued process representing nucleation and growth, respectively. Roughly speaking, the increment dΘt,
during an infinitesimal time interval (t, t + dt], is an enlargement due to an infinitesimal Minkowski addend
Gtdt and by the union of an infinitesimal nucleation dBt. As expected, the differential equation (1.1) has to be
understood in integral form

Θt =
(
Θt0 ⊕

∫ t

t0

Gτdτ
)
∪

⋃
s∈[t0,t]

(
dBs ⊕

∫ t

s

Gτdτ
)
, (1.2)

so that the scope of this paper is to provide a rigorous mathematical meaning to (1.2). Clearly, these differential
and integral equations allow us to handle a continuous time stochastic geometric dynamical system. Moreover,
we deal with a non-local growth; i.e. growth is the same Minkowski addend at every x ∈ Θt. Nevertheless,
under a mesoscale hypothesis we can only consider constant growth region as described, for example, in [8].
Note that anisotropy growth occurs when Gt is not a ball; different growths may be observed along different
directions.

We want to observe that, the Minkowski sum was already employed in [27] to describe self-similar growth of
a single convex germ.

In view of applications, in [1], the authors showed how the model leads to different and significant statistical
results. In particular, they introduce different set-valued parametric estimators of the rate of growth of the
process, that arise naturally from a decomposition via Minkowski sum and that are consistent as the observation
window expands to the whole space. Moreover, keeping in mind that distributions of random closed sets are
determined by hitting functionals and that the nucleation process cannot be observed directly, in [1], the authors
provide an estimation procedure of the hitting function of the nucleation process.

The article is organized as follows. Section 2 contains some assumptions about (random) closed sets and
their properties. For the sake of simplicity, we present, in Section 3, main results of the paper (that im-
ply well-posedness of the model), whilst correspondent proofs are in Appendix A. Section 4 proposes some
discussions and interpretations.

2. Preliminary results

Let N, Z, R, R+ be the sets of all non-negative integer, integer, real and non-negative real numbers respec-
tively. Let X, X∗, B∗

1 be a Banach space, its dual space and the unit ball of the dual space centered in the origin
respectively. We shall consider

P = the family of all subsets of X, P′ = P \ {∅}
F = the family of all closed subsets of X, F

′ = F \ {∅}.

The subscripts b, k and c denote boundedness, compactness and convexity properties respectively (e.g. Fkc

denotes the family of all compact convex subsets of X).
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For all A, B ⊆ X and α ∈ R+, we define

A + B = {a + b : a ∈ A, b ∈ B} =
⋃

b∈B b + A, (Minkowski sum)
α · A = αA = {αa : a ∈ A}, (Scalar product)

By definition, for any A ⊆ X, α ∈ R+, we have ∅ + A = ∅ = α∅. It is well known that + is a commutative and
associative operation with a neutral element but (P′, +) is not a group (cf. [33]). The following relations are
useful in the sequel (see [34]): for all A, B, C ⊆ X

(A ∪ B) + C = (A + C) ∪ (B + C)
if B ⊆ C, A + B ⊆ A + C.

In the following, we shall work with closed sets. In general, if A, B ∈ F
′ then A + B does not belong to F

′ (e.g.,
in X = R let A = {n + 1/n : n > 1} and B = Z, then {1/n = (n + 1/n) + (−n)} ⊂ A + B and 1/n ↓ 0, but
0 
∈ A + B). In view of this fact, we define A ⊕ B = A + B where (·) denotes the closure in X.

For any A, B ∈ F
′ the Hausdorff distance (or metric) is defined by

δH(A, B) = max{sup
a∈A

d(a, B), sup
b∈B

d(b, A)}, where d(a, B) = inf
b∈B

‖a − b‖X.

For all (x∗, A) ∈ B∗
1×F

′, the support function is defined by s(x∗, A) = supa∈A x∗(a). It can be proved (cf. [4,21])
that for each A, B ∈ F

′
bc,

δH(A, B) = sup{|s(x∗, A) − s(x∗, B)| : x∗ ∈ B∗
1}. (2.1)

Let (Ω, F) be a measurable space with F complete with respect to some σ-finite measure, let X : Ω → P be a
set-valued map, and

D(X) = {ω ∈ Ω : X(ω) 
= ∅} be the domain of X,

X−1(A) = {ω ∈ Ω : X(ω) ∩ A 
= ∅}, A ⊂ X, be the inverse image of X.

Roughly speaking, X−1(A) is the set of all ω such that X(ω) hits set A. Different definitions of measurability
for set-valued functions are developed over the years by several authors (cf. [4,13,23,24] and reference therein).
Here, we’ll use the following facts.

Definition 2.1. X is measurable if, for each O, open subset of X, X−1(O) ∈ F.

Proposition 2.2 (See [24]). X : Ω → P is a measurable set-valued map if and only if D(X) ∈ F, and

(D(X), F′) → (R,BR)
ω �→ d(x, X(ω))

is a measurable function of ω ∈ D(X) for each x ∈ X, where F′ = {A ∩ D(X) : A ∈ F}.
Let μ be a positive measure on (Ω, F), then, from now on, U [Ω, F, μ; F′] (= U [Ω; F′] if no ambiguity may

arise) denotes the family of F
′-valued measurable maps (analogous notation holds whenever F

′ is replaced by
another family of subsets of X). Let (Ω, F, P) be a complete probability space. A RaCS X is an element of
U [Ω, F, P; F′]. It can be proved (see [25]) that, if X, X1, X2 are RaCS and if ξ is a measurable real-valued
function, then X1 ⊕ X2, X1 � X2, ξX and (Int X)C are RaCS. Moreover, if {Xn}n∈N is a sequence of RaCS
then X =

⋃
n∈N

Xn is a RaCS, too.
Let X be a RaCS, then TX(K) = P(X ∩ K 
= ∅), for all K ∈ Fk, is its hitting function (or Choquet capacity

functional). The well known Choquet-Kendall-Matheron Theorem states that, the probability law PX of any
RaCS X is uniquely determined by its hitting function (see [26]) and hence by QX(K) = 1 − TX(K).
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Let (Ω, F, μ) be a finite measure space (although most of the results hold for σ-finite measures space). The
Aumann integral of X ∈ U [Ω, F, μ; F′] is defined by∫

Ω

Xdμ =

{∫
Ω

xdμ : x ∈ SX

}
,

where SX = {x ∈ L1[Ω; X] : x ∈ X μ-a.e.} and
∫
Ω

xdμ is the usual Bochner integral in L1[Ω; X]. Moreover,∫
A Xdμ = {∫A xdμ : x ∈ SX} for A ∈ F. If μ is a probability measure, we denote the Aumann integral by

EX =
∫
Ω

Xdμ.
One may define

∫
Ω

Xdμ as a limit of integrals of simple RaCS, see [25], Def. 2.2.4 (Bochner integral)). The
two definitions are equivalent in our framework (see ([25], Thm. 2.2.5)). We use the definition of Aumann
integral in the proof of Proposition 3.7.

Let X ∈ U [Ω, F, μ; F′], it is integrably bounded, and we shall write X ∈ L1[Ω, F, μ; F′] = L1[Ω; F′], if
δH(X, {0}) ∈ L1[Ω, F, μ; R].

3. Geometric random process

Let us recall that the main purpose of this paper is the well-posedness of

Θt =

(
Θt0 ⊕

∫ t

t0

Gτdτ

)
∪

⋃
s∈[t0,t]

(
dBs ⊕

∫ t

s

Gτdτ

)
(1.2)

and hence the existence of such a random “geometric integral”. In other words, under what conditions is Θt a
RaCS? It is well known that finite union and Minkowski addition of RaCS are RaCS too. Thus, this problem
can be splitted in, essentially, two questions. Is

∫ t

s Gτdτ a RaCS? How can we handle the uncountable unions
of RaCS in (1.2)? The answers will be given in the Section 3.2, based on the following assumptions.

3.1. Model assumptions

From now on, let us consider the following assumptions.
(A-0) – (X, ‖ · ‖X) is a reflexive Banach space with separable dual space (X∗, ‖ · ‖X∗), (then, X is separable

too, see ([18], Lem. II.3.16 p. 65)).
– [t0, T ] ⊂ R is the time observation interval (or time interval),
– (Ω, F, {Ft}t∈[t0,T ], P) is a filtered probability space, where the filtration {Ft}t∈[t0,T ] is assumed to

have the usual properties.
(Nucleation Process). B = {B(ω, t) = Bt : ω ∈ Ω, t ∈ [t0, T ]} is a process with non-empty closed values, i.e.
B : Ω × [t0, T ] → F

′, such that
(A-1) Bt0 = Θt0 and B(·, t) ∈ U [Ω, Ft, P; F′], for every t ∈ [t0, T ]; i.e. Bt is an adapted (to {Ft}t∈[t0,T ]) process.
(A-2) Bt is increasing: for every t, s ∈ [t0, T ] with s < t, Bs ⊆ Bt.
Roughly speaking, Bt collects all nucleations up to time t.
(Growth Process). G = {Gt = G(ω, t) : ω ∈ Ω, t ∈ [t0, T ]} is a process with non-empty closed values, i.e.
G : Ω × [t0, T ] → F

′, such that
(A-3) for every ω ∈ Ω and t ∈ [t0, T ], 0 ∈ G(ω, t).
(A-4) for every ω ∈ Ω and t ∈ [t0, T ], G(ω, t) is convex, i.e. G : Ω × [t0, T ] → F

′
c.

(A-5) there exists K ∈ F
′
b such that G(ω, t) ⊆ K for every t ∈ [t0, T ] and ω ∈ Ω.

Remark 3.1. We note that no assumptions are made on the regularity of the boundary of nucleation process
and, hence, on the initial value Bt0 = Θt0 , so that point processes are acceptable nucleations. Smoothness
conditions are indeed necessary using the analytical approach of level set theory (see e.g. [5]).



406 G. ALETTI ET AL.

For what concerns Assumption (A-5), G(ω, t) ∈ F
′
b and δH(G(ω, t), {0}) ≤ δH(K, {0}), for any (ω, t) ∈

Ω× [t0, T ]. This upper bound on G is reasonable for most practical applications, since G represents the growth
speed of crystal, which usually remains finite.

Further, convexity hypothesis (A-4) is not so restrictive. In fact, since the Lebesgue measure is atomless, it
can be proved (see ([25], Cor. 2.1.6)) that, whenever integrals exist, the following expression holds

∫ b

a

G(ω, τ)dτ =
∫ b

a

coG(ω, τ)dτ.

In other words, convexity of G is not a prerequisite for the convexity of its Lebesgue integral. Thus, whenever
(1.2) is well posed, Θ will be the same employing a non-convex process G or employing its convex hull (co G).

Finally, convexity of G does not imply convexity of Θ, since B is not, in general, a convex set.

In order to establish the well-posedness of the integral
∫ t

t0
Gsds in (1.2), let us consider a suitable hypothesis

of measurability for G. A F
′-valued process G = {Gt}t∈[t0,T ] has left continuous trajectories on [t0, T ] if, for

every t ∈ [t0, T ] with t < t,
lim
t→t

δH(G(ω, t), G(ω, t)) = 0, a.s.

The σ-algebra on Ω× [t0, T ] generated by the processes {Gt}t∈[t0,T ] with left continuous trajectories on [t0, T ],
is called the previsible (or predictable) σ-algebra and it is denoted by P .

Proposition 3.2. The previsible σ-algebra is also generated by the collection of random sets A × {t0} where
A ∈ Ft0 and A × (s, t] where A ∈ Fs and (s, t] ⊂ [t0, T ].

Then let us consider the following assumption.
(A-6) G is P-measurable.

3.2. Main results

For the sake of simplicity, let us present the main results which proofs will be given in Section A. Let us
assume conditions from (A-0) to (A-6). For every t ∈ [t0, T ] ⊂ R, n ∈ N and Π = (ti)n

i=0 partition of [t0, t], let
us define

sΠ(t) =

(
Bt0 ⊕

∫ t

t0

G(τ)dτ

)
∪

n⋃
i=1

(
ΔBti ⊕

∫ t

ti

G(τ)dτ

)
(3.1)

SΠ(t) =

(
Bt0 ⊕

∫ t

t0

G(τ)dτ

)
∪

n⋃
i=1

(
ΔBti ⊕

∫ t

ti−1

G(τ)dτ

)
(3.2)

where ΔBti = Bti \ Bo
ti−1

(Bo
ti−1

denotes the interior set of Bti−1) and where the integral is in the Aumann
sense with respect to the Lebesgue measure dτ = dμλ. We write sΠ and SΠ instead of sΠ(t) and SΠ(t) when
the dependence on t is clear.

Proposition 3.3 collects some measurability and integrability properties of growth process; in particular, it
shows that

∫ b

a
G(·, τ)dτ is a RaCS with non-empty bounded convex values. Then, Proposition 3.4 guarantees

that both sΠ and SΠ are well defined RaCS, further, Proposition 3.5 shows sΠ ⊆ SΠ as a consequence of different
time intervals integration: if the time interval integration of G increases then the integral of G does not decrease
with respect to set-inclusion (Lem. A.3). Proposition 3.6 means that {sΠ} ({SΠ}) increases (decreases) whenever
a refinement of Π is considered. At the same time, Proposition 3.7 implies that sΠ and SΠ become close to
each other (in the Hausdorff distance sense) when partition Π becomes finer. The “limit” is independent on the
choice of the refinement as consequence of Proposition 3.8.

Corollary 3.9 means that, given any {Πj}j∈N refinement sequence of [t0, t], the random closed sets sΠj and
SΠj play the same role that lower sums and upper sums have in classical analysis when we define the Riemann
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integral. In fact, if Θt denotes their limit value (see (3.3)), sΠj and SΠj are a lower and an upper approximation
of Θt respectively. Note that, as a consequence of monotonicity of sΠj and SΠj , we avoid problems that may
arise considering uncountable unions in the integral expression in (1.2).

Proposition 3.3. Suppose (A-3), . . . , (A-6), and let μλ be the Lebesgue measure on [t0, T ], then
• G(ω, ·) ∈ U[[t0, T ],B[t0,T ], μλ; F′

bc

]
for every ω ∈ Ω.

• G(·, t) ∈ U [Ω, F̃t− , P; F′
bc] for each t ∈ [t0, T ], where F̃t− is the so called history σ-algebra i.e. F̃t− =

σ(Fs : 0 ≤ s < t) ⊆ F.
• G ∈ L1[[t0, T ],B[t0,T ], μλ; F′

bc] ∩ L1[Ω, F, P; F′
bc].

Furthermore, for every a, b ∈ [t0, T ] and ω ∈ Ω, the integral
∫ b

a G(ω, τ)dτ is non-empty and the set-valued map

Ga,b : Ω → P′

ω �→ ∫ b

a
G(ω, τ)dτ

is measurable, according to Definition 2.1. Moreover, Ga,b is a non-empty, bounded convex RaCS.

Proposition 3.4. Let Π be a partition of [t0, t]. Both sΠ and SΠ, defined in (3.1) and (3.2), are RaCS.

Proposition 3.5. Let Π be a partition of [t0, t]. Then sΠ ⊆ SΠ almost surely.

Proposition 3.6. Let Π and Π′ be two partitions of [t0, t] such that Π′ is a refinement of Π. Then, almost
surely, sΠ ⊆ sΠ′ and SΠ′ ⊆ SΠ.

Proposition 3.7. Let {Πj}j∈N be a refinement sequence of [t0, t] (i.e. |Πj | → 0 if j → ∞). Then, almost
surely, limj→∞ δH(sΠj , SΠj ) = 0.

Proposition 3.8. Let {Πj}j∈N and {Π′
l}l∈N be two distinct refinement sequences of [t0, t], then, almost surely,

lim
j → ∞
l → ∞

δH(sΠj , sΠ′
l
) = 0 and lim

j → ∞
l → ∞

δH(SΠj , SΠ′
l
) = 0.

Corollary 3.9. For every {Πj}j∈N refinement sequence of [t0, t], the following limits exist(⋃
j∈N

sΠj

)
, ( lim

j→∞
sΠj ), lim

j→∞
SΠj ,

⋂
j∈N

SΠj , (3.3)

and they are equal almost surely. The convergence is taken with respect to the Hausdorff distance.

We are now ready to define the associated continuous time stochastic process.

Definition 3.10. Assume (A-0), . . . , (A-6). For every t ∈ [t0, T ], let {Πj}j∈N be a refinement sequence of the
time interval [t0, t] and let Θt be the RaCS defined by(⋃

j∈N

sΠj (t)
)

= ( lim
j→∞

sΠj (t)) = Θt = lim
j→∞

SΠj (t) =
⋂
j∈N

SΠj (t),

then, the family Θ = {Θt : t ∈ [t0, T ]} is called geometric random process G-RaP (on [t0, T ]).

Theorem 3.11. Let Θ be a G-RaP on [t0, T ], then Θ is a non-decreasing process with respect to the set inclusion,
i.e.

P(Θs ⊆ Θt, ∀t0 ≤ s < t ≤ T ) = 1.

Moreover, Θ is adapted with respect to filtration {Ft}t∈[t0,T ].
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4. Discussion

In this section we want to stress out some characteristics of G-RaP.
A wide family of classical random sets and evolution processes can be represented by the previous model. In

particular, the Boolean model (see, e.g., [16]) is a G-RaP with “null growth”. Vice versa, it could be interesting
to ask under which conditions the G-RaP Θt is a Boolean process for every t.

In the R
d case, one can ask if these results allow us to handle processes having Hausdorff dimension smaller

than d. The answer is, in some sense, negative, since Minkowski sum is “fattening”. For example, consider
the R

2 case, two 1-dimensional sets A, B (two segments); then it is easy to see that, in general, A ⊕ B is a
2-dimensional set (a parallelogram whose edges are the two segments). On the other hand, the growth process
may be contained in a subspace of Hausdorff dimension smaller than d. As intersections and finite unions
preserve RaCS, one may obtain fancy G-RaP with lower dimension.

In the following, we consider the problem of definition of a discrete time process and some statistical appli-
cations.

4.1. Discrete time case and infinitesimal notations

Here, we justify the infinitesimal notations pass through the definition of the discrete time process.
Let us consider Θs and Θt with s < t. Let {Πj}j∈N be a refinement sequence of [t0, t]. For all j ∈ N, let

sΠj (s) =

(
Bt0 ⊕

∫ s

t0

G(τ)dτ

)
∪

⋃
t′ ∈ Πj

t′ ≤ s

(
ΔBt′ ⊕

∫ s

t′
G(τ)dτ

)
,

then, it is easy to get

sΠj (t) =

(
sΠj (s) ⊕

∫ t

s

G(τ)dτ

)
∪

⋃
t′ ∈ Πj

t′ > s

(
ΔBt′ ⊕

∫ t

t′
G(τ)dτ

)
.

Then, as a consequence of main results, whenever |Πj | → 0, we obtain

Θt =

(
Θs ⊕

∫ t

s

G(τ)dτ

)
∪ lim

|Πj|→0

⋃
t′ ∈ Π
t′ > s

(
ΔBt′ ⊕

∫ t

t′
G(τ)dτ

)
. (4.1)

The following notations

Gn =
∫ t

s

G(τ)dτ and Bn = lim
|Πj |→0

⋃
t′ ∈ Π
t′ > s

(
ΔBt′ ⊕

∫ t

t′
G(τ)dτ

)

lead us to the set-valued discrete time stochastic process

Θn =
{

(Θn−1 ⊕ Gn) ∪ Bn, n ≥ 1,
B0, n = 0.

(4.2)

Note that, we can derive the discrete time process (4.2) directly by defining {Bn : n ≥ 0} and {Gn : n ≥ 1}
as two families of RaCS, such that Bn is Fn-measurable and Gn is Fn−1-measurable, and where the filtration
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{Fn}n∈N is assumed to have the usual properties. Thus, the discrete time process Θ = {Θn : n ≥ 0} is defined
recursively by (4.2).

In view of (4.2), we are able to justify infinitesimal notations introduced in (1.1). In particular, from
equation (4.1), whenever |Πj | → 0, we obtain

Θt =

(
Bt0 ⊕

∫ t

t0

G(τ)dτ

)
∪

t⋃
s=t0

(
dBs ⊕

∫ t

s

G(τ)dτ

)
, t ∈ [t0, T ].

Moreover, with a little abuse of this infinitesimal notation, we get two differential formulations

dΘt = ⊕Gtdt ∪ dBt and Θt+dt = (Θt ⊕ Gtdt) ∪ dBt.

4.2. Statistical applications

For the sake of completeness, we report on statistical results obtained in [1]. In fact, authors provided
consistent estimators of the rate growth of Θ and the hitting function of Bn.

In view of applications, note that a sample of a birth-and-growth process is usually a time sequence of
pictures that represent process Θ at different temporal step; so that (4.2) is a spontaneous way to modelize it.
In particular, let us consider Θn−1, Θn that, for the sake of simplicity, will be denoted in this section by X and
Y respectively.

Note that, in practical cases, data are bounded by some observation window and, in order to reduce the
arisen edge effects, the authors in [1] considered the following estimators of G.

Ĝ1
W = (YW � X̌W�Ǩ) ∩ K,

Ĝ2
W =

([
YW ∪ (∂⊕K

W XW

)]� X̌W

) ∩ K;

where X̌ = {−x : x ∈ X} is the symmetric set (with respect to the origin) of X , W is the (bounded) observation
window, in the right side subscript notation denotes intersection (for example, YW = Y ∩ W ), � denotes the
Minkowski subtraction defined by A � B = (AC + B)C , K is a compact set such that K ⊇ G = Y � X̌, and(
∂⊕K

W XW

)
= (XW + K) \ W . Thus, as the standard statistical scheme for spatial processes suggests (see [28]),

the authors proved that Ĝ1
W , Ĝ2

W are consistent estimators of G as the observation window expands to the
whole space W ↑ X. So, let us consider a convex averaging sequence of sets {Wi}i∈N in X [17], i.e. each {Wi}
is convex and compact, Wi ⊂ Wi+1 for all i ∈ N and

sup{r ≥ 0 : B(x, r) ⊂ Wi for some x ∈ Wi} ↑ ∞, as i → ∞.

Proposition 4.1 (See [1]). Let Y , X be RaCS, let 0 ∈ G = Y �X̌ ⊆ K. Thus, for any W1, W2 with W2 ⊇ W1,
G ⊆ Ĝ1

W2
⊆ Ĝ1

W1
. In particular,

⋂
i∈N

Ĝ1
Wi

= G and limi→∞ δH(Ĝ1
Wi

, G) = 0 (i.e. Ĝ1
W is consistent).

Moreover, for every W ∈ F
′, it holds G ⊆ Ĝ2

W ⊆ Ĝ1
W . As a consequence, Ĝ2

W is consistent too (i.e. if W ↑ X,
then Ĝ2

W ↓ G).

Figure 1 is a computational application of above proposition.
From the birth-and-growth process point of view, it is also interesting to test whenever the nucleation process

B = {Bn}n∈N is a specific RaCS (for example a Boolean model or a point process). In general, the nth nucleation
Bn can not be directly observed, since it can be overlapped by other nuclei or by their evolutions. Nevertheless,
in [1], authors provided consistent estimators of the hitting function TBn(·) associated to the nucleation process.

A regular closed set in X is a closed set X ∈ F
′ for which X = Int X. For any K ∈ Fk, let Q̃B,W (K) =

Q̂Y,W (K)/Q̂X+Ĝ
W

,W (K), where Q̂(·) = 1 − T̂(·) is defined in [28] and ĜW is one between Ĝ2
W and Ĝ1

W .
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Figure 1. Two different time instants (X and Y ) pictures of a simulated birth-and-growth
process. The magnified pictures of the true growth used for the simulation, the computed Ĝ2

W ,
Ĝ1

W and Ĝ1
W�Ǩ

. Proposition 4.1 is satisfied since Ĝ1
W�Ǩ

⊇ Ĝ1
W ⊇ Ĝ2

W .

Proposition 4.2 (See [1]). Let X, Y be a.s. regular closed. Let G, B be two RaCS such that Y = (X ⊕G)∪B,
with B a stationary ergodic RaCS independent on G and X, and with G a.s. regular closed. Then, for any
K ∈ Fk, ∣∣Q̃B,W (K) − QB(K)

∣∣ −→
W↑X

0, a.s.

A. Proofs of Propositions in Section 3.2

Proof of Proposition 3.2. Let the σ-algebra generated by the above collection of sets be denoted by P ′. We
shall show P = P ′. Let G be a left continuous process and let α = (T − t0), consider for n ∈ N

Gn(ω, t) =

⎧⎪⎪⎨⎪⎪⎩
G(ω, t0), t = t0

G(ω, t0 + kα
2n ), (t0 + kα

2n ) < t ≤ (t0 + (k+1)α
2n )

k ∈ {0, . . . , (2n − 1)}

It is clear that Gn is P ′-measurable, since G is adapted. As G is left continuous, the above sequence of
left-continuous processes converges pointwise (with respect to δH) to G when n tends to infinity, so G is P ′-
measurable, thus P ⊆ P ′. Conversely consider A × (s, t] ∈ P ′ with (s, t] ⊂ [t0, T ] and A ∈ Fs. Let b ∈ X \ {0}
and G be the process

G(ω, v) =
{

b, v ∈ (s, t], ω ∈ A
0, otherwise

this function is adapted and left continuous, hence P ′ ⊆ P . �
In order to prove Proposition 3.3, let us recall the following properties for real processes. A real-valued

process X = {Xt}t∈[t0,T ] is predictable with respect to filtration {Ft}t∈R+ , if it is measurable with respect to the
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predictable σ-algebra PR, i.e. the σ-algebra generated by the collection of random sets A × {0} where A ∈ F0

and A × (s, t] where A ∈ Fs.

Lemma A.1 (see ([11], Prop. 2.30, 2.32 and 2.41)). Let X = {Xt}t∈[t0,T ] be a predictable real-valued process,
then X is (F ⊗ B[t0,T ],BR)-measurable. Further, for every ω ∈ Ω, the trajectory X(ω, ·) : [t0, T ] → R is
(B[t0,T ],BR)-measurable.

Lemma A.2. Let x∗ be an element of the unit ball B∗
1 of the dual space X∗, then G �→ s(x∗, G) is a (P ,BR)-

measurable map.

Proof. By definition s(x∗, G) = sup{x∗(g) : g ∈ G}. Since X is separable (A-0), there exists {gn}n∈N ⊂ G such
that G = {gn}. Then, for every x∗ ∈ B∗

1 we have

s(x∗, G) = sup
g∈G

x∗(g) = sup
n∈N

x∗(gn).

Since x∗ is an element of the dual space X∗, x∗ is a continuous map and then s(x∗, ·) is measurable. �
Proof of Proposition 3.3. Assumptions (A-3) and (A-4) imply that G is non-empty and convex. Measurability
and integrability properties are consequence of (A-6) and (A-5) respectively.

For the second part of proposition, we have to prove that Ga,b is a non-empty, bounded convex RaCS.
First, we prove that Ga,b is a measurable map. From the previous part, integral Ga,b =

∫ b

a G(ω, τ)dτ is well
defined for all ω ∈ Ω. Assumption (A-3) implies 0 ∈ Ga,b(ω) 
= ∅ for every ω ∈ Ω. Hence, the domain of Ga,b is
the whole Ω for all a, b ∈ [t0, T ]

D(Ga,b) = {ω ∈ Ω : Ga,b 
= ∅} = Ω ∈ F.

Thus, by Proposition 2.2 and for a fixed couple a, b ∈ [t0, T ], Ga,b is (weakly) measurable if and only if, for
every x ∈ X, the map

ω �→ d

(
x,

∫ b

a

G(ω, τ)dτ

)
= δH

(
x,

∫ b

a

G(ω, τ)dτ

)
(A.1)

is measurable. Equation (2.1) guarantees that (A.1) is measurable if and only if, for every x ∈ X, the map

ω �→ sup
x∗∈B∗

1

∣∣∣∣∣s(x∗, x) − s

(
x∗,
∫ b

a

G(ω, τ)dτ

)∣∣∣∣∣
is measurable. The above expression can be computed on a countable family dense in B∗

1 (note that such family
exists since X∗ is assumed separable (A-0))

ω �→ sup
n∈N

∣∣∣∣∣s(x∗
i , x) − s

(
x∗

i ,

∫ b

a

G(ω, τ)dτ

)∣∣∣∣∣.
It can be proved ([25], Thm. 2.1.12, p. 46) that

s

(
x∗,
∫ b

a

G(ω, τ)dτ

)
=
∫ b

a

s(x∗, G(ω, τ))dτ, ∀x∗ ∈ B∗
1

and therefore, since s(x∗
i , x) is a constant, Ga,b is measurable if, for every x∗ ∈ {x∗

i }i∈N, the following map

(Ω, F) → (R,BR)
ω �→ ∫ b

a s(x∗, G(ω, τ))dτ
(A.2)
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is measurable. Note that s(x∗, G(·, ·)), as a map from Ω× [t0, T ] to R, is predictable since it is the composition
of a predictable map (A-6) with a measurable one (see Lem. A.2):

s(x∗, G(·, ·)) : (Ω × [t0, T ],P) → (F′, σf ) → (R,BR)
(ω, t) �→ G(ω, t) �→ s(x∗, G(ω, t))

thus, by Lemma A.1, it is a P-measurable map and hence (A.2) is a measurable map.
In view of the first part, it remains to prove that Ga,b is a bounded convex set for a.e. ω ∈ Ω. From the first

part of proof and since X is reflexive (A-0), we get that Ga,b is closed (see ([25], Thm. 2.2.3)). Further, Ga,b is
also convex (see ([25], Thm. 2.1.5 and Cor. 2.1.6)).

To conclude the proof, it is sufficient to show that Ga,b is included in a bounded set:

∫ b

a

G(ω, τ)dτ =

{∫ b

a

g(ω, τ)dτ : g(ω, ·) ∈ G(ω, ·) ⊆ K

}

⊆
{∫ b

a

kdτ : k ∈ K

}
= {(b − a)k : k ∈ K} = (b − a)K. �

Proof of Proposition 3.4. For every i ∈ {0, . . . , n}, ∫ t

ti−1
G(τ)dτ is a RaCS (Proposition 3.3). Thus, measura-

bility Assumption (A-1) on B guarantees that, for every ti ∈ Π, Bti , ΔBti ,
(
ΔBti ⊕

∫ t

ti
G(τ)dτ

)
, and hence sΠ

and SΠ are RaCS. �

Lemma A.3. Let X ∈ L1[I, F, μλ; F′], where I is a bounded interval of R, such that 0 ∈ X μλ-almost everywhere
on I and let I1, I2 be two other intervals of R with I1 ⊂ I2 ⊂ I. Then∫

I1

X(τ)dτ ⊆
∫

I2

X(τ)dτ.

Proof. Let y ∈ (∫I1 X(τ)dτ
)
, then there exists x ∈ SX , for which y =

( ∫
I1

x(τ)dτ
)
. Let us define on I2(⊃ I1)

x′(τ) =
{

x(τ), τ ∈ I1

0, τ ∈ I2 \ I1

then x′ ∈ SX and y =
( ∫

I2
x′(τ)dτ

) ∈ ( ∫
I2

X(τ)dτ
)
. �

Proof of Proposition 3.5. The thesis is a consequence of Lemma A.3 and Minkowski addition properties, in fact( ∫ t

ti−1
G(τ)dτ

) ⊆ ( ∫ t

ti
G(τ)dτ

)
implies sΠ ⊆ SΠ. �

Proof of Proposition 3.6. Let Π′ be a refinement of partition Π of [t0, t], i.e. Π ⊂ Π′. We prove that sΠ ⊆ sΠ′

(SΠ′ ⊆ SΠ is analogous). It is sufficient to show the thesis only for Π′ = Π ∪ {t} where Π = {t0, . . . , tn} with
t0 < . . . < tn = t and t ∈ (t0, t). Let i ∈ {0, . . . , (n − 1)} be such that ti ≤ t ≤ ti+1 then

sΠ =

(
Bt0 ⊕

∫ t

t0

G(τ)dτ

)
∪

n⋃
j = 1

j �= i + 1

(
ΔBtj ⊕

∫ t

tj

G(τ)dτ

)
∪
[(

Bti+1 \ Bo
ti

)
⊕
∫ t

ti+1

G(τ)dτ

]
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and

sΠ′ =

(
Bt0 ⊕

∫ t

t0

G(τ)dτ

)
∪

n⋃
j = 1

j �= i + 1

(
ΔBtj ⊕

∫ t

tj

G(τ)dτ

)

∪
[
(Bt \ Bo

ti
) ⊕

∫ t

t

G(τ)dτ

]
∪
[
(Bti+1 \ Bo

t ) ⊕
∫ t

ti+1

G(τ)dτ

]

Definitely, in order to prove that sΠ ⊆ sΠ′ we have to prove that[
(Bti+1 \ Bo

ti
) ⊕

∫ t

ti+1

G(τ)dτ

]
⊆
[
(Bt \ Bo

ti
) ⊕

∫ t

t

G(τ)dτ

]
∪
[
(Bti+1 \ Bo

t ) ⊕
∫ t

ti+1

G(τ)dτ

]

This inclusion is a consequence of
( ∫ t

ti+1
G(τ)dτ

) ⊆ ( ∫ t

t G(τ)dτ
)

(Lem. A.3) and of the Minkowski sum distri-
bution property. �

Proof of Proposition 3.7. Let Πj = (ti)n
i=0 be the j-partition of the refinement sequence {Πj}j∈N, then

δH(sΠj , SΠj ) = max

{
sup

x∈sΠj

d(x, SΠj ), sup
y∈SΠj

d(y, sΠj )

}

where d(x, SΠj ) = infy∈SΠj
‖x − y‖X. By Proposition 3.5, sΠj ⊆ SΠj then

sup
x∈sΠj

d(x, SΠj ) = 0

and hence we have to prove that, whenever j → ∞ (i.e. |Πj | → 0),

δH(sΠj , SΠj ) = sup
y∈SΠj

d(y, sΠj ) = sup
y∈SΠj

inf
x∈sΠj

‖x − y‖X −→ 0.

For every ω ∈ Ω, let y be any element of SΠj (ω), then we distinguish two cases:

(1) if y ∈ (Bt0(ω) ⊕ ∫ t

t0
G(ω, τ)dτ

)
, then it is also an element of sΠj (ω), and hence d(sΠj (ω), y) = 0.

(2) if y 
∈ (Bt0(ω) ⊕ ∫ t

t0
G(ω, τ)dτ

)
, then there exist j ∈ {1, . . . , n} such that

y ∈
(

ΔBtj (ω) ⊕
∫ t

tj−1

G(ω, τ)dτ

)
.

By definition of ⊕, for every ω ∈ Ω, there exist

{ym}m∈N ⊆
(

ΔBtj (ω) +
∫ t

tj−1

G(ω, τ)dτ

)
,

such that limm→∞ ym = y. Then, for every ω ∈ Ω, there exist hm ∈ ΔBtj (ω) and gm ∈ ( ∫ t

tj−1
G(ω, τ)dτ

)
such that ym = (hm + gm) and hence

y = lim
m→∞(hm + gm) = lim

m→∞ ym
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where the convergence is in the Banach norm, then let m ∈ N be such that ‖y − ym‖X < |Πj |, for every
m > m.

Note that, for every ω ∈ Ω and m ∈ N, by Aumann integral definition, there exists a selection ĝm(·)
of G(ω, ·) (i.e. ĝm(t) ∈ G(ω, t) μλ-a.e.) such that

gm =
∫ t

tj−1

ĝm(τ)dτ and ym = hm +
∫ t

tj−1

ĝm(τ)dτ .

For every ω ∈ Ω, let us consider

xm = hm +
∫ t

tj

ĝm(τ)dτ

then xm ∈ sΠj (ω) for all m ∈ N. Moreover, the following chain of inequalities hold, for all m > m and
ω ∈ Ω,

inf
x′∈sΠj

‖x′ − y‖X ≤ ‖xm − y‖X ≤ ‖xm − ym‖X + ‖ym − y‖X

≤
∥∥∥∥∫ tj

tj−1

ĝm(τ)dτ

∥∥∥∥
X

+ |Πj | ≤
∫ tj

tj−1

‖ĝm(τ)‖Xdτ + |Πj |

≤
∫ tj

tj−1

δH(G(τ), {0})dτ + |Πj | ≤ |tj − tj−1|δH(K, {0}) + |Πj |

≤ |Πj |(δH(K, {0}) + 1)
j→∞−→ 0

since δH(K, {0}) is a positive constant. By the arbitrariness of y ∈ SΠj (ω) we obtain the thesis. �

Proof of Proposition 3.8. Let Πj and Π′
l be two partitions of the two distinct refinement sequences {Πj}j∈N

and {Π′
l}l∈N of [t0, t]. Let Π′′ = Πj ∪ Π′

l be the refinement of both Πj and Π′
l. Then Proposition 3.6 and

Proposition 3.5 imply that sΠj ⊆ sΠ′′ ⊆ SΠ′′ ⊆ SΠ′
l
. Therefore sΠj ⊆ SΠ′

l
for every j, l ∈ N. Then

( ⋃
j∈N

sΠj

)
⊆
⋂
l∈N

SΠ′
l
.

Analogously ( ⋃
l∈N

sΠ′
l

)
⊆
⋂
j∈N

SΠj .

Proposition 3.7 concludes the proof. �

In order to prove Theorem 3.11, let us consider the following lemma that shows how sΠ(t) and SΠ(t) are not
decreasing with respect to time t.

Lemma A.4. Let s, t ∈ [t0, T ] with t0 < s < t and let Π be a partition of [t0, t]. Then

sΠ(s) ⊆ sΠ(t) and SΠ(s) ⊆ SΠ(t).
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Proof. The proofs of the two inclusions are similar. Let us prove that sΠ(s) ⊆ sΠ(t). By Lemma A.3, we have
that

sΠ(s) =

(
Bt0 ⊕

∫ s

t0

G(τ)dτ

)
∪

⋃
t′ ∈ Π
t′ ≤ s

(
ΔBt′ ⊕

∫ s

t′
G(τ)dτ

)

⊆
(

Bt0 ⊕
∫ t

t0

G(τ)dτ

)
∪

⋃
t′ ∈ Π
t′ ≤ s

(
ΔBt′ ⊕

∫ t

t′
G(τ)dτ

)

⊆
(

Bt0 ⊕
∫ t

t0

G(τ)dτ

)
∪
⋃

t′∈Π

(
ΔBt′ ⊕

∫ t

t′
G(τ)dτ

)

i.e. sΠ(s) ⊆ sΠ(t). �
Proof of Theorem 3.11. For every s, t ∈ [t0, T ] with s < t, let {Πi}i∈N be a refinement sequence of [t0, t], such
that s ∈ Π1 (and hence s ∈ Πi for every i ∈ N). Then, by Lemma A.4, SΠi(s) ⊆ SΠi(t). Now, as i tends to
infinity, we obtain

Θs =
⋂

i→∞
SΠi(s) ⊆

⋂
i→∞

SΠi(t) = Θt.

For the second part, note that Proposition 3.3 still holds replacing Ft instead of F, so that for every s ∈ [t0, T ],
the family {∫ t

s G(ω, τ)dτ}t∈[s,T ] is an adapted process to the filtration {Ft}t∈[t0,T ]. This fact together with
Assumption (A-1) guarantees that {SΠ}t∈[s,T ] is adapted for every partition Π of [s, T ] and hence Θ is adapted
too. �
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