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Abstract. For every integer k, a k-representation of 2k−1 is a string n = (n1, . . . , nk) of nonneg-

ative integers such that
∑k

j=1
2nj = 2k−1, and W(1, k) is their number. We present an efficient

recursive formula for W(1, k); this formula allows also to prove the congruence W(1, k) = 4+(−1)k

(mod 8) for k ≥ 3.
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1. Introduction and main result

A k-representation of an integer ` is a string n = (n1, . . . , nk) of nonnegative integers such that
∑k

j=1 2nj = `, strings differing by the order being considered as distinct. We denote by U(`, k)

the number of k-representations of `, thus

U(`, k) := ]{n = (n1, . . . , nk) ∈ N
k :

k∑

j=1

2nj = `}.

For any fixed k the sequence U(`, k) admits a maximum when ` varies, and the second author met

these constants as a part of his study of the cancellation in certain short exponential sums [9]:

the result there proved depended also on the ability to compute max`{U(`, k)} for large k. This

task cannot be done simply enumerating all the k-representations of a suitable `, since this

number grows more than exponentially and the computation becomes unfeasible already for

small values of k. Our strategy for its computation is the following. The chaotic behavior of

U(`, k) as depending on ` disappears if it is restricted to integers having the same number of

non-zero digits in their binary representation. This suggests to introduce the new quantities

W(σ, k) = max` : σ(`)=σ{U(`, k)}, where σ(`) counts the number of digits 1 appearing in the

binary representation of `. The calculation of W(σ, k) for σ > 1 is an easy matter if the sequence

W(1, k) is known, thanks to the recursive formula (see [9] for a proof)

W(σ, k) = k!

k−1∑

n=1

W(1, n)

n!
·
W(σ − 1, k − n)

(k − n)!
.

Thus we have reduced the problem of the computation of max`{U(`, k)} to that of the computation

of maxσ{W(σ, k)} and then to that of W(1, k). The definition of W(1, k) as maxw{U(2w, k)} is

not satisfactory for its computation, unless we can determine for which w = w(k) the maximum

is reached. Luckily this can be done, and the maximum is attained for every w ≥ k − 1, thus

proving that W(1, k) is equal to U(2k−1, k) (see [9, Lemma 1]). Also W(1, k) grows more than

exponentially (see [10]), and, once again, it is substantially impossible to compute these constants
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simply by searching all the k-representations of 2k−1. Theorem 1 below provides an effective

algorithm to do the job.

Theorem 1. Let Mk,l be the double sequence defined as

Mk,l = 0 if l ≥ k,(1a)

Mk,k−1 = 1 if k > 1,(1b)

Mk,l =
2l∑

s=1

(
k + l − 1

2l − s

)

Mk−l,s if 1 ≤ l < k − 1.(1c)

Then W(1, k) = Mk,1 for all k > 1.

This algorithm is independent of, but shows several similarities with an analogous algorithm

proposed by Even and Lempel [3] to enumerate all prefix codes (also called Huffman codes) on

an alphabet of two symbols. The connection comes from the characteristic-sum equation

k∑

j=1

2−wj = 1,

where (w1, . . . , wk) is the word-length vector of such a code: as we see, multiplying the equation

by 2w with w :=
∑k

j=1wj , we get exactly a k-representation of 2w. Nevertheless, codes having the

same word-lengths are isomorphic, thus the Even-Lempel algorithm does not compute W(1, k)

but only the number of nonnegative solutions of
∑k

j=1 2nj = 2k−1 satisfying the further restriction

n1 ≤ n2 ≤ · · · ≤ nk.

As we have already recalled, our first application of the algorithm in Theorem 1 was essentially

numerical, since it allows to compute W(1, k) for k ≤ 2000 in a little more than one hour on a

conventional 2008 PC. Nevertheless, recently the second author [10] has used this result also to

prove that (W(1, k)/k!)1/k tends to a constant whose value is approximatively 1.192 . . ., a fact

disproving an old conjecture of Knuth privately communicated to Tarjan in early ’70. Moreover,

a regular pattern emerges already from the first few W(1, k), when they are computed modulo

some fixed integer; for example all of them are odd integers! Section 3 of this paper is devoted

to the proof of a second theorem generalizing this remark to congruences modulo 8, once again

as a consequence of the formula in Theorem 1. Other congruences are proposed in Section 3, but

that one modulo 8 is the unique which we are able to prove.

2. Proof of Theorem 1

The proof requires several definitions and lemmas. Let Rk,l be the set of vectors of nonnegative

integers where the first entry is l, each further entry is two times the previous one at most, and

whose sum is k − 1; in other words

Rk,l := {r ∈ N
k−1 : r1 = l, 0 ≤ rs ≤ 2rs−1 ∀s, r1 + r2 + · · ·+ rk−1 = k − 1}.

Moreover, let the weight of a vector r ∈ Rk,l be the integer

νk,l(r) :=
(k + l − 1)!

(2r1 − r2)! · · · (2rk−2 − rk−3)!(2rk−1)!
.
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Lemma 1. For k > 1 let Mk,l :=
∑

r∈Rk,l
νk,l(r); the sequence Mk,l satisfies the recursive laws

in (1).

Proof. The definition of Rkl shows that Rk,l = ∅ when l ≥ k, proving (1a); besides, Rk,k−1

contains the unique vector (k − 1, 0, . . . , 0) whose weight is 1, hence also (1b) is proved. At last,

the set Rk,l can be recursively generated, because

Rk,l =
⋃

1≤s≤2l

{(l, r′), r
′ ∈ Rk−l,s}.

This formula gives

Mk,l =
∑

r∈Rk,l

νk,l(r) =
2l∑

s=1

∑

r
′∈Rk−l,s

νk,l((l, r
′))

=
2l∑

s=1

∑

r
′∈Rk−l,s

(k + l − 1)!

(2l − r′1)! · · · (2r
′
k−3 − r

′
k−4)!(2r

′
k−2)!

=
2l∑

s=1

(k + l − 1)!

(2l − s)!(k − l + s− 1)!

∑

r
′∈Rk−l,s

(k − l + s− 1)!

(2r′1 − r
′
2)! · · · (2r

′
k−3 − r

′
k−4)!(2r

′
k−2)!

=

2l∑

s=1

(
k + l − 1

2l − s

)
∑

r
′∈Rk−l,s

νk−l,s(r
′) =

2l∑

s=1

(
k + l − 1

2l − s

)

Mk−l,s,

which is (1c). �

For every s ∈ N and n = (n1, . . . , nm) ∈ Z
m with m ≥ s, we define φs(n) as follows: for s = 0

we set φ0(n) := n, while for s > 0 we set

φs(n) := (n1 − 1, n1 − 1, n2 − 1, n2 − 1, . . . , ns − 1, ns − 1, ns+1, . . . , nm);

in other words, φs subtracts one from the first s entries of n and double them in number. The

following facts have an immediate proof:

(a) φs(n) ∈ Z
m+s;

(b) if the string n is non-decreasing, then φs(n) is non-decreasing, too;

(c)
∑m

j=1 2nj =
∑m+s

j=1 2φs(n)j .

For every r ∈ Rk,1, we define the map ψr := φrk−1
◦ φrk−2

◦ · · · ◦ φr1
. At last, let Nk be the set of

ordered k-representations of 2k−1, i.e.

Nk := {n ∈ N
k : n1 ≤ n2 ≤ · · · ≤ nk,

k∑

j=1

2nj = 2k−1}.

Lemma 2. When k > 1 the map ψ sending r to ψr((k− 1)) is a bijection between Rk,1 and Nk.

Proof. The definition of ψr as φrk−1
◦ φrk−2

◦ · · · ◦ φr1
and (a) show that ψr((k − 1)) is a vector

in Z
1+
∑

j rj = Z
k. Each map φs decreases the entries of its argument by a unity, at most, hence

the map ψr for r ∈ Rk,1 decreases the entries of its argument by k − 1, at most: this implies

that the entries of ψr((k − 1)) are nonnegative. Finally, by (c) we conclude that ψr((k − 1)) is a
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k-representation of 2k−1, which is in Nk by (b).

It is not difficult to get convinced that

(2) ψr((k − 1)) = ( 0
︸︷︷︸

2rk−1 times

, 1
︸︷︷︸

2rk−2 − rk−1 times

, . . . , k − 3
︸ ︷︷ ︸

2r2 − r3 times

, k − 2
︸ ︷︷ ︸

2r1 − r2 times

),

an identity proving that ψ is one to one.

We prove that ψ is surjective by giving an explicit algorithm to generate r ∈ Rk,1 such that

ψr((k − 1)) = n, for every n ∈ Nk. Let n ∈ Nk be given, thus n ∈ N
k with

∑k
j=1 2nj = 2k−1

and n1 ≤ n2 ≤ · · · ≤ nk. If n1 is not 0, we take rk−1 = rk−2 = . . . = rk−n1
= 0; this is the

unique choice for these components of r which accords with (2). Let m be the index such that

n1 = n2 = · · · = nm < nm+1, where the last inequality is meaningful only if m < k. Under the

assumption k > 1 the number n1 is strictly less than k−1, therefore the equality
∑k

j=1 2nj = 2k−1

considered modulo 2n1+1 produces the congruencem2n1 = 0 (mod 2n1+1), proving thatm is even.

We set rk−n1−1 = m/2 and substitute n with a new and shorter vector

n
′ := ( n1 + 1

︸ ︷︷ ︸

m/2 times

, nm+1, . . . , nk).

The previous arguments prove that n = (φrk−1
◦· · ·◦φrk−n1

◦φrk−n1−1
)(n′). A congruence modulo

2n1+2 shows that the number m′ of entries in n
′ with value n1 + 1 is even, therefore we can set

rk−n1−2 = m′/2, obtaining that n
′ = φrk−n1−2

(n′′) for a suitable n
′′. This process can be repeated

k − n1 times and produces the required vector r in Rk,1. �

Now we can conclude the proof of Theorem 1. We say that two k-representations n and n
′

of 2k−1 are equivalent when there exists a permutation π such that π(n) = n
′. This relation is

evidently an equivalence and Nk is a set of representatives. Denoting by µ(n) the number of k-

representations of 2k−1 which are equivalent to n, we have therefore thatW(1, k) =
∑

n∈Nk
µ(n).

By Lemma 2 we know that n = ψ(r) for some r ∈ Rk,1 and by (2) we see that µ(n) = νk,1(r),

therefore we conclude that W(1, k) =
∑

r∈Rk,1
νk,1(r) which is Mk,1, by definition.

3. A congruence

Let T be the infinite matrix defined as the limit of the matrices Tn with

T0 = (1), Tn+1 =

(

Tn 0

Tn Tn

)

=

(

1 0

1 1

)

⊗ Tn for n > 0,

where the limit is taken with respect to the inclusion Tn+1 =
(

Tn 0
∗ ∗

)
. The matrix T is the

prototype of a discrete self-similar set and is strictly connected to the Sierpiński’s triangle. In

a seminal paper, Lucas [8] proved a very efficient way to compute the residue of the binomial

coefficients modulo any fixed prime p (for an alternative proof see [4]). When p = 2 his result

says that

(3)

(
2a+ a0

2b+ b0

)

=

(
a

b

)(
a0

b0

)

(mod 2),

for every a, b ∈ N, for every a0, b0 ∈ {0, 1}. An equivalent statement says that
(
a
b

)
is odd if and

only if a dominates b, in symbols a � b, where ‘a dominates b’ means that if a =
∑

j aj2
j and
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b =
∑

j bj2
j are the binary representations of a and b, then aj ≥ bj for every j. This result proves

that if we take the residues of the entire Pascal’s triangle modulo 2 we get exactly the set T (see

also [5]).

The interest of this result for the present paper comes from the fact that, quite surprisingly, the set

T appears also when our matrix Mk,l is reduced modulo 2. In view of the different normalization

of the indexes this remark can be stated by saying that Mk,l =
(
k−2
l−1

)
(mod 2) for every k, l with

k ≥ 2.

Recently also the residues of the binomial coefficients modulo prime powers have been studied,

see for example [1, 2, 6, 7]. The following congruences are simple consequences of the result in [1]:

(4)

(
2a+ 1

2b+ 1

)

= (−1)a(b+1)

(
a

b

)

(mod 4),

(
2a

2b

)

=

(
a

b

)

(mod 4).

The analogy between our matrix Mk,l and the binomial coefficients is preserved also at higher

powers of 2: in fact, in this section we prove the following result

Theorem 2. For k ≥ 3,

Mk,l = (−1)kl

(
k − 2

l − 1

)

+ 4(T ⊗A)k−2,l (mod 8), where A :=

(
1 0 0 0
1 0 0 0
1 0 0 0
1 1 0 0

)

.

An immediate consequence of this result is that

W(1, k) = Mk,1 = 4 + (−1)k (mod 8) ∀k ≥ 3.(5)

The pattern shown by Mk,l modulo 2m with m > 3 is very complicated, much more complicated

than that one of the binomial coefficients; however, a some kind of regularity is still preserved.

For example, we have observed (but not proved) the following congruences

W(1, k) = (−1)k + 4 + 8 (mod 24) ∀k ≥ 4,

W(1, k) = (−1)k + 4 + 8(−1)dk/2e + 16 (mod 25) ∀k ≥ 5,

and that, more generally, the values of W(1, k) modulo 2m seem to be 2m periodic for k ≥ m for

every m. Our numerical calculations show that any regularity disappears when the residues of

Mk,l are considered modulo powers of odd primes: the analogy between Mk,l and the binomial

coefficients is therefore limited to the powers of 2, but some regularity is preserved for W(1, k).

For example, we have observed (without proof, again) that

W(1, 8km) = (−(−1)(m−1)/2 + 2 + 4D)m (mod 8m) ∀k, ∀m odd,

where D = D(m) is 0 if m = 5, 7 (mod 8) and 1 when m = 1, 3 (mod 8). Also this conjecture

can be easily generalized modulo 2rm with higher powers r. At present we are unable to prove

all these facts, but the congruence in Theorem 2.

Each W(1, k) is an odd number. This an immediate consequence of (5), but there is a simple

combinatoric argument proving it; the proof runs as follows. Every k-representation (n1, . . . , nk)

of 2k−1 generates a second k-representation (nk, . . . , n1), thus W(1, k) is odd if and only if the

number of k-representations fixed by this transformation is odd. Each symmetric k-representation

(n1, . . . , ndk/2e, ndk/2e+1, . . . , nk) produces a dk/2e-representation of 2k−2 selecting the first few
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dk/2e entries (for an odd index k the last entry ndk/2e is strictly positive and must be dimin-

ished by one in order to build the representation of 2k−2). This correspondence is a bijection

with the dk/2e-representations of 2k−2. Since 2k−2 ≥ 2dk/2e−1 for k ≥ 2, the number of dk/2e-

representations of 2k−2 is W(1, dk/2e), thus the argument proves that

W(1, k) =W(1, dk/2e) (mod 2) ∀k ≥ 2,

and we can deduce that each W(1, k) is odd by induction on k, because W(1, 1) = W(1, 2) = 1.

We ignore if also (5) or even the other congruences admit such an easy combinatoric proof.

For the proof of Theorem 2 we need some preliminary lemmas.

Lemma 3. Let Fk,l :=
∑2l

s=1

(
k+l−1
2l−s

)
(−1)(k−l)s

(
k−l−2
s−1

)
; the following equality holds modulo 8:

Fk,l =







(2(k−2)+1
2(l−1)+1

)
if k − l = 0 (mod 2)

−
(2(k−2)+1

2(l−1)+1

)
+ 2
(
k−2
l−1

)
if k − l = 3 (mod 4)

−
(2(k−2)+1

2(l−1)+1

)
− 2
(
k−2
l−1

)
+ 4
(b k−3

2
c

b l−2

2
c

)
if k − l = 1 (mod 4).

Proof. The proof is an elementary calculation using the Vandermonde identity
∑w

j=0

(
m

w−j

)(
n
j

)
=

(
m+n

w

)
and congruences (3)-(4). In fact, suppose k−l = 0 (mod 2), then Fk,l =

∑2l−1
s=0

(
k+l−1
2l−1−s

)(
k−l−2

s

)

that by Vandermonde equals
(
2k−3
2l−1

)
. Suppose now k − l = 1 (mod 2), then

Fk,l = −
2l−1∑

s=0

(−1)s

(
k + l − 1

2l − 1− s

)(
k − l − 2

s

)

= −
2l−1∑

s=0

(
k + l − 1

2l − 1− s

)(
k − l − 2

s

)

+ 2
2l−1∑

s=0
s odd

(
k + l − 1

2l − 1− s

)(
k − l − 2

s

)

that by Vandermonde becomes

= −

(
2k − 3

2l − 1

)

+ 2
l−1∑

u=0

(
2k+l−1

2

2(l − 1− u)

)(
2k−l−3

2 + 1

2u+ 1

)

.

Recalling that we are computing modulo 8 and using the congruences in (4) we conclude that

(6) Fk,l = −

(
2k − 3

2l − 1

)

+ 2
l−1∑

u=0

( k+l−1
2

l − 1− u

)

(−1)
k−l−3

2
(u+1)

(k−l−3
2

u

)

.

Suppose k − l = 3 (mod 4), then we have

Fk,l = −

(
2k − 3

2l − 1

)

+ 2
l−1∑

u=0

( k+l−1
2

l − 1− u

)(k−l−3
2

u

)

= −

(
2k − 3

2l − 1

)

+ 2

(
k − 2

l − 1

)

by Vandermonde, again. On the contrary, suppose k − l = 1 (mod 4), then (6) gives

Fk,l = −

(
2k − 3

2l − 1

)

− 2
l−1∑

u=0

( k+l−1
2

l − 1− u

)

(−1)u

(k−l−3
2

u

)

= −

(
2k − 3

2l − 1

)

− 2
l−1∑

u=0

( k+l−1
2

l − 1− u

)(k−l−3
2

u

)

+ 4
l−1∑

u=0
u odd

( k+l−1
2

l − 1− u

)(k−l−3
2

u

)

,
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i.e.

(7) Fk,l = −

(
2k − 3

2l − 1

)

− 2

(
k − 2

l − 1

)

+ 4

b l−2

2
c

∑

v=0

( k+l−1
2

l − 2− 2v

)( k−l−3
2

2v + 1

)

.

Suppose l = 2l′, then k = 2k′ + 1 with k′ − l′ = 0 (mod 2) (because we are assuming k − l = 1

(mod 4)) and from (7) we have

Fk,l = −

(
2k − 3

2l − 1

)

− 2
l−1∑

u=0

(
k − 2

l − 1

)

+ 4
l′−1∑

v=0

(
k′ + l′

2(l′ − 1− v)

)(
k′ − l′ − 1

2v + 1

)

= −

(
2k − 3

2l − 1

)

− 2

(
k − 2

l − 1

)

+ 4
l′−1∑

v=0

(
2k′+l′

2

2(l′ − 1− v)

)(
2k′−l′−2

2 + 1

2v + 1

)

.

Since we are computing modulo 8, using the congruences in (3) we have

Fk,l = −

(
2k − 3

2l − 1

)

− 2

(
k − 2

l − 1

)

+ 4
l′−1∑

v=0

( k′+l′

2

l′ − 1− v

)(k′−l′−2
2

v

)

that by Vandermonde gives

Fk,l = −

(
2k − 3

2l − 1

)

− 2

(
k − 2

l − 1

)

+ 4

(
k′ − 1

l′ − 1

)

which agrees with the claim, since
⌊

k−3
2

⌋
= k′ − 1 and

⌊
l−2
2

⌋
= l′ − 1.

Finally, suppose l = 2l′ + 1, then k = 2k′ with k′ − l′ = 1 (mod 2) and from (7) we have

Fk,l = −

(
2k − 3

2l − 1

)

− 2

l−1∑

u=0

(
k − 2

l − 1

)

+ 4

l′−1∑

v=0

(
k′ + l′

2l′ − 1− 2v

)(
k′ − l′ − 2

2v + 1

)

= −

(
2k − 3

2l − 1

)

− 2

(
k − 2

l − 1

)

+ 4
l′−1∑

v=0

(
2k′+l′−1

2 + 1

2(l′ − 1− v) + 1

)(
2k′−l′−3

2 + 1

2v + 1

)

.

As before, using the congruences in (3) we have

= −

(
2k − 3

2l − 1

)

− 2

(
k − 2

l − 1

)

+ 4
l′−1∑

v=0

( k′+l′−1
2

l′ − 1− v

)(k′−l′−3
2

v

)

that by Vandermonde gives

= −

(
2k − 3

2l − 1

)

− 2

(
k − 2

l − 1

)

+ 4

(
k′ − 2

l′ − 1

)

which agrees with the claim, since
⌊

k−3
2

⌋
= k′ − 2 and

⌊
l−2
2

⌋
= l′ − 1. �

Lemma 4. For k ≥ 3 and l ≥ 1 we have modulo 8:

Fk,l − (−1)kl

(
k − 2

l − 1

)

= 4(T ⊗B)k−2,l where B :=

(
1 0 0 0
1 0 0 0
0 0 0 0
1 0 0 0

)

.

Proof. By Lemma 3 we must prove that
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(−1)k−l

(
2k + 1

2(l − 1) + 1

)

+ 2δk−l=1(2)(−1)
k−l−1

2

(
k

l − 1

)

+ 4δk−l=3(4)

(⌊k−1
2

⌋

⌊
l−2
2

⌋

)

− (−1)kl

(
k

l − 1

)

= 4(T ⊗B)k,l (mod 8) ∀k ≥ 1.

In this equality the indexes k, l are ≥ 1; since the entries (T ⊗ B)k,l depend on the binary

representation of k− 1 and l− 1, only in this proof it is convenient to shift the indexes by setting

k ← k − 1, l← l − 1. After this shift the claim becomes

(−1)k−l

(
2(k + 1) + 1

2l + 1

)

+ 2δk−l=1(2)(−1)
k−l−1

2

(
k + 1

l

)

+ 4δk−l=3(4)

( ⌊k
2

⌋

⌊
l−1
2

⌋

)

− (−1)(k+1)(l+1)

(
k + 1

l

)

= 4(T ⊗B)k,l (mod 8) ∀k, l ≥ 0,

where now in T ⊗B the indexes start by 0. The claim is evident for l ≥ k+ 1 because both LHS

and RHS are zero; in particular both LHS and RHS are triangular matrices and we can assume

l ≤ k. The proof splits in four cases, according to the parities of k and l.

• k = 2k′ and l = 2l′ + 1. Since (T ⊗B)2k′,2l′+1 = 0, the congruence modulo 8 becomes

(8) −

(
4k′ + 3

4l′ + 3

)

− (2(−1)k′−l′ + 1)

(
2k′ + 1

2l′ + 1

)

+ 4δk′−l′=0(2)

(
k′

l′

)

= 0.

• Suppose k = 2k′ and l = 2l′. Since (T ⊗B)2k′,2l′ = (T ⊗( 1 0
0 0 ))k′,l′ , the congruence modulo

8 becomes

(9)

(
4k′ + 3

4l′ + 1

)

+

(
2k′ + 1

2l′

)

= 4δ k′,l′ even
l′/2�k′/2

.

• Suppose k = 2k′ + 1 and l = 2l′ + 1. Since (T ⊗B)2k′+1,2l′+1 = 0, the congruence modulo

8 becomes

(10) −

(
4k′ + 5

4l′ + 3

)

−

(
2k′ + 2

2l′ + 1

)

= 0.

• Suppose k = 2k′ + 1 and l = 2l′. Since (T ⊗B)2k′+1,2l′ = (T ⊗ ( 1 0
1 0 ))k′,l′ , the congruence

modulo 8 becomes

(11) −

(
4k′ + 5

4l′ + 1

)

+ (2(−1)k′−l′ − 1)

(
2k′ + 2

2l′

)

+ 4δk′−l′=1(2)

(
k′

l′ − 1

)

= 4δ l′ even
l′/2�bk′/2c

.

Congruences (8)–(11) can be proved using the result in [1], since it allows to write
(
2a+a0

2b+b0

)
as

Ca,b,a0,b0

(
a
b

)
modulo 8 where Ca,b,a0,b0 is explicitly given and depends only on a0, b0 and the

residues modulo 4 of a and b. For example, using this result we can reduce (8) to a congruence

where to LHS we have C ′
k′,l′
(
k′

l′

)
with an explicit C ′

k′,l′ depending only on residues modulo 4 of k′

and l′. A new application of [1] allows us to prove that in any case LHS is divisible by 8. A similar

approach can be used for (9) and (10). For (11) we also use the relation
(
k′+1

l′

)
= k′+1

l′

(
k′

l′−1

)
. We

leave to the reader the (very tedious) task to verify all the details of this proof. �

Now we study the behavior of
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Gk,l :=
2l∑

s=1

(
k + l − 1

2l − s

)

(T ⊗A)k−l−2,s (mod 2), k ≥ 4, 1 ≤ l ≤ k − 3.

Lemma 5. For k ≥ 4 we have

Gk,l = (T ⊗ C)k−2,l, where C :=

(
0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0

)

.

Proof. In other words, we have to prove that for k ≥ 1, Gk+2,l = (T ⊗ C)k,l where

Gk+2,l =
2l∑

s=1

(
k + l + 1

2l − s

)

(T ⊗A)k−l,s (mod 2).

We prove this equality by considering separately the different classes of k − l modulo 4.

• Suppose k − l odd. Then (T ⊗ A)k−l,s = 1 only for odd values of s; assuming s odd we

have (
k + l + 1

2l − s

)

=

(
2k+l+1

2

2(l − s+1
2 ) + 1

)

(mod 2) = 0

where (3) has been used for the last equality. It follows that under this assumption

Gk+2,l = 0, which is also the value of (T ⊗ C)k,l under this hypothesis.

• Suppose k− l = 0 (mod 4). Then the set of integers s where (T ⊗A)k−l,s = 1 is made of

pairs a, a+ 1, for suitable odd integers a. We have
(
k + l + 1

2l − a

)

+

(
k + l + 1

2l − a− 1

)

=

(
2k+l

2 + 1

2(l − a+1
2 ) + 1

)

+

(
2k+l

2 + 1

2(l − a+1
2 )

)

=

( k+l
2

l − a+1
2

)

+

( k+l
2

l − a+1
2

)

= 0 (mod 2)

where (3) has been used for the second equality. It follows that also in this case Gk+2,l = 0.

It is easy to verify that also (T ⊗C)k,l is null under the assumption k = l (mod 4), hence

the congruence is proved in this case, as well.

• Suppose k − l = 2 (mod 4). Then the set of integers s where (T ⊗ A)k−l,s = 1 is the set

{s : s− 1 � k − l − 2}. We set k − l − 2 =: 4u and l − 1 =: m. The condition s− 1 � 4u

implies that s− 1 is a multiple of 4, s− 1 =: 4v say, with v � u. In terms of u, v and m

we have

Gk+2,l =

bm/2c
∑

v=0
v�u

(
4u+ 2m+ 5

2m+ 1− 4v

)

=

bm/2c
∑

v=0
v�u

(
u+ bm/2c+ 1

bm/2c − v

)

(mod 2),

where for the last equality the congruence in (3) has been applied twice. The restriction

v � u can be included in the sum by multiplying the terms by
(
u
v

)
. In this way we have

Gk+2,l =

bm/2c
∑

v=0

(
u+ bm/2c+ 1

bm/2c − v

)(
u

v

)

=

(
2u+ bm/2c+ 1

bm/2c

)

(mod 2),
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where for the last equality we have used the Vandermonde identity. The equality we have

to verify is therefore
(

2u+ bm/2c+ 1

bm/2c

)

= (T ⊗ C)4u+m+3,m+1 (mod 2).

In this equality both sides assume the same value for m = 2m′ and m = 2m′+1, hence we

can confine ourself to verify it only for even m. We do it by distinguishing two subcases:

◦ m = 4m′. Then
(2u+bm/2c+1

bm/2c

)
=
(
2u+2m′+1

2m′

)
=
(
u+m′

m′

)
(mod 2), and

(T ⊗ C)4u+m+3,m+1 = (T ⊗ C)4(u+m′)+3,4m′+1 =







(T ⊗ C)3,1 if m′ � u+m′,

0 otherwise.

Since (T ⊗ C)3,1 = 1, we see that (T ⊗ C)4u+m+3,m+1 = δm′�u+m′ that is also the

value of the residue of
(
u+m′

m′

)
modulo 2, thus the claim is proved.

◦ m = 4m′ + 2. Then
(2u+bm/2c+1

bm/2c

)
=
(
2u+2m′+2

2m′+1

)
= 0 (mod 2), and

(T ⊗ C)4u+m+3,m+1 = (T ⊗ C)4(u+m′+1)+1,4m′+3 =







(T ⊗ C)1,3 if m′ � u+m′ + 1,

0 otherwise.

Since (T ⊗ C)1,3 = 0, the claim is proved in this case as well.

�

Now we can complete the proof of Theorem 2.

Proof. Let k ≥ 3. We prove directly the cases l ≥ k − 2. The claim holds for l ≥ k since under

this assumption Mk,l = 0,
(
k−2
l−1

)
= 0 and (T ⊗ A)k−2,l = 0. The claim holds for l = k − 1

since Mk,k−1 = 1, (−1)k(k−1)
(

k−2
(k−1)−1

)
= 1 and (T ⊗ A)k−2,k−1 = 0. Finally, the claim holds for

l = k − 2 since

Mk,k−2 =

2k−4∑

s=1

(
2k − 3

2k − 4− s

)

M2,s =

(
2k − 3

2k − 5

)

M2,1 = (2k − 3)(k − 2);

besides, (−1)k(k−2)
(

k−2
(k−2)−1

)
= (−1)k(k − 2) and (T ⊗ A)k−2,k−2 = δk=3 (4), thus the congruence

becomes (2k − 3)(k − 2) =(−1)k(k − 2) + 4δk=3 (4) (mod 8), which is true.

Suppose k ≥ 4 and l ≤ k − 3. We have proved the claim for k = 3, therefore we can assume, by

induction on k, that the claim holds up to k− 1. The recursive identity in (1c) and the inductive

hypothesis give Mk,l = Fk,l + 4Gk,l so that the congruence we must prove becomes

Fk,l + 4Gk,l = (−1)kl

(
k − 2

l − 1

)

+ 4(T ⊗A)k−2,l (mod 8),

which holds by Lemmas 4–5, because A = B + C. �
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