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Università degli Studi di Milano, Italy

pighizzini@di.unimi.it

Luca Prigioniero

Department of Computer Science
Loughborough University, UK

l.prigioniero@lboro.ac.uk

We introduce and investigate forgetting 1-limited automata, which are single-tape Turing machines

that, when visiting a cell for the first time, replace the input symbol in it by a fixed symbol, so

forgetting the original contents. These devices have the same computational power as finite au-

tomata, namely they characterize the class of regular languages. We study the cost in size of the

conversions of forgetting 1-limited automata, in both nondeterministic and deterministic cases, into

equivalent one-way nondeterministic and deterministic automata, providing optimal bounds in terms

of exponential or superpolynomial functions. We also discuss the size relationships with two-way

finite automata. In this respect, we prove the existence of a language for which forgetting 1-limited

automata are exponentially larger than equivalent minimal deterministic two-way automata.

1 Introduction

Limited automata have been introduced in 1967 by Hibbard, with the aim of generalizing the notion of

determinism for context-free languages [6]. These devices regained attention in the last decade, mainly

from a descriptional complexity point of view, and they have been considered in several papers, starting

with [14, 15]. (For a recent survey see [13].)

In particular, 1-limited automata are single-tape nondeterministic Turing machines that are allowed

to rewrite the content of each tape cell only in the first visit. They have the same computational power as

finite automata [24, Thm. 12.1], but they can be extremely more succinct. Indeed, in the worst case the

size gap from the descriptions of 1-limited automata to those of equivalent one-way deterministic finite

automata is double exponential [14].

In order to understand this phenomenon better, we recently studied two restrictions of 1-limited

automata [17]. In the first restriction, called once-marking 1-limited automata, during each computation

the machine can make only one change to the tape, just marking exactly one cell during the first visit to

it. We proved that, under this restriction, a double exponential size gap to one-way deterministic finite

automata remains possible.

In the second restriction, called always-marking 1-limited automata, each tape cell is marked during

the first visit. In this way, at each step of the computation, the original content in the cell remains

available, together with the information saying if it has been already visited at least one time. In this

case, the size gap to one-way deterministic finite automata reduces to a single exponential. However, the

information about which cells have been already visited still gives extra descriptional power. In fact, the

conversion into equivalent two-way finite automata in the worst case costs exponential in size, even if the

original machine is deterministic and the target machine is allowed to make nondeterministic choices.

A natural way to continue these investigations is to ask what happens if in each cell the information

about the original input symbol is lost after the first visit. This leads us to introduce and study the subject

of this paper, namely forgetting 1-limited automata. These devices are 1-limited automata in which,

during the first visit to a cell, the input symbol in it is replaced with a unique fixed symbol. Forgetting
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automata have been introduced in the literature longtime ago [8]. Similarly to the devices we consider

here, they can use only one fixed symbol to replace symbols on the tape. However, the replacement is not

required to happen in the first visit, so giving the possibility to recognize more than regular languages. In

contrast, being a restriction of 1-limited automata, forgetting 1-limited automata recognize only regular

languages.

In this paper, first we study the size costs of the simulations of forgetting 1-limited automata, in both

nondeterministic and deterministic versions, by one-way finite automata. The upper bounds we prove

are exponential, when the simulated and the target machines are nondeterministic and deterministic,

respectively. In the other cases they are superpolynomial. These bounds are obtained starting from the

conversions of always-marking 1-limited automata into one-way finite automata presented in [17], whose

costs, in the case we are considering, can be reduced using techniques and results derived in the context

of automata over a one-letter alphabet [2, 11]. We also provide witness languages showing that these

upper bounds cannot be improved asymptotically.

In the last part of the paper we discuss the relationships with the size of two-way finite automata,

which are not completely clear. We show that losing the information on the input content can reduce the

descriptional power. In fact, we show languages for which forgetting 1-limited automata, even if nonde-

terministic, are exponentially larger than minimal two-way deterministic finite automata. We conjecture

that also the converse can happen. In particular we show a family of languages for which we conjec-

ture that two-way finite automata, even if nondeterministic, must be significantly larger than minimal

deterministic forgetting 1-limited automata.

2 Preliminaries

In this section we recall some basic definitions useful in the paper. Given a set S, #S denotes its cardinality

and 2S the family of all its subsets. Given an alphabet Σ and a string w ∈ Σ∗, |w| denotes the length of w,

|w|a the number of occurrences of a in w, and Σk the set of all strings on Σ of length k.

We assume the reader to be familiar with notions from formal languages and automata theory, in

particular with the fundamental variants of finite automata (1DFAs, 1NFAs, 2DFAs, 2NFAs, for short,

where 1/2 mean one-way/two-way and D/N mean deterministic/nondeterministic, respectively). For any

unfamiliar terminology see, e.g., [7].

A 1-limited automaton (1-LA, for short) is a tuple A = (Q,Σ,Γ,δ ,qI ,F), where Q is a finite set of

states, Σ is a finite input alphabet, Γ is a finite work alphabet such that Σ∪{⊲,⊳} ⊆ Γ, ⊲,⊳ /∈ Σ are

two special symbols, called the left and the right end-markers, δ : Q×Γ → 2Q×(Γ\{⊲,⊳})×{−1,+1} is the

transition function, and F ⊆ Q is a set of final states. At the beginning of the computation, the input

word w ∈ Σ∗ is stored onto the tape surrounded by the two end-markers, the left end-marker being in

position zero and the right end-marker being in position |w|+1. The head of the automaton is on cell 1

and the state of the finite control is the initial state qI .

In one move, according to δ and the current state, A reads a symbol from the tape, changes its state,

replaces the symbol just read from the tape with a new symbol, and moves its head to one position for-

ward or backward. Furthermore, the head cannot pass the end-markers, except at the end of computation,

to accept the input, as explained below. Replacing symbols is allowed to modify the content of each cell

only during the first visit, with the exception of the cells containing the end-markers, which are never

modified. Hence, after the first visit, a tape cell is “frozen”. More technical details can be found in [14].

The automaton A accepts an input w if and only if there is a computation path that starts from the

initial state qI with the input tape containing w surrounded by the two end-markers and the head on the
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first input cell, and which ends in a final state q ∈ F after passing the right end-marker. The device A is

said to be deterministic (D-1-LA, for short) whenever #δ (q,σ)≤ 1, for every q ∈ Q and σ ∈ Γ.

We say that the 1-LA A is a forgetting 1-LA (for short F-1-LA or D-F-1-LA in the deterministic case),

when there is only one symbol Z that is used to replace symbols in the first visit, i.e., the work alphabet

is Γ = Σ∪{Z}∪{⊲,⊳}, with Z /∈ Σ and if (q,A,d) ∈ δ (p,a) and a ∈ Σ then A = Z.

Two-way finite automata are limited automata in which no rewritings are possible; one-way fi-

nite automata can scan the input in a one-way fashion only. A finite automaton is, as usual, a tu-

ple (Q,Σ,δ ,qI ,F), where, analogously to 1-LAs, Q is the finite set of states, Σ is the finite input alphabet,

δ is the transition function, qI is the initial state, and F is the set of final states. We point out that for

two-way finite automata we assume the same accepting conditions as for 1-LAs.

Two-way machines in which the direction of the head can change only at the end-markers are said to

be sweeping [22].

In this paper we are interested in comparing the size of machines. The size of a model is given by

the total number of symbols used to write down its description. Therefore, the size of 1-LAs is bounded

by a polynomial in the number of states and of work symbols, while, in the case of finite automata, since

no writings are allowed, the size is linear in the number of instructions and states, which is bounded by a

polynomial in the number of states and in the number of input symbols. We point out that, since F-1-LAs

use work alphabet Γ = Σ∪{Z}∪{⊲,⊳}, Z /∈ Σ, the relevant parameter for evaluating the size of these

devices is their number of states, differently than 1-LAs, in which the size of the work alphabet is not

fixed, i.e., depends on the machine.

We now shortly recall some notions and results related to number theory that will be useful to obtain

our cost estimations. First, given two integers m and n, let us denote by gcd(m,n) and by lcm(m,n) their

greatest common divisor and least common multiple, respectively.

We remind the reader that each integer ℓ > 1 can be factorized in a unique way as product of powers

of primes, i.e., as ℓ= p
k1

1 · · · pkr
r , where p1 < · · ·< pr are primes, and k1, . . . ,kr > 0.

In our estimations, we shall make use of the Landau’s function F(n) [9, 10], which plays an important

role in the analysis of simulations among different types of unary automata (e.g. [2, 4, 11]). Given a

positive integer n, let

F(n) = max{lcm(λ1, . . . ,λr) | λ1 + · · ·+λr = n} ,
where λ1, . . . ,λr denote, for the time being, arbitrary positive integers. Szalay [23] gave a sharp estima-

tion of F(n) that, after some simplifications, can be formulated as follows:

F(n) = e(1+o(1))·
√

n·lnn.

Note that the function F(n) grows less than en, but more than each polynomial in n. In this sense we say

that F(n) is a superpolynomial function.

As observed in [5], for each integer n > 1 the value of F(n) can also be expressed as the maximum

product of powers of primes, whose sum is bounded by n, i.e.,

F(n) = max{p
k1

1 · · · pkr
r | p

k1

1 + · · ·+ pkr
r ≤ n, p1, . . . , pr are primes, and k1, . . . ,kr > 0}.

3 Forgetting 1-Limited Automata vs. One-Way Automata

When forgetting 1-limited automata visit a cell for the first time, they replace the symbol in it with a

fixed symbol Z, namely they forget the original content. In this way, each input prefix can be rewritten in
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a unique way. As already proved for always-marking 1-LAs, this prevents a double exponential size gap

in the conversion to 1DFAs [17]. However, in this case the upper bounds obtained for always-marking

1-LAs, can be further reduced, using the fact that only one symbol is used to replace input symbols:

Theorem 1 Let M be an n-state F-1-LA. Then M can be simulated by a 1NFA with at most n · (5n2 +
F(n))+1 states and by a complete 1DFA with at most (2n −1) · (5n2 +F(n))+2 states.

Proof. First of all, we recall the argument for the conversion of 1-LAs into 1NFAs and 1DFAs pre-

sented [14, Thm. 2] that, in turn, is derived from the technique to convert 2DFAs into equivalent 1DFAs,

presented in [21], and based on transitions tables.

Let us start by supposing that M = (Q,Σ,Γ,δ ,q0,F) is an n-state 1-LA.

Roughly, transition tables represent the possible behaviors of M on “frozen” tape segments. More

precisely, given z ∈ Γ∗ , the transition table associated with z is the binary relation τz ⊆ Q×Q, consisting

of all pairs (p,q) such that M has a computation path that starts in the state p on the rightmost symbol

of a tape segment containing ⊲z, ends reaching the state q by leaving the same tape segment to the right

side, i.e., by moving from the rightmost cell of the segment to the right, and does not visit any cell outside

the segment.

A 1NFA A can simulate M by keeping in the finite control two components:

• The transition table corresponding to the part of the tape at the left of the head. This part has been

already visited and, hence, it is frozen.

• The state in which the simulated computation of M reaches the current tape position.

Since the number of transition tables is at most 2n2

, the number of states in the resulting 1NFA A is

bounded by n ·2n2

.

Applying the subset construction, this automaton can be converted into an equivalent deterministic

one, with an exponential increasing in the number of states, so obtaining a double exponential number of

states in n. In the general case, this number cannot be reduced due to the fact that different computations

of A, after reading the same input, could keep in the control different transition tables, depending on the

fact that M could replace the same input by different strings.

We now suppose that M is a F-1-LA. In this case each input string can be replaced by a unique string.

This would reduce the cost of the conversion to 1DFAs to a single exponential. Indeed, it is possible to

convert the 1NFA A obtained from M into an equivalent 1DFA that keeps in its finite control the unique

transition table for the part of the tape scanned so far (namely, the same first component as in the state

of A), and the set of states that are reachable by M when entering the current tape cell (namely, a set of

states that can appear in the second component of A, while entering the current tape cell). This leads to

an upper bound of 2n · 2n2

states for the resulting 1DFA. We can make a further improvement, reducing

the number of transition tables used during the simulation. Indeed we are going to prove that only a

subset of all the possible 2n2

transition tables can appear during the simulation.

Since only a fixed symbol Z is used to replace input symbols on the tape, the transition table when

the head is in a cell depends only on the position of the cell and not on the initial tape content.

For each integer m ≥ 0, let us call τm the transition table corresponding to a frozen tape segment of

length m, namely the transition table when the head of the simulating one-way automaton is on the tape

cell m+ 1. We are going to prove that the sequence τ0,τ1, . . . ,τm, . . . is ultimately periodic, with period

length bounded by F(n) and, more precisely, τm = τm+F(n) for each m > 5n2.

The proof is based on the analysis of computation paths in unary 2NFAs carried on in [11, Section 3].

Indeed, we can see the parts of the computation on a frozen tape segment as computation paths of a

unary 2NFA. More precisely, by definition, for p,q ∈ Q, τm(p,q) = 1 if and only if there is a computation
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path C that enters the frozen tape segment of length m from the right in the state p and, after some steps,

exits the segment to the right in the state q. Hence, during the path C the head can visit only frozen cells

(i.e., the cells in positions 1, . . . ,m) of the tape, and the left end-marker. There are two possible cases:

• In the computation path C the head never visits the left end-marker.

A path of this kind is also called left U-turn. Since it does not depend on the position of the left

end-marker, this path will also be possible, suitably shifted to the right, on each frozen segment of

length m′ > m. Hence τm′(p,q) = 1 for each m′ ≥ m. Furthermore, it has been proven that if there

is a left U-turn which starts in the state p on cell m, and ends in state q, then there exists another

left U-turn satisfying the same constraints, in which the head never moves farther than n2 positions

to the left of the position m [11, Lemma 3.1]. So, such a “short” U-turn can be shifted to the left,

provided that the tape segment is longer than n2.

Hence, in this case τm(p,q) = 1 implies τm′(p,q) = 1 for each m′ > n2.

• In the computation path C the head visits at least one time the left end-marker.

Let s0,s1, . . . ,sk, k ≥ 0, be the sequence of the states in which C visits the left end-marker. We can

decompose C in a sequence of computation paths C0,C1, . . . ,Ck,Ck+1, where:

– C0 starts from the state p with the head on the cell m and ends in s0 when the head reaches

the left end-marker. C0 is called right-to-left traversal of the frozen segment.

– For i = 1, . . . ,k, Ci starts in state si−1 with the head on the left end-marker and ends in si,

when the head is back to the left end-marker. Ci is called right U-turn. Since, as seen before

for left U-turns, each right U-turn can always be replaced by a “short” right U-turn, without

loss of generality we suppose that Ci does not visit more than n2 cells to the right of the left

end-marker.

– Ck+1 starts from the state sk with the head on the left end-marker and ends in q, when the head

leaves the segment, moving to the right of the cell m. Ck+1 is called left-to-right traversal of

the frozen segment.

From [11, Theorem 3.5], there exists a set of positive integers {ℓ1, . . . , ℓr} ⊆ {1, . . . ,n} satisfy-

ing ℓ1 + · · ·+ ℓr ≤ n such that for m ≥ n, if a frozen tape segment of length m can be (left-to-right

or right-to-left) traversed from a state s to a state s′ then there is an index i∈ {1, . . . ,r} such that, for

each µ > 5n2−m
ℓi

, a frozen tape segment of length m+µℓi can be traversed (in the same direction)

from state s to state s′. This was proved by showing that for m> 5n2 a traversal from s to s′ of a seg-

ment of length m can always be “pumped” to obtain a traversal of a segment of length m′ =m+µℓi,

for µ > 0, and, furthermore, the segment can be “unpumped” by taking µ < 0, provided that the

resulting length m′ is greater than 5n2.

Let ℓ be the least common multiple of ℓ1, . . . , ℓr. If m > 5n2, from the original computation path C,

by suitably pumping or unpumping the parts C0 and Ck+1, and without changing Ci, for i = 1, . . . ,k,

for each m′ = m+ µℓ > 5n2, with µ ∈ Z, we can obtain a computation path that enters a frozen

segment of length m′ from the right in the state p and exits the segment to the right in the state q.

By summarizing, from the previous analysis we conclude that for all m,m′ > 5n2, if m ≡ m′ (mod ℓ)
then τm = τm′ . Hence, the transition tables used in the simulation are at most 5n2+ℓ. Since, by definition,

ℓ cannot exceed F(n), we obtain the number of different transitions tables that are used in the simulation

is bounded by 5n2 +1+F(n).

According with the construction outlined at the beginning of the proof, from the F-1-LA M we can

obtain a 1NFA A that, when the head reaches the tape cell m+ 1, has in the first component of its finite
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control the transition table τm, and in the second component the state in which the cell m+ 1 is entered

for the first time during the simulated computation. Hence the total number of states of A is bounded

by n · (5n2 +1+F(n)).
We observe that, at the beginning of the computation, the initial state is the pair containing the

transition matrix τ0 and the initial state of M. Hence, we do not need to consider other states with τ0

as first component, unless τ0 occurs in the sequence τ1, . . . ,τ5n2+F(n). This allows to reduce the upper

bound to n · (5n2 +F(n))+1

If the simulating automaton A is a 1DFA, then first component does not change, while the second

component contains the set of states in which the cell m+1 is entered for the first time during all possible

computations of M. This would give a 2n · (5n2 +F(n))+1 state upper bound. However, if the set in the

second component is empty then the computation of M is rejecting, regardless what is the remaining part

of the input and what has been written on the tape. Hence, in this case, the simulating 1DFA can enter a

sink state. This allows to reduce the upper bound to (2n −1) · (5n2 +F(n))+2.

Optimality: The Language Ln,ℓ

We now study the optimality of the state upper bounds presented in Theorem 1. To this aim, we introduce

a family of languages Ln,ℓ, that are defined with respect to integer parameters n, ℓ > 0.

Each language in this family is composed by all strings of length multiple of ℓ belonging to the lan-

guage LMFn
which is accepted by the n-state 1NFA AMFn

= (Qn,{a,b},δn,q0,{q0}) depicted in Figure 1,

i.e., Ln,ℓ = LMFn
∩ ({a,b}ℓ)∗.

The automaton AMFn
was proposed longtime ago by Meyer and Fischer as a witness of the exponential

state gap from 1NFAs to 1DFAs [12]. Indeed, it can be proved that the smallest 1DFA accepting it has

exactly 2n states. In the following we shall refer to some arguments given in the proof of such result

presented in [20, Thm. 3.9.6].

qn−1

q0 q1

q2

qn−2 q3

b

b

bb

b

a

a

aa

a

b

b

b

b

b

Figure 1: The 1NFA AMFn
accepting the language of Meyer and Fischer.

Let us start by presenting some simple state upper bounds for the recognition of Ln,ℓ by one-way

finite automata.

Theorem 2 For every two integers n, ℓ > 0, there exists a complete 1DFA accepting Ln,ℓ with (2n −1) ·
ℓ+1 states and a 1NFA with n · ℓ states.
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Proof. We apply the subset construction to convert the 1NFA AMFn
into a 1DFA with 2n states and

then, with the standard product construction, we intersect the resulting automaton with the trivial ℓ-state

automaton accepting ({a,b}ℓ)∗. In this way we obtain a 1DFA with 2n · ℓ states for Ln,ℓ. However, all

the states obtained from the sink state, corresponding to the empty set, are equivalent, so they can be

replaced by a unique sink state. This allows to reduce the number of states to (2n −1) · ℓ+1.

In the case of 1NFAs we apply the product construction to AMFn
and the ℓ-state automaton accept-

ing ({a,b}ℓ)∗, so obtaining a 1NFA with n · ℓ states.

We now study how to recognize Ln,ℓ using two-way automata and F-1-LAs. In both cases we obtain

sweeping machines.

Theorem 3 Let ℓ > 0 be an integer that factorizes ℓ= p
k1

1 · · · pkr
r as a product of prime powers and o =

r mod 2. Then:

• Ln,ℓ is accepted by a sweeping 2NFA with n+ p
k1

1 + · · ·+ pkr
r +o states, that uses nondeterministic

transitions only in the first sweep.

• Ln,ℓ is accepted by a sweeping F-1-LA with max(n, p
k1

1 + · · ·+ pkr
r +o) states that uses nondeter-

ministic transitions only in the first sweep.

• Ln,ℓ is accepted by a sweeping 2DFA with 2n+ p
k1

1 + · · ·+ pkr
r +o states.

Proof. In the first sweep, the 2NFA for Ln,ℓ, using n states, simulates the 1NFA AMFn
to check if the

input belongs to LMFn
. Then, it makes one sweep for each i = 1, . . . ,r (alternating a right-to-left sweep

with a left-to-right sweep), using p
ki

i states in order to check whether p
ki

i divides the input length. If the

outcomes of all these tests are positive, then the automaton accepts. When r is even, the last sweep ends

with the head on the right end-marker. Then, moving the head one position to the right, the automaton

can reach the accepting configuration. However, when r is odd, the last sweep ends on the left end-

marker. Hence, using an extra state, the head can traverse the entire tape to finally reach the accepting

configuration.

A F-1-LA can implement the same strategy. However, to check if the tape length is a multiple

of ℓ, it can reuse the n states used in the first sweep, plus p
k1

1 + · · ·+ pkr
r + o− n extra states when n <

p
k1

1 + · · ·+ pkr
r + o. This is due to the fact that the value of the transition function depends on the state

and on the symbol in the tape cell and that, in the first sweep, all the input symbols have been replaced

by Z.

Finally, we can implement a 2DFA that recognizes Ln,ℓ by firstly making r sweeps to check whether p
ki

i

divides the input length, i = 1, . . . ,r. If so, then the automaton, after moving the head from the left to the

right end-marker in case of r even, makes a further sweep from right to left, to simulate a 1DFA accept-

ing the reversal of LMFn
, which can be accepted using 2n states [19]. If the simulated automaton accepts,

then the machine can make a further sweep, by using a unique state to move the head from the left end-

marker to the right one, and then accept. The total number of states is 2n+ p
k1

1 + · · ·+ pkr
r +2−o. This

number can be slightly reduced as follows: in the first sweep (which is from left to right) the automaton

checks the divisibility of the input length by p
k1

1 ; in the second sweep (from right to left) the automaton

checks the membership to LMFn
; in the remaining r−1 sweeps (alternating left-to-right with right-to-left

sweeps), it checks the divisibility for p
ki

i , i = 2, . . . ,r. So, the total number of sweeps for these checks

is r+ 1. This means that, when r is even, the last sweep ends on the right end-marker and the machine

can immediately move to the accepting configuration. Otherwise the head needs to cross the input from

left to right, using an extra state.

As a consequence of Theorem 3, in the case of F-1-LAs we immediately obtain:
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Corollary 1 For each n > 0 the language Ln,F(n) is accepted by a F-1-LA with at most n+1 states.

Proof. If F(n)= p
k1

1 · · · pkr
r then p

k1

1 + · · ·+ pkr
r ≤ n≤F(n). Hence, the statement follows from Theorem 3.

We are now going to prove lower bounds for the recognition of Ln,ℓ, in the case n and ℓ are relatively

primes.

Let us start by considering the recognition by 1DFAs.

Theorem 4 Given two integers n, ℓ > 0 with gcd(n, ℓ) = 1, each 1DFA accepting Ln,ℓ must have at

least (2n −1) · ℓ+1 states.

Proof. Let Qn = {q0,q1, . . . ,qn−1} be the set of states of AMFn
(see Figure 1). First, we briefly recall

some arguments from the proof presented in [20, Thm. 3.9.6]. For each subset S of Qn, we define a

string wS having the property that δn(q0,wS) = S. Furthermore, it is proved that all the strings so defined

are pairwise distinguishable, so obtaining the state lower bound 2n for each 1DFA equivalent to AMFn
. In

particular, the string wS is defined as follows:

wS =







b if S = /0;

ai if S = {qi};

aek−ek−1baek−1−ek−2b · · ·ae2−e1bae1 , otherwise;

(1)

where in the second case S = {qi}, 0 ≤ i < n, while in the third case S = {qe1
,qe2

, . . . ,qek
}, 1 < k ≤ n,

and 0 ≤ e1 < e2 < · · ·< ek < n.

To obtain the claimed state lower bound in the case of the language Ln,ℓ, for each nonempty subset S

of Qn and each integer j, with 0 ≤ j < ℓ, we define a string wS, j which is obtained by suitably padding

the string wS in such a way that the set of states reachable from the initial state by reading wS, j remains S

and the length of wS, j, divided by ℓ, gives j as reminder. Then we shall prove that all the so obtained

strings are pairwise distinguishable. Unlike (1), when defining wS, j we do not consider the case S = /0.

In the following, let us denote by f :N×N→N a function satisfying f (i, j) mod n= i and f (i, j) mod

ℓ= j, for i, j ∈N. Since gcd(n, ℓ) = 1, by the Chinese Reminder Theorem, such a function always exists.

For each non-empty subset S of Qn and each integer j, with 0 ≤ j < ℓ, the string wS, j is defined as:

wS, j =

{

a f (i, j) if S = {qi};

aek−ek−1baek−1−ek−2b · · ·ae2−e1bHℓ−k−ek+2+ jae1 , otherwise;
(2)

where in the first case S = {qi}, 0 ≤ i < n, while in the second case S = {qe1
,qe2

, . . . ,qek
}, 1 < k ≤ n,

0 ≤ e1 < e2 < · · · < ek < n, and H ≥ 1 is a fixed integer such that Hℓ > 2n (this last condition is useful

to have Hℓ− k− ek + 2+ j > 0, in such a way that the last block of b’s is always well defined and not

empty).

We claim and prove the following facts:

1. |wS, j| mod ℓ= j.

If S= {qi}, then by definition |wS, j| mod ℓ= f (i, j) mod ℓ= j. Otherwise, according to the second

case in (2), S = {qe1
,qe2

, . . . ,qek
} and |wS, j|= ek−ek−1+1+ek−1−ek−2+1+ · · ·+e2−e1+Hℓ−

k− ek +2+ j+ e1, which is equal to Hℓ+ j.

2. δn(q0,wS, j) = S.

In the automaton AMFn
, all the transitions on the letter a are deterministic. Furthermore, by reading
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the string ax, x > 0, from the state q0, the only reachable state is qx mod n. Hence, for the first

case S = {qi} in (2) we have δn(q0,wS, j) = {q f (i, j) mod n}= {qi}.

For the second case, we already mentioned that δn(q0,wS) = S. Furthermore wS, j is obtained

from wS by replacing the rightmost b by a block of more than one b. From the transition diagram

of AMFn
we observe that from each state qi, with i > 0, reading a b the automaton can either remain

in qi or move to q0. Furthermore, from q0 there are no transitions on the letter b. This allows to

conclude that the behavior does not change when one replaces an occurrence of b in a string with

a sequence of more than one b. Hence, δn(q0,wS, j) = δn(q0,wS) = S.

3. For i = 0, . . . ,n−1 and x ≥ 0, δn(qi,a
x) = {qi′} where i′ = 0 if and only if x mod n = n− i. Hence

ax is accepted by some computation path starting from qi if and only if x mod n = n− i.

It is enough to observe that all the transitions on the letter a are deterministic and form a loop

visiting all the states. More precisely i′ =(i+x) mod n. Hence, i′ = 0 if and only if x mod n= n− i.

We now prove that all the strings wS, j are pairwise distinguishable. To this aim, let us consider two such

strings wS, j and wT,h, with (S, j) 6= (T,h). We inspect the following two cases:

• S 6= T . Without loss of generality, let us consider a state qs ∈ S\T . We take z = a f (n−s,ℓ− j). By the

previous claims, we obtain that wS, j ·z∈ LMFn
, while wT,h ·z /∈ LMFn

. Furthermore, |wS, j ·z| mod ℓ=
( j + ℓ− j) mod ℓ = 0. Hence wS, j · z ∈ ({a,b}ℓ)∗. This allows to conclude that wS, j · z ∈ Ln,ℓ,

while wT,h · z /∈ Ln,ℓ.

• j 6= h. We choose a state qs ∈ S and, again, the string z= a f (n−s,ℓ− j). Exactly as in the previous case

we obtain wS, j · z ∈ Ln,ℓ. Furthermore, being j 6= h and 0 ≤ j,h < ℓ, we get that |wT,h · z| mod ℓ=
(h+ ℓ− j) mod ℓ 6= 0. Hence wT,h · z /∈ ({a,b}ℓ)∗, thus implying wT,h · z /∈ Ln,ℓ.

By summarizing, we have proved that all the above defined (2n − 1) · ℓ strings wS, j are pairwise dis-

tinguishable. We also observe that each string starting with the letter b is not accepted by the automa-

ton AMFn
.1 This implies that the string b and each string wS, j are distinguishable. Hence, we are able to

conclude that each 1DFA accepting Ln,ℓ has at least (2n −1) · ℓ+1 states.

Concerning 1NFAs, we prove the following:

Theorem 5 Given two integers n, ℓ > 0 with gcd(n, ℓ) = 1, each 1NFA accepting Ln,ℓ must have at

least n · ℓ states.

Proof. The proof can be easily given by observing that X = {(ai,an·ℓ−i) | i = 0, . . . ,n ·ℓ−1} is a fooling

set for Ln,ℓ [1]. Hence, the number of states of each 1NFA for Ln,ℓ cannot be lower than the cardinality

of X .

As a consequence of Theorems 4 and 5 we obtain:

Theorem 6 For each prime n > 4, every 1DFA and every 1NFA accepting Ln,F(n) needs (2n−1) ·F(n)+
1 and n ·F(n) states, respectively.

Proof. First, we prove that gcd(n,F(n)) = 1 for each prime n > 4. To this aim, we observe that by

definition F(n)≥ 2 · (n−2) for each prime n. Furthermore, if n > 4 then 2 · (n−2)> n. Hence F(n)> n

for each prime n > 4. Suppose that gcd(n,F(n)) 6= 1. Then n, being prime and less than F(n), should

1We point out that two strings that in AMFn
lead to the emptyset are not distinguishable. This is the reason why we did not

considered strings of the form w /0, j in (2).
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divide F(n). By definition of F(n), this would imply F(n) = n; a contradiction. This allows us to

conclude that gcd(n,F(n)) = 1, for each prime n > 4.

Using Theorems 4 and 5, we get that, for all such n’s, a 1DFA needs at least (2n −1) ·F(n)+1 states

to accept Ln,F(n), while an equivalent 1NFA needs at least n · ℓ states.

As a consequence of Theorem 6, for infinitely many n, the 1DFA and 1NFA for the language Ln,F(n)

described in Theorem 2 are minimal.

By combining the results in Corollary 1 and Theorem 6, we obtain that the costs of the simulations

of F-1-LAs by 1NFAs and 1DFAs presented in Theorem 1 are asymptotically optimal:

Corollary 2 For infinitely many integers n there exists a language which is accepted by a F-1-LA with

at most n+ 1 states and such that all equivalent 1DFAs and 1NFAs require at least (2n − 1) ·F(n)+ 1

and n ·F(n) states, respectively.

4 Deterministic Forgetting 1-Limited Automata vs. One-Way Automata

In Section 3 we studied the size costs of the conversions from F-1-LAs to one-way finite automata. We

now restrict our attention to the simulation of deterministic machines. By adapting to this case the

arguments used to prove Theorem 1, we obtain a superpolynomial state bound for the conversion into

1DFAs, which is not so far from the bound obtained starting from nondeterminstic machines:

Theorem 7 Let M be an n-state D-F-1-LA. Then M can be simulated by a 1DFA with at most n · (n+
F(n))+2 states.

Proof. We can apply the construction given in the proof of Theorem 1 to build, from the given D-F-1-

LA M, a one-way finite automaton that, when the head reaches the tape cell m+1, has in its finite control

the transition table τm associated with the tape segment of length m and the state in which the cell is

reached for the first time. Since the transitions of M are deterministic, each tape cell is reached for the

first time by at most one computation and the resulting automaton is a (possible partial) 1DFA, with no

more than n·(5n2+F(n))+1 states. However, in this case the number of transition tables can be reduced,

so decreasing the upper bound. In particular, due to determinism and the unary content in the frozen part,

we can observe that left and right U-turns cannot visit more than n tape cells. Furthermore, after visiting

more than n tape cells, a traversal is repeating a loop. This allows to show that the sequence of transition

matrices starts to be periodic after the matrix τn, i.e, for m,m′ > n, if m ≡ m′ (mod F(n)) then τm = τm′ .

Hence, the number of different transition tables used during the simulation is at most n+1+F(n), and

the number of states of the simulating (possibly partial) 1DFA is bounded by n ·(n+F(n))+1. By adding

one more state we finally obtain a complete 1DFA.

Optimality: The Language Jn,ℓ

We now present a family of languages for which we prove a size gap very close to the upper bound in

Theorem 7. Given two integers n, ℓ > 0, let us consider:

Jn,ℓ = {w ∈ {a,b}∗ | |w|a mod n = 0 and |w| mod ℓ= 0} .

First of all, we observe that it is not difficult to recognize Jn,ℓ using a 1DFA with n · ℓ states that counts

the number of a’s using one counter modulo n, and the input length using one counter modulo ℓ. This

number of states cannot be reduced, even allowing nondeterministic transitions:
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Theorem 8 Each 1NFA accepting Jn,ℓ has at least n · ℓ states.

Proof. Let H > ℓ+ n be a multiple of ℓ. For i = 1, . . . , ℓ, j = 0, . . . ,n − 1, consider xi j = a jbH+i− j

and yi j = bH−i−n+ jan− j. We are going to prove that the set

X = {(xi j,yi j) | 1 ≤ i ≤ ℓ,0 ≤ j < n}
is an extended fooling set for Jn,ℓ. To this aim, let us consider i, i′ = 1, . . . , ℓ, j, j′ = 0, . . . ,n− 1. We

observe that the string xi jyi j contains n a’s and has length j+H + i− j +H − i− n+ j+ n− j = 2H

and hence it belongs to Jn,ℓ. For i, i′ = 1, . . . , ℓ, if i 6= i′ then the string xi jyi′ j /∈ Jn,ℓ because it has

length 2H + i− i′ which cannot be a multiple of ℓ. On the other hand, if j < j′, the string xi jyi′ j′ con-

tains j+n− j′ < n many a’s, so it cannot belong to Jn,ℓ,

Concerning the recognition of Jn,ℓ by F-1-LAs we prove the following:

Theorem 9 Let ℓ > 0 be an integer that factorizes ℓ= p
k1

1 · · · pkr
s as product of prime powers, o = r mod

2, and n > 0. Then Jn,ℓ is accepted by a sweeping 2DFA with n+ p
k1

1 + · · ·+ pkr
r + o states and by a

sweeping D-F-1-LA with max(n, p
k1

1 + · · ·+ pkr
r +o) states.

Proof. A 2DFA can make a first sweep of the input, using n states, to check if the number of a’s in the

input is a multiple of n. Then, in further r sweeps, alternating right-to-left with left-to-right sweeps, it

can check the divisibility of the input length by p
ki

i , i = 1, . . . ,r. If r is odd this process ends with the

head on the left end-marker. Hence, in this case, when all tests are positive, a further sweep (made by

using a unique state) is used to move the head from the left to the right end-marker and then reach the

accepting configuration.

We can implement a D-F-1-LA that uses the same strategy. However, after the first sweep, all input

symbols are replaced by Z. Hence, as in the proof of Theorem 3, the machine can reuse the n states of

the first sweep. So, the total number of states reduces to max(n, p
k1

1 + · · ·+ pkr
r +o).

As a consequence of Theorem 9, we obtain:

Corollary 3 For each integer n > 0 the language Jn,F(n) is accepted by a D-F-1-LA with at most n+1

states.

By combining the upper bound in Corollary 3 with the lower bound in Theorem 8, we obtain that

the superpolynomial cost of the simulation of D-F-1-LAs by 1DFAs given in Theorem 7 is asymptotically

optimal and it cannot be reduced even if the resulting automaton is nondeterministic:

Corollary 4 For each integer n > 0 there exists a language accepted by a D-F-1-LA with at most n+1

states and such that all equivalent 1DFAs and 1NFAs require at least n ·F(n) states.

5 Forgetting 1-Limited vs. Two-Way Automata

Up to now, we have studied the size costs of the transformations of F-1-LAs and D-F-1-LAs into one-way

automata. We proved that they cannot be significantly reduced, by providing suitable witness languages.

However, we can notice that such languages are accepted by two-way automata whose sizes are not

so far from the sizes of F-1-LAs and D-F-1-LAs we gave. So we now analyze the size relationships

between forgetting and two-way automata. On the one hand, we show that forgetting input symbols can

dramatically reduce the descriptional power. Indeed, we provide a family of languages for which F-1-LAs

are exponentially larger than 2DFAs. On the other hand, we guess that also in the opposite direction at

least a superpolynomial gap can be possible. To this aim we present a language accepted by a D-F-1-LA

of size O(n) and we conjuncture that each 2NFA accepting it requires more than F(n) states.
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From Two-way to Forgetting 1-Limited Automata

For each integer n > 0, let us consider the following language

En = {w ∈ {a,b}∗ | ∃x ∈ {a,b}n,∃y,z ∈ {a,b}∗ : w = x · y = z · xR},

i.e., the set of strings in which the prefix of length n is equal to the reversal of the suffix. As we shall

see, it is possible to obtain a 2DFA with O(n) states accepting it. Furthermore, each equivalent F-1-LA

requires 2n states.

To achieve this result, first we give a lower bound technique for the number of states of F-1-LAs,

which is inspired by the fooling set technique for 1NFAs [1].

Lemma 1 Let L ⊆ Σ∗ be a language and X = {(xi,yi) | i = 1, . . . ,n} be a set of words such that the

following hold:

• |x1|= |x2|= · · ·= |xn|,
• xiyi ∈ L, for i = 1, . . . ,n,

• xiy j /∈ L or x jyi /∈ L, for i, j = 1, . . . ,n with i 6= j.

Then each F-1-LAs accepting L has at least n states.

Proof. Let M be a F-1-LAs accepting L. Let Ci be an accepting computation of M on input xiyi, i =
1, . . . ,n. We divide Ci into two parts C′

i and C′′
i , where C′

i is the part of Ci that starts from the initial

configuration and ends when the head reaches for the first time the first cell to the right of xi, namely the

cell containing the first symbol of yi, while C′′
i is the remaining part of Ci. Let qi be the state reached at

the end of C′
i , namely the state from which C′′

i starts.

If qi = q j, for some 1 ≤ i, j ≤ n, then the computation obtained concatenating C′
i and C′′

j accepts the

input xiy j. Indeed, at the end of C′
i and of C′

j, the content of the tape to the left of the head is replaced

by the same string Z|xi| = Z|x j |. So M, after inspecting xi, can perform exactly the same moves as on

input x jy j after inspecting x j and hence it can accept xiy j. In a similar way, concatenating C′
j and C′′

i we

obtain an accepting computation on x jyi. If i 6= j, then this is a contradiction.

This allows to conclude that n different states are necessary for M.

We are now able to prove the claimed separation.

Theorem 10 The language En is accepted by a 2DFA with O(n) states, while each F-1-LA accepting it

has at least 2n states.

Proof. We can build a 2DFA that on input w ∈ Σ∗ tests the equality between the symbols in positions i

and |w|− i of w, for i = 1, . . . ,n. If one of the tests fails, then the automaton stops and rejects, otherwise

it finally accepts. For each i, the test starts with the head on the left end-marker and the value of i in the

finite control. Then, the head is moved to the right, while decrementing i, to locate the ith input cell and

remember its content in the finite control. At this point, the head is moved back to the left end-marked,

while counting input cells to restore the value of i. The input is completely crossed from left to right, by

keeping this value in the control. When the right end-marker is reached, a similar procedure is applied

to locate the symbol in position |w|− i, which is then compared with that in position i, previously stored

in the control. If the two symbols are equal, then the head is moved again to the right end-marker, while

restoring i. If i = n, then the machine moves in the accepting configuration, otherwise the value of i

is incremented and the head is moved to the left end-marker to prepare the next test. From the above

description we can conclude that O(n) states are enough for a 2DFA to accept En.

For the lower bound, we observe that the set X = {(x,xR) | x ∈ {a,b}n}, whose cardinality is 2n,

satisfies the requirements of Lemma 1.
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From Forgetting 1-limited to Two-way Automata

We wonder if there is some language showing an exponential, or at least superpolynomial, size gap

from F-1-LAs to two-way automata. Here we propose, as a possible candidate, the following language,

where n, ℓ > 0 are integers:

Hn,ℓ = {ubnv | u ∈ (a+b)∗a, v ∈ (a+b)∗, |u|a mod n = 0, and |u| mod ℓ= 0}.

We prove that Hn,F(n) can be recognized by a D-F-1-LA with a number of states linear in n.

Theorem 11 For each integer n > 1 the language Hn,F(n) is accepted by a D-F-1-LA with O(n) states.

Proof. A D-F-1-LA M can start to inspect the input from left to right, while counting modulo n the a’s.

In this way it can discover each prefix u that ends with an a and such that |u|a mod n = 0. When such a

prefix is located, M verifies whether |u| is a multiple of F(n) and it is followed by bn. We will discuss how

to do that below. If the result of the verification is positive, then M moves to the accepting configuration,

otherwise it continues the same process.

Now we explain how the verification can be performed. Suppose F(n) = p
k1

1 · · · pkr
r , where p

k1

1 , . . . , pkr
r

are prime powers. First, we point out that when the verification starts, exactly the first |u| tape cells have

been rewritten. Hence, the rough idea is to alternate right-to-left and left-to-right sweeps on such a

portion of the tape, to check the divisibility of |u| by each p
ki

i , i = 1, . . . ,r. A right-to-left sweep stops

when the head reaches the left end-marker. On the other hand, a left-to-right sweep can end only when the

head reaches the first cell to the right of the frozen segment. This forces the replacement of the symbol

in it with the symbol Z, so increasing the length of the frozen segment by 1. In the next sweeps, the

machine has to take into account how much the frozen segment increased. For instance, after checking

divisibility by p
k1

1 and by p
k2

2 , in the next sweep the machine should verify that the length of the frozen

segment, modulo p
k3

3 , is 1. Because the machine has to check r divisors and right-to-left sweeps alternate

with left-to-right sweeps, when all r sweeps are done, exactly ⌊r/2⌋ extra cells to the right of the original

input prefix u are frozen. Since n > r/2, if the original symbol in all those cells was b, to complete the

verification phase the machine has to check whether the next n−⌊r/2⌋ not yet visited cells contain b.

However, the verification fails if a cell containing an a or the right end-marker is reached during some

point of the verification phase. This can happen either while checking the length of the frozen segment

or while checking the last n−⌊r/2⌋ cells. If the right end-marker is reached, then the machine rejects.

Otherwise it returns to the main procedure, i.e., resumes the counting of the a’s.

The machine uses a counter modulo n for the a’s. In the verification phase this counter keeps the

value 0. The device first has to count the length of the frozen part modulo p
ki

i , iteratively for i = 1, . . . ,r,

and to verify that the inspected prefix is followed by bn, using again a counter. Since p
k1

1 + · · ·+ pkr
r ≤ n,

by summing up we conclude that the total number of states is O(n).

By using a modification of the argument in the proof of Theorem 8, we can show that each 1NFA

accepting Hn,F(n) cannot have less than n ·F(n) states.2 We guess that such a number cannot be sub-

stantially reduced even having the possibility of moving the head in both directions. In fact, a two-way

automaton using O(n) states can easily locate on the input tape a “candidate” prefix u. However, it can-

not remember in which position of the tape u ends, in order to check |u| in several sweeps of u. So we

do not see how the machine could verify whether |u| is a multiple of F(n) using less than F(n) states.

2It is enough to consider the set X ′ = {(xi j,yi jb
n) | 1 ≤ i ≤ ℓ,0 ≤ j < n}, instead of X .
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6 Conclusion

We compared the size of forgetting 1-limited automata with that of finite automata, proving exponential

and superpolynomial gaps. We did not discuss the size relationships with 1-LAs. However, since 2DFAs

are D-1-LAs that never write, as a corollary of Theorem 10 we get an exponential size gap from D-1-LAs

to F-1-LAs. Indeed, the fact of having a unique symbol to rewrite the tape content dramatically reduces

the descriptional power.

We point out that this reduction happens also in the case of F-1-LAs accepting languages defined over

a one-letter alphabet, namely unary languages. To this aim, for each integer n > 0, let us consider the

language (a2n

)∗. This language can be accepted with a D-1-LA having O(n) states and a work alphabet

of cardinality O(n), and with a D-1-LA having O
(

n3
)

states and a work alphabet of size not dependent

on n [16, 18]. However, each 2NFA accepting it requires at least 2n states [16]. Considering the cost

of the conversion of F-1-LAs into 1NFAs (Theorem 1), we can conclude that such a language cannot be

accepted by any F-1-LA having a number of states polynomial in n.
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